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Preface

Some 30 years ago an informal meeting of the few Nordic specialists in semiconductor physics marked the beginning of
what has become a biannual meeting of some hundred physicists and physics students from all the Nordic countries. The
16th Nordic Semiconductor Meeting took place at Laugarvatn, Iceland, June 12-15, 1994.

As a regional meeting the Nordic Semiconductor meeting has three characteristic features all of which distinguish it from
more traditional international meetings in the field. First, it has the purpose of promoting Nordic cooperation in the
international field of semiconductor physics. Research in the fields of advanced science and technology in the Nordic
countries is likely to benefit from joining national forces before participating in the increasing European integration.
Second, there is an unusually large fraction of graduate students amongst the participants of the Nordic Semiconductor
Meeting. In fact, attending this conference is traditionally a part of the graduate program in semiconductor physics and
technology. The Nordic Semiconductor Meeting is often the first conference of international character that graduate stu-
dents attend in order to present a paper of poster. Third, there is an interdisciplinary quality of the meeting which is
normally not the case for meetings of this size. In particular, the number of professional scientists from industry is compar-
able to the number of their academic colleagues. This is important for both groups, but perhaps the graduate students
benefit most from presenting their results to both groups.

The 16th Nordic Semiconductor Meeting, the first one in this series held in Iceland, attracted 129 active participants. The
scientific programme was divided in twelve oral sessions. A novelty of this meeting was the emphasis on more fundamental
physics in one of the two parallel sessions but more applied topics in the other, although the distinction was sometimes a
matter of predilection. A poster session including both basic and applied physics was also organized. Most of the oral
sessions included an invited lecture. The invited speakers were all of high international class, five of them working in the
Nordic countries, Sami Franssila, Finland, Jostein Grepstad, Norway, Jorn Hvam, Denmark, Erik Janz6n and Lars Sam-
uelson, Sweden. The other five represented a wider geographical spread, Klaus von Klitzing and Detlef Heitmann,
Germany, Gordon Davies, United Kingdom, Markus Biittiker and Chris Palmstrom, U.S.A. Attendees from China, Japan,
Switzerland, the Netherlands and Lithuania also participated in the conference. In addition to the invited lectures some 100
oral papers and 25 posters were contributed.

Another novelty of the conference is the fact that the proceedings of the conference are being published in a refereed
journal. These proceedings contain all the invited and contributed papers the authors of which complied with the deadline
of submission of the manuscripts. The editors paid special attention to prompt publication of the proceedings in order to
promote the actuality of the results presented at the conference. Therefore, the deadline was strict, all of the papers were
refereed during the conference. Changes suggested by the referees were either made at Laugarvatn or within three weeks
from the conference. We are grateful to the international crowd of session chairmen who assumed the task of refereeing the
papers, either themselves or with the help of colleagues. Without their impressive qualifications this procedure would not
have been as reliable as the quality of the papers deserved. We also want to thank the editorial staff of Physica Scripta for
their help and cooperation.

It is our hope that the 16th Nordic Semiconductor Meeting succeeded in keeping the tradition of a popular conference
series at the same time as modifying slightly the emphasis which may strengthen future meetings. Time will tell. In the
meantime, we thank all the participants for their contributions. We are grateful to the sponsors listed below. Their support
made the conference possible. Last, but not least, we acknowledge the work of Gerlinde Xander and all the students and
co-workers who attended to countless details.

Reykjavik 18.7. 1994

Hafli6i PNtur Gislason
Vi6ar Gu6mundsson

Physica Scripta T54
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Gordon Davies
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Abstract of binding the exciton. The high charge density of the local-

When an exciton is bound on an isoelectronic centre, one particle (electron ised electron will force a local lattice relaxation. For a
or hole) may be severely localised on the centre. In this paper attention is simple general discussion we consider first only hydrostatic
drawn to the importance of the lattice relaxations stimulated by this local- deformations. A uniform hydrostatic deformation (V
ised charge density. Two examples are discussed in detail for centres where - Vo)/Vo of the correct sign reduces the energy of the elec-
the exciton binding is produced primarily by the relaxation. It is shown tron by A(c11 + 2c1 2X V - Vo)/3 Yo where A is the change in
that Jahn-Teller theory applied to the tightly bound particle allows a very electr er unit hydrostatic pressure. Consequently
precise understanding of the effects of external perturbations on the bound on energy e
exciton. the energy of the electron is reduced if the lattice deforms

over the volume Vo occupied by the electron orbital. In the
lattice-continuum approximation, the elastic energy

1. Introduction required for this deformation is (cl + 2c12XV - o)2/6Vo,
Luminescence from isoelectronic centres has been investi- assuming it is a uniform deformation. The total energy E of
gated for over three decades [1]. One motivation has been the electron plus the deformed lattice is
the very high quantum efficiency of the centres, which E = (c,1 + 2c 12)[(V- V0)2/6Vo + A(V - Vo)/3Yo], (1)
results from the centres having the same valence properties
as the host atoms - recombination of an exciton leaves the and is minimised (for a given Vo) at V - V0 = -A, when
centre in a "particle-free'" state, in contrast to the recombi- Eg,, = -- (c 1 + 2cl 2)A

2/6 V0 . (2)
nation of an exciton at a charged centre where the addi- The energy saved by the deformation increases as V0
tional charge may be excited in a non-radiative (e.g. Auger) decreases, so that the lattice relaxation tends to increase the
process. However, despite the considerable studies of these localisation of the electron. However, the limit Yo -+ 0 is
centres, it is still not clear how their excited states are bound locisatio of the elcron. However, the lt -0is

on the centres [2]. The prevalent view is that one particle prohibited by the increasing kinetic energy of the localised(eletro orhol) isboud b a hor-rane ptenialand electron.
(electron or hole) is bound by a short-range potential and A useful qualitative picture is that the energy reduction isthe second (hole or electron) is trapped in the Coulomb field produced by the local strain acting on the one electron, butof the first [3]. The second particle may then have a quasi- y gRydbrg eris o exite sttes an suh aseres as een to generate that strain involves deforming n chemical bonds
Rydberg series of excited states, and such a series has been within the extent of the electron orbital; the smaller n and
observed at some centres [4]. It has long been recognised the larger the strain that can be produced. Consequently
that modifications to the exciton structure occur when the self-binding effects can only occur when at least one particle
symmetry of the *centre is lower than tetrahedral, and the. is in a small orbital.
axial properties may be described by a local strain field, as To illustrate the potential importance of lattice relax-
discussed by Gislason et al. [5]. In this paper we introduce a ations for a real centre, suppose that the isoelectronic centre
further concept where the local strain is produced by the
presence of the exciton. We will discuss two examples of ihas one substitutional impurity atom, and that the electron
isoelectronic centres in silicon which illustrate some of the is suficietlyeacasisdethabthe attice d efr tins limiconsquenes f th laticerelxatins.to the four nearest neighbour atoms. We label these atoms
consequences of the lattice relaxations. as a, b, c, d at coordinates 111, 711, 111, 11-1. The hydro-

static breathing mode with a coordinate Q defined by
2. A simple description Q = (X. + Xb + X - Xd + Ya - Yb + Y, - Yd

The Hopfield-Thomas-Lynch model of bound excitons [3]assumes that one particle (say the electron) is spatially + Z + Zb - Zc - Zd), (
located on the core of the isoelectronic centre, the binding has an effective mass equal to the mass M of one atom. A
being derived possibly from the change in electron affinity at hydrostatic stress s produces a movement Q = 21s/(c1 l
the centre. The second particle (the hole) is then bound by + 2c12) where I is the interatomic spacing. This movement
the Coulomb field of the electron. Since the electron is increases the elastic energy by ½Mco2Q2, but decreases the
highly localised, its charge density is approximately point- electron energy by 3A(c1 1 + 2c12)Q/21. Stability is reached
like on the scale of the hole orbital, and the hole orbits in an when the total energy is reduced by
approximately effective-mass-like state. AE = 9A 2(c11 + 2c 12)2/8M12co 2, (4)

At this stage we introduce an ingredient which does not
seem to have been explicitly discussed before in the context where 0o is the angular frequency of the breathing mode. We

take A = 3meV/GPa and o- = 3.2 x 10" 3s-' (both values
derived below from experiment), and use the perfect lattice

email udapl80@bay.cc.kcl.ac.uk values for the interatomic spacing I (0.234nm) and the
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elastic constants c, , + 2c 12 (298 GPa). The calculated value
of AE = 55 meV shows that the lattice relaxation produced
by the electron can be a considerable contribution to its
binding energy, even for the relatively small value of the
deformation potential A used here, as long as the electron is A C
sufficiently localised.

All this discussion can be rephrased for the alternative
case of a hole-attractive centre, for which the electron is the
effective-mass-like particle, and we will consider examples of
both types of centre. We note that when the electron and FETO
hole recombine, the high charge density of the localised par-
ticle is removed, so that the source of the lattice relaxation
disappears. The properties of the vibronic sideband produc-
ed by the luminescence transition give us information on the
lattice relaxation, as we see next.

-42

3. The "ABC" centre - an electron trap

One well-known centre in silicon, refered to as the ABC .•

centre, produces luminescence with zero-phonon lines at
1122.3 meV at low temperature, corresponding to an exciton
binding energy (measured from the free exciton level) of
32.9 meV [6]. Its chemical origin is not certain, except that
the centre contains nitrogen [7]. The luminescence band,
Fig. 1, has a vibronic sideband with a centroid 35 + 3 meV 0
below the zero-phonon line - from standard vibronic theory 4

[8] this energy is the lattice relaxation AE of eq. (4). The
vibronic sideband has a dominant peak at
co = 3.2 x 1013 s- (the value used in Section 2) which is not
a critical point in the phonon distribution [9], and phonons
with a wide range of wavevectors are present in the phonon
sideband (Fig. 1). This spread in wavevectors implies that
we are dealing with a transition involving a highly localised
state.

Since we are interested in the effects of lattice relaxations
on the excited states, we consider the effects of externally -i -v- I I

applied, controlled uniaxial stresses on the zero-phonon 960 1040 1120
optical transitions. Sample data are shown in Fig. 2 for the
effects of (001> compressions. The points [10] show the
effects of stress as measured at 20 K (to give adequate popu- Fig. 1. Photoluminescence recorded at 20 K from the "ABC" isoelectronic
lation of the higher excited states), and the lines are a calcu- centre in silicon. Zero-phonon lines A and C produce the uniaxial stress

splittings shown in Fig. 2. Superimposed on the acoustic phonon sideband
lated fit (taking into account the effects also of < 111> and is emission from the free excitons (with the involvement of one transverse
(110> compressions). The fit is based on a model in which optic phonon), and the baseline for this emission is indicated. (This baseline

an electron is tightly bound in a non-degenerate orbital is confirmed by the bandshape of the ABC system at low temperature). The

state, and the hole is weakly bound. The 6 conduction band extent of the one-phonon sideband is shown by the sharp cutoff at the

minima, denoted X, X ... 2, form states transforming as A1, Raman phonon, indicated by "R". Experimental data by M. Zafar lqbal

E, and T2 in the Td point group of a substitutional atom. [10].

For an electron-attractive centre we expect the A1 state to
be lowest in energy (as for a substitutional donor), and the bound electron, even though it may be orbitting in a highly
fit in Fig. 2 (made with this assumption) shows this to be the deformed region of the crystal.
case for the ABC centre. Zeeman measurements [6] on the The trigonal symmetry splits the mj = 2 valence band
luminescence emitted by the bound exciton show that it is states [5], and is primarily responsible for the 3meV split-
trapped on the centre in a trigonal symmetry. In trigonal ting observed at zero stress. All the stress-induced splitting
symmetry the A1 electron state may be perturbed in first on Fig. 2 derives from the perturbation of the hole by the
order by the hydrostatic component (s., + sry + s2 .) of the stresses. The fit is achieved with the deformation potentials
stress. Group theory also allows perturbation by a of the hole being within 25% of those of the valence band
symmetry-maintaining compression along the trigonal axis, states [11]; the small change would be consistent with the
(sXY + sz + s2-). However, sheer stresses have no effect on hole being relatively de-localised. Small deviations could
the conduction band minima of silicon, and so the electron occur simply from local changes in the elastic constants as
cannot be perturbed by any symmetry lowering stresses, well as from the modifications of the hole's properties pro-
The result is that no information can be derived about the duced by its being bound. The fit on Fig. 2 uses a hydro-
trigonal distortion from the effects of stress on the tightly- static response for all the states of 3 meV/GPa, and the fact
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1110 Fig. 3. Vibronic bandshape of the Li-related "Q" transition, recorded at
6 K, after Ref. [13]. The zero-phonon lines are labelled Q ("S = 0" line) QL
("S = I" line) and Q1 for luminescence from the valley-orbit split-off elec-
tron state. The extent of the one-phonon sideband is shown by the sharp
cutoff at the Raman phonon, indicated by 'R'. Peaks A, B, C are resonance

0 700 Imodes produced by the Li atoms.0 700

Compressive stress (MPa)
Fig. 2. Effects of uniaxial stresses on the A (1122meV) and C (112,5meV) produce the observed trigonal symmetry. We can establish

zero-phonon lines, as recorded at 20K for compressions along the <001> /Y

axis. The lines are the calculated effects of stresses on those transitions show that the lowest energy transition at 1044meV is from
which are predicted to be optically allowed. The B line, with zero-stress an excited state which appears, at the spectral resolution, to
value near 1121 meV, is induced by the stresses. Experimental data by M. be a spin triplet (S = 1) to a spin zero ground state, while
Zafar Iqbal [10]. the 1045 meV line is from an "S 0" excited state to the

that the same value can be used for all the transitions is
consistent with the common parentage of all the states. 1050 (a) (b)

The 3meV splitting at zero applied stress is equivalent to
a compression along <111> of about 94 MPa, and presum-
ably reflects the <111> axis of the core of the centre, as seen
by the relative delocalised hole. Paradoxically, in this
example the tightly bound particle (the electron) gives no
symmetry information about the core of the centre, because ,
it has no response to symmetry-lowering stresses. However, Q -
in some cases the tightly bound particle can indicate a sym- __

metry which is quite different from the symmetry of the
centre in its relaxed ground state, as is shown in the second b

example.

0
4. The 4-Li "Q" centre - a hole trap

Luminescence with zero-phonon lines at 1044 and 1045 meV '-

is observed in Li-doped silicon after radiation damage, Fig.
3 [12]. Isotope doping studies have shown that the centre
contains 4 Li atoms [13]. First-principles calculations
suggest that the ground state of the complex has Td sym-
metry [14], but uniaxial stress measurements on the optical
transitions indicate unambiguously a trigonal symmetry 1040
[15]. Relevant data are reproduced in Fig. 4. Before dis-
cussing them we note that the binding energy relative to the 0 100 0 100
free exciton is 110meV, and the centroid of the lumines- Compressive stress (MPa)
cence band is 100meV below the zero-phonon lines - as for
the ABC centre, the binding appears to originate mainly Fig. 4. The points show the effects of uniaxial stresses on the Li-related Q

from the vibronic relaxation. line (1045meV), QL line (1044meV) and the valley-orbit state QH
(1048meV) for (a) <001> and (b) <111> compressions [15]. The lines are

The vibronic relaxation may involve atomic motion calculated as described in Section 4. Thicker lines are for transitions origin-

which is totally symmetric in the original Td point group, ating (at low stresses) in the "S = 0" states, and thinner lines for "S = 1"

and it may involve deformations along a <111> axis to states.
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same spin zero ground state [16]. The spin states are imme- the (111> axial field of the centre, plus an electron in rela-
diate evidence that the orbital angular momentum of the tively shallow states, bound by the Coulomb field of the
hole has been quenched, that is, that the hole is in an axial trapped hole. As for the ABC centre, the 6 lowest conduc-
field (with <111> orientation) at the centre [5]. To estimate tion band states of the electron transform as A1 , E, and T2
the strength of the axial field we represent the valence band in the Td symmetry of the unrelaxed centre. It turns out that
of silicon by the three degenerate orbital states Px, Py, Pz the ordering is that the E state is lowest in energy and the
states; these states are mixed by the spin-orbit interaction to A1 state next. These states are not affected by the trigonal
produce the j = ½ and ½ valence band maxima. For field of the centre (except for a possible shift in their energy
example, the j = D, m -= state has the form x/-T (Px centroid). However, a <001> compression produces a shift
+ iPy) - v/j PzT and the j = ½, mj = - state is / (Px As from the hydrostatic component of the stress and addi-
"+ iPf)i + v/r Pz". We can recover a pure PzTl state by tionally the E and A1 electron states are perturbed accord-
taking the combination ,/ (½, ½)- • -(), ½). For signifi- ing to the matrix [17]
cant quenching of the orbital angular momentum, the axial
field at the centre must be large compared to the spin-orbit E0 E. A,

interaction (44meV for the valence band of Si). Using a per- Eo - Be, so Bel Se --/ BBe SO 1
turbation V which is diagonal in the Px, Py, Pz set, so that E| Bel Se Bel SO - \/Bel Se . (5)
(Px, VPx) = (PY, VPY) = -Q, (Pz, VPz) = 2Q, we can cal- A, I -,/1BeIS, so /Bes. Ea I
culate the mixture of the j, mj states by this perturbation,
and hence calculate the strength of the optical transitions Here the origin of the energy is the E state and the A1 state
from an electron in a totally symmetric orbital. The result is lies Ea above it at zero stress. In terms of the stress tensors
shown in Fig. 5, where allowance has been made for the su defined with respect to the crystal's cube axes,
different trigonal orientations in the crystal. The points are
the observed relative strengths of the "S = 1" to "S = 0" s= 2sZ - sZ - s s, = x/i(s• - s (6)

transitions for a series of Li-related and S-related bands, Only one parameter, Bel, controls the splitting of the E
with the perturbation taken to be equal to the observed state and its coupling to the A, state. The lines on Fig. 4(a)
binding energy, i.e. the energy difference of the free exciton have been drawn with Be, = 13 meV/GPa, similar to the
and the zero-phonon line. For the 4-Li centre (labelled Q value of 11 meV/GPa for the conduction band states [11],
on Fig. 5) the axial perturbation required to produce the confirming that the shallow-electron approach is correct,
observed transition ratio of 1/70 [16] is closely equal to the and rationalising the existence of the 1048 meV optical tran-
total binding energy, which we have seen is equal to the sition as the A1 electron state. The hydrostatic term is
relaxation energy - the atomic relaxation produced by A = 4.25 meV/GPa similar to the value for the exciton
binding the hole is essentially all axial. bound to the ABC centre, Section 3.

We now have a picture for the bound exciton as consist- Under (111> stress, the electron states are not split, and
ing of a hole, which is tightly bound by about 100meV in all the splittings on Fig. 4(b) arise from the hole. Because the

axial perturbation (-100meV) considerably exceeds the
0.0 spin-orbit coupling (of 44meV) we can use a very simple

description of the stress effects in which we ignore the spin-
orbit interaction. The valence band is then represented by
three degenerate orbitals, p., p,, p. where we use the con-

.4a ventional cubic axes x, y, z of the crystal. The non-
0 •degenerate hole state for the [111] centre is the linear

".9 combination (p, + p, + pZ)/\/i. An external compressive
-1.0 stress s along [111] perturbs the centre by As + 2Cs/3

where the first term is for the hydrostatic component and C
defines the coupling of pi and pj by a sheer stress so as Csij.

4 Similarly the hole at a centre oriented along [111] is
expected to be perturbed by As - 2Cs/9. To fit the points

Q on Fig. 4(b) requires C = 32.6 meV/GPa, considerably
0 reduced from the valence band value of C, = 52 meV/GPa

-2.0 0 [11].
To understand the reduction we introduce the language

of the Jahn-Teller effect. A triply degenerate T2 state (the p

-2.5 1 I I orbitals) in Td symmetry can couple to a mode of vibration

0 40 80 120 which transforms as T2 . The coupling leaves a T2 lowest in
energy, but this is now a vibronic level, rather than a purely

Binding energy (meV) electronic level. An A, level from the first vibrational level
Fig. 5. Points show the ratios of the "S = 1" and "S = 0" zero-phonon at zero-coupling lies an energy 4fl above the lowest level,
lines for a series of similar Li-related vibronic bands in silicon [21], with where [18]
the Li-related band discussed in section 4 labelled Q [20]. The exciton
binding energy is the difference between the free-exciton energy and the 4fl 1.3 2 EJT exp (- l.24EjT/hwo). (7)
observed zero-phonon line. The line shows the calculated ratio assuming a
44meV valence-band spin-orbit coupling, and equating all the binding In the limit of strong coupling, when the relaxation energy
energy to the axial component. EJT-- oc, a four-fold degenerate ground state is obtained,
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corresponding to distortions of the centre along the four 5. Summary
(111> axes. For the Li-related centre, EJT '- 110meV, and This paper has drawn attention to the role of lattice relax-
taking the effective vibrational mode to have a quantum ations in binding excitons at isoelectronic centres in silicon.
hw0 = 25 meV (as a rough mean of the one-phonon quanta When an electron is tightly bound, an A1 orbital is likely,
in Fig. 3), EjT/hto = 4.4, and the strong-coupling limit has and the consequent lack of orbital degeneracy implies that it
almost been reached. Because the electronic ground state is is difficult to obtain data about the symmetry of the core of
distortiony ax theeffct grofnd statven prerourati o ner the f the centre. The hole moves in a relatively diffuse orbital, and
distortion axes, the effect of a given perturbation on the so the symmetry observed for it may be the residual
lowest vibronic level is reduced relative to its effect on the symmetry-lowering of the lattice observed at this large
purely electronic states. The reduction factor for a sheer radius, or it may be a symmetry-lowering relaxation pro-
stress is k(T2) = 2/3 for strong coupling (and is correct to duced by the hole states. The symmetry of the relaxed
within a few percent for the finite coupling here, Ref. [19]). ground state is difficult to obtain. This point has been
The effect of sheer stresses on the valence band, C3 = emphasised for a tightly bound hole centre, where the tri-
52 meV/GPa, will therefore be reduced to C = 34.7 meV/ gonal symmetry has been shown to derive from lattice relax-GPa for the trapped hole, very close to the value derived in ation effects. However, it is then possible to use the
the last paragraph. Both the electron and hole behaviour ainefcs oeei ste osbet s hsthy lhinr well-established results of Jahn-Teller theory as developed
can thus be understood with remarkable precision simply in for the limit of strong coupling to obtain a very precise
terms of the deformation potentials of the band edges. understanding of the bound exciton states of these centres.

Evaluating eq. (7), the tunneling splitting 4fP 0.62 meV.
There are no data on this value. (It is not observed optically,
and will be too close to the zero-phonon line to be readily
detected in a stress experiment). Using this value as a guide, Acknowledgements

we can estimate the extent of the trapping in each distortion This work was supported by the Science and Engineering Research

in terms of the time T required to tunnel from one distortion Council.

to another:

T - h/fi - 4 x 10- 2s. (8)
References

T is in any event substantially smaller than the radiative
decay time of 9.5 jis for the S = 0 transition [20], and the 1. See the review by Dean, P. J. and Herbert, D. C., in: "Topic in

Current Physics" (Edited by K. Cho) (Springer, Berlin 1979), vol. 14,
different distortions can communicate with each other. This 55.
allows us to observe an unusual phenomenon. Under [111] 2. Discussions of the binding mechanisms are given by, e.g. Faulkner, R.

stress a repulsion occurs between the S = 1 state of the A., Phys. Rev. 175,991 (1968), and are reviewed extensively in Ref. 1.

[111] centres and the S = 0 states of the other orientations 3. Hopfield, J. J., Thomas, D. G. and Lynch, R. T., Phys. Rev. Lett. 17,

(such as the [1711] centres). If the trigonal axis of the centre 312 (1966).
4. Thewalt, M. L. W., Watkins, S. P., Ziemelis, U. 0., Lightowlers, E. C.

was an intrinsic property, produced by its molecular struc- and Henry, M. 0., Solid State Commun. 44, 573 (1982); Labrie, D.,

ture, then this interaction would not occur, since the centres Timusk, T. and Thewalt, M. L. W., Phys. Rev. Lett. 52, 81 (1984).

would be spatially separated in the crystal. 5. Gislason, H. P., Monemar, B., Dean, P. J. and Herbert, D. C., Physica

The situation here is that, in contrast to the usual cases 117B & 118B, 269 (1983).

considered in Jahn-Teller theory, there are two adiabatic 6. Weber, J., Schmid, W. and Sauer, R., Phys. Rev. B21, 2401 (1980).
7. Alt, H. Ch. and Tapfer, L., "Proc. of the 13th Int. Conf. on Defects in

surfaces, one for the "S = 1 states and one for the S = 0 Semiconductors" (Edited by L. C. Kimerling and J. M. Parsey Jr.)

state, separated by AE = 1 meV. Under [111] stress, tran- (The Metallurgical Society of AIME, Pennsylvania 1985), p. 833;
sitions from the [111] centres decrease in energy and those Tahjima, M., Japanese J. Appl. Phys. 21-1, 113 (1981); Sauer, R.,

from the [111] centres increase, bringing the two adiabatic Weber, J. and Zulehner, W., Appl. Phys. Lett. 44, 440 (1984).

surfaces into coincidence near s = 9 AE/8C = 35 MPa. At 8. Pryce, M. H. L., in: "Phonons in Perfect Lattices and in Lattices with
Point Imperfections" (Edited by R. W. H. Stephenson) (Oliver and

this stage a quantum-mechanical repulsion can occur Boyd, Edinburgh 1966), pp. 414-425.
between the lowest energy vibronic states associated with 9. Zdetsis, A. D., Chem. Phys. 40, 345 (1979).

the two surfaces. If we were dealing with true S = 1 and 10. Iqbal, M. Z., private communication (1993).

S = 0 states there would be no observed repulsion, since the 11. Laude, L. D., Pollack, F. H. and Cardona, M., Phys. Rev. Lett. B3,

coupling is primarily through the orbital effects associated 2623 (1971).
12. Johnson, E. S., Compton, W. D., Noonan, J. R. and Streetman, B. C.,

with the lattice strain and so would be zero between orthog- J. Appl. Phys. 44, 511 (1973).
onal spin states. However, because these are not pure spin 13. Canham, L. T., Davies, G. and Lightowlers, E. C., J. Phys. C13, L757

states there will be a repulsion. The curves on Fig. 4(b) are (1980).

calculated with a coupling of ± 2.5 meV/GPa between the 14. Tarnow, E., J. Phys. Condensed Matter 4, 1459 (1992).

different distortions, about an order of magnitude decreased 15. Davies, G., Canham, L. T. and Lightowlers, E. C., J. Phys. C17, L173

s This (1984).
from the first-order perturbation of the states. 16. Canham, L. T., Davies, G. and Lightowlers, E. C., Inst. Phys. Con.
reduction reflects the admixture of the valence band states Ser. 59, 211 (1981).

in the "S = 1" and "S = 0" states. The problem is analogous 17. Wilson, D. K. and Feher, F., Phys. Rev. 124, 1068 (1961).

to the ratio R of the optical transition intensities of the 18. Caner, M. and Engiman, R., J. Chem. Phys. 44,4054 (1966).

singlet and triplet lines, except that the transition intensity 19. Sakamoto, N., J. Phys. C17, 4791 (1984).
nthe square of the wavefunctions. We expect the 20. Lightowlers, E. C., Canham, L. T., Davies, G., Thewalt, M. L. W. and

depends on tWatkins, S. P., Phys. Rev. B29, 4517 (1984).
coupling to be reduced by I/R - 10 from C, in agreement 21. Lightowlers, E. C. and Davies, G., Solid State Commun. 53, 1055

with the observed effect. (1985).

Physica Scripta T54



Physica Scripta. Vol. T54, 12-15, 1994

Lithium-Gold-Related Defect Complexes in n-Type Silicon

Einar 0. Sveinbjbrnsson

Department of Solid State Electronics, Chalmers University of Technology, S-412 96 Gtteborg, Sweden

and

Sigurgeir Kristjinsson and Haflidi P. Gislason

Science Institute, University of Iceland, Dunhaga 3, IS-107 Reykjavik, Iceland

Received June 10, 1994; accepted June 15, 1994

Abstract between 8.5 and 11 f2cm. The details of the gold doping

We demonstrate that lithium diffusion into gold doped n-type silicon at have been given elsewhere [13]. After etching and cleaning
temperatures between 200 and 300'C results in the formation of two the Au-doped samples were covered with 99.9% pure Li in
lithium-gold complexes. This was investigated using deep level transient mineral oil emulsion. The samples were then heat treated in
spectroscopy (DLTS) combined with secondary ion mass spectroscopy a diffusion furnace in open quartz boats using argon
(SIMS) and capacitance voltage (CV) profiling. One of the Au-Li complexes ambient. The usual procedure was a Li pre-deposition at
is electrically inactive and is observed indirectly as gold passivation. Vir-
tually all passivated gold acceptors are reactivated after annealing for 30 300-350 'C for 10-30 minutes, after which excess Li was
minutes at 400 'C and this process can be reversed by additional heat treat- removed off the surfaces of the samples. Li was driven in
ment at lower temperatures, as long as enough Li is still present in the using heat treatment between 250 and 350 'C followed by
crystal. This reaction can be described by a mass action law between nega- rapid quenching in liquid nitrogen. Finally the samples were
tively charged gold atoms and positively charged lithium (Au- + Li+) with polished and etched and the front sides were evaporated
a free binding energy of approximately 0.87 eV. The other Au-Li complex
has a deep level, labelled Li, within the silicon band gap with an activation with gold or aluminium to obtain Schottky diodes. GaAl
energy of 0.41 eV. The Li signal is strongest after annealing at temperatures alloy was used for ohmic contacts.
between 250 and 300'C, but the passivating complex appears to be Two types of reference samples received the same heat
favoured at lower temperatures. From the dissociation kinetics of Li treatments as the Au-Li co-doped specimens: (1) samples
during reverse bias annealing we find that the complex consists of one gold doped with gold but no Li and (2) samples only doped with
atom and one or more lithium atoms. lithium. The gold acceptor concentration in the gold doped

1. Introduction reference samples did not change during the processing.
Finally, no deep levels were found in the lithium doped ref-

Lithium is a fast interstitial diffuser in silicon with high erence specimens.
interstitial solubility [1, 2]. Interstitial Li acts as a shallow CV profiling was used to estimate the active shallow
donor with a defect structure which has been studied in donor concentration in the samples. The active donor con-
detail [3]. Also, lithium readily complexes with other centration is the sum of the concentrations of phosphorus
foreign atoms within the silicon crystal, for example boron donors, lithium donors and possible lithium-oxygen (Li-O ÷)
and oxygen [4, 5]. Recently, Hbhne [6] detected a gold- shallow donors [5]. In addition, SIMS was used to estimate
related electron paramagnetic resonance (EPR) spectrum in the total Li content. The SIMS data was calibrated against
gold-doped silicon co-doped with lithium. Further work by standard Li implantations. This normally gives an accuracy
Alteheld et al. [7] using EPR and electron nuclear double of ±+20%. Concentration depth profiles of the deep traps
resonance (ENDOR) techniques revealed two separate were obtained with DLTS depth profiling [13]. The electron
lithium-gold-related centres in crystals highly doped with capture cross-sections of the deep levels were estimated
Au and Li. These two centres were identified as an ortho- using majority carrier pulse filling [14].
rhombic Au-Li pair and a trigonal Au-Li3 complex.

The purpose of this work is to examine whether lithium is
able to -neutralize electrically the gold centre [8, 9] in a 3. Results
similar way as hydrogen does [10]. Due to the high solu- 3.1. An estimate of the lithium concentration
bility of lithium in silicon it is possible to obtain uniform Liconentatins etwen 014101 atMS/M3 sin difu- We found that the concentration of electrically active
ionctent erations betoween 300' his is uin g dift t lithium from CV profiling was comparable to the total Li

sio teperturs blow 300 0C.Thi isin ontastto content estimated with SIMS. Figure 1 compares the Li
hydrogenation of silicon where uniform hydrogen density in content estimated with these two techniqu es the Si

the1011 C-3 ane i ony ahieedaftr aneaingin content estimated with these two techniques. The SIMS
they0d cgen isbient onlvry ahightevpedraftuer , a ealng i analysis revealed that the lithium density was in most cases
hydrogen ambient at very high temperatures, typically uniform throughout the samples. However, some out-
1200-1300 °C [11, 12]. diffusion closest to the surface was observed in samples with

2. Experimental details lithium concentrations above approximately 1 x 101" cm-.
This out-diffusion occurs most likely when the Schottky

The starting material was 3 inch n-type phosphorus doped diodes are formed since the Li concentrations did not
(100) oriented floating zone silicon wafers with resistivities change appreciably during storage at room temperature. In
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10 17 ching in liquid nitrogen. After surface cleaning, several
1 Schottky diodes were made from each specimen.
E 106 The peak at 270 K corresponds to the gold acceptor level
.o. 10 with activation energy AE ; 0.54eV (including T2

> adjustment) and an electron capture cross-section a.,;,
o 1 X 10- 1 6 cm2 [13]. The peak labelled Li has an activationa- 105
o 10 energy of 0.41 eV and an electron capture cross-section of
5 only 1.5 x 10- 1 7 cm2 . No temperature dependence of this
: 1014capture cross-section was observed within the temperaturea) 104
o range 225-256 K. This new signal was not observed in either
o type of reference samples. The small peak labelled G1

" 10 13(AE = 0.19eV, a. = 1 x 10-cm 2 ) has been studied pre-
1013 1014 1015 1016 1017 viously [17] and arises from an acceptor level of a

10 10o 1 M 10 10 hydrogen-gold complex. G1 is only found in the surface
Li concentration SIMS [cm -3 region of the sample and is due to injection of hydrogen

Fig. 1. Li concentrations in lithium doped n-type Si estimated using CV during wet chemical etching.
profiling and SIMS. Reference samples doped with gold but no lithium show

DLTS spectra that are similar to spectrum f, corresponding
general, our observations were in agreement with the Li to gold concentration of approximately 2 x 101 rcma-. We
solubility studies of Pell [2]. notice that gold acceptors are reactivated with increasing,

SIMS analysis of reference samples not covered with annealing temperature while the Li peak is strongest at
lithium but heat treated in the same diffusion furnace typi- 300 0C. In addition, we observed that the reactivation and
cally showed Li contamination of approximately passivation of gold acceptors is reversible; the amount of
1 x 1013 cm-'. In addition we searched for copper contami- active gold acceptors is only dependent upon the final heat
nation both in Li doped and reference samples but no Cu treatment, as long as no out diffusion of Li takes place.
was detected in any of the samples. The Cu detection limit SIMS and CV analysis reveal that the lithium concentration
was approximately 1 x 10" cm -. In addition DLTS within the samples normally remains constant during the
revealed no known Cu-related traps [15, 16]. annealing cycles. Occasionally, out-diffusion of Li was

observed in samples where the lithium surface concentration
3.2. Neutralization of gold acceptors and the Li peak had been reduced by cleaning and etching prior to the heat
Figure 2 shows typical DLTS spectra of lithium diffused treatment. The passivation of gold is stable ,at room tem-
gold doped samples after heat treatments at different tem- perature; storage for several months has no effect on the
peratures. After Li diffusion at 300 0C the sample was slowly DLTS spectra.
cooled to 100'C and kept at this temperature for 12 hours. From a series of experiments using different Li concentra-
This results in an active lithium donor concentration of tions we observed that the portion of gold which is neutral
5 x 10"1cm- . Thereafter the sample was polished and at the annealing temperature (< 200 C) is not passivated by
etched and divided into a number of 5 x 5 mm 2 specimens, lithium while virtually all negatively charged gold atoms are
and each piece was then annealed at a specific temperature, passivated. So, in order to strongly passivate the gold atoms
as indicated in the figure, for 30 minutes followed by quen- the Fermi-level must be well above the gold acceptor level

at the annealing temperature.
The above results suggest that the Li trap is related to

i.. ......... both gold and lithium. This is even more apparent when the
a. bdissociation of Li is studied during reverse bias annealing

% ,(RBA). Figure 3 shows the concentration depth profiles of

V. ,.14

Cd Li 2-01 nta
S• 1 - " I 2 101 ta initial

a. T=;10c i. 5iil 'C a 100°030min-4VZ b. T=200C :il I -.
c. T=250"C . II E Au

d. T=3000C d ti
e. T=350C 0\14
f. T=400"C .2 1 4

e. 7 .0J
Au CD

0
1 L I W (4 V)

100 150 200 250 300 0 1 1 1
TEMPERATURE (K) 0 1 2 3 4

Fig. 2. Reactivation of gold acceptors as a function of temperature. The Depth [g.m]
samples were first heat treated at 100°C for 12 hours and each sample was Fig. 3. Depth profiles of Li and active gold acceptors before and after
then annealed for 30 minutes at the specific temperature indicated. Gold reverse bias annealing at 100°C for 30 minutes using 4V reverse bias. The
acceptors are fully reactivated after annealing at 400'C for 30 minutes depletion layer edge, W, during the heat treatment is at approximately
(sample (f)). 2.6 lin.
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Li and the Au acceptors before and after reverse bias 10-18
annealing at 100 °C for 30 minutes. At this temperature the AH = 0.87 ± 0.04 eV
dissociation and the formation of Li is in equilibrium, as is AS/k =0±
clearly evident outside the depletion region. However, the + 10-19

electric field within the space charge layer rapidly drives the
positively charged lithium towards the surface, resulting in a 1020
net dissociation of Li and an equal increase in the Au 10
signal. This demonstrates the participation of gold in Li.
Finally, Au-Li co-doped samples free from Li traps do not 10-21
show any change in the gold acceptor density after similar j
heat treatment.

-22 ____ I_______ I________________10-2
4. Analysis and discussion 1,6 1,8 2,0 2,2 2,4

4.1. Au-Li pairs 1000/T [1/K]
The strong passivation of gold acceptors by lithium suggests Fig. 4. Estimation of the binding enthalpy and entropy of Au-Li pairs from

that a long range Coulomb interaction between lithium their equilibrium concentrations at various temperatures. A least squares fit

donors and gold acceptors is responsible for the passivation. gives a binding energy of 0.87 ± 0.04eV.

It is possible to describe the equilibrium concentration of
such Au-Li pairs by the law of mass action: Alteheld et al. [7] reported two separate gold-lithium

[N°Au.Li]/[NAU-1[NLi+] = (1/Ns-) exp [-AG/kT] (1) centres, identified as an orthorhombic Au-Li pair and a tri-

where NO%,L is the equilibrium concentration of neutral gonal Au-Li3 complex from EPR and Double ENDOR
Au-Li pairs, NAu- is the fraction of the negatively charged studies. The Au-Li pair in their work is most likely
gold given by Fermi-Dirac statistics, NLi+ the lithium donor responsible for the gold passivation observed in the present
concentration, Ns5 is the silicon lattice density, and AG is the work. Furthermore, the authors [7] observed that the Au-
Gibbs free binding energy of the pair. The concentration of Li3 complex has a single donor level within the band gap
Au-Li pairs is estimated by above Ec - 0.4 eV. It is possible that the Li trap in our

NuL0 = NAUt - NAU - NL1 (2) work is the donor level of this complex, although the elec-tron capture cross-section (an = 1.5 x 10- 7 cm2 ) is smaller
i.e. we subtract both the remaining active gold density, NAu, than expected for an attractive single donor trap.
and the LI concentration, NLl, from the original gold con-
centration, NAut. The following values were used for 4.3. Hydrogen vs. lithium passivation of gold
the parameters involved: NAu, I = 2 x 101 4 cm-3 , Nsi = We find that both hydrogen and lithium are able to passi-
5 x 10 2 2 cm-3, and phosphorus donor density, Np = vate the gold impurity in silicon but observe important dif-
5 x 1014cm-a. The Au acceptor level is at Ec - 0.54 eV. ferences especially regarding the charge state of the ions
The lithium donor concentration was estimated with CV involved. In the case of lithium we observe two different
profiling and SIMS and was more or less independent of complexes between gold and lithium where one of them is
annealing temperature. We determined the binding energy most likely the neutral Au-Li pair. The other complex has a
of the Au-Li pair from an Arrhenius plot of equilibrium deep level in the band gap labelled Li and is possibly the
data, making use of the thermodynamic relationship at con- previously reported Au-Li 3 complex [7]. Apparently nega-
stant pressure and temperature: tively charged gold is also needed to form Li. The results

AG = AH - T • AS (3) indicate that opposite charge states of gold and lithium are
needed for complex formation between the two ions. This

Such a plot is shown in Fig. 4. In all samples of Fig. 4 the differs markedly from hydrogen-gold complexes.
equilibrium concentration of Au-Li pairs had been reached. In the case of hydrogen we observe two complex centres
The time needed to reach equilibrium was shorter than 30 between hydrogen and gold acceptors, one electrically inac-
minutes in the temperature range 150-400'C. The free tive and other electrically active with a deep level in the
binding energy is defined as Eb = -- AH. A least squares fit band gap [18]. The electrically active centre is not formed
to the data gives a binding energy of 0.87 + 0.04eV and a between ions of opposite charge states while the inactive
prefactor of 3 x 10-23 + 2 x 10-23 cm 3. The prefactor is Au-H centre is most easily formed between Au- and H÷
close to 1/Nsi which suggests that the entropy term is small. [18]. These complexes are stable at temperatures below

approximately 150 'C. However, it is possibe to transform
4.2. The LI trap these Au-H centres into one another by annealing and no
The Li trap is not stable at room temperature but is formed free hydrogen is involved in these transformations. This is in
between 200-300 'C and can be frozen in by rapid quench- contrast to the Li gold-lithium complexes where depletion
ing. Also, the Li trap is absent at any temperature between of free lithium donors results in a net dissociation of Li.
25 °C and 300'C in samples highly doped with lithium
([Li] > 5 x 1016cm-3) where the Fermi-level remains well
above the gold acceptor level. These observations suggest 5. Conclusions

that the Li trap belongs to a lithium-gold complex different In summary, we observe two Au-Li complexes in n-type
from the Au-Li pair. The Au-Li pair is also clearly favoured gold-doped silicon after in-diffusion of lithium. One of the
energetically over the Li trap at low temperatures. complexes most likely consists of an Au-Li pair while the
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Abstract therefore only films thicker than -20 A have been investi-

Conversion Electron Mdssbauer Spectroscopy has been applied to the gated. The sensitivity can be increased to less than a mono-
study of different novel expitaxially stabilized phases of the Fe-Si system layer as recently shown for silicides grown with enriched
and also of Fe3Si films. The silicides have been grown by Molecular Beam 57Fe by MBE [9] or by laser ablation [15].
Epitaxy on Si(l 11). The "Fe Mdssbauer parameters (isomer shift 6, line-
width F, quadrupole splitting A and magnetic field H at the nucleus) are
reported and discussed in terms of the local surrounding of the Fe nucleus. 2. Experimental methods

The silicides were grown in a commercial MBE system by
1. Introduction stoichiometric e-gun co-deposition of Fe and Si near RT on

The growth and the structural and electronic character- n-type Si(l 11) misoriented (<.50) substrates. Two Fe mono-

ization of epitaxial iron-silicide phases on Si have attracted layers and a template of 10A synthesized by codeposition of

increasing interest during the last years from both the fun-

damental and technological points of view. In particular the first steps in most growth processes. Structural and elec-

semiconducting fl-FeSi2 phase, with a direct gap of 0.85 eV tronic properties were investigated by RHEED, XPS, STM,
TEM, RBS and XRD. Details on the growth and character-[1, 2] due to a Jahn-Teller-like instability, has potential ization have been given elsewhere [10-14].

optoelectronic applications when integrated with the welldeveope Sitecnolgy.Howverrecnt heoetial 3] CEMS measurements have been performed at room temn-developed Si technology. However, recent theoretical [3] perature using a "7Co source in a Rh matrix which was
and experimental evidence [4] of a slightly lower indirect per ui a sGo soureantacRhlmat rix w hi
transition casts doubts on the applications of this com- moved by a ndard cstatcelrin drive. te
pound for light emitting devices. The great versatility of Fe samples were incorporated as electrodes in a parallel plateto frm nuber f eitaialsiliide ofers wie sec- avalance detector [16]. The isomer shifts are given relativeto form a number of epitaxial silicides offers a wide spec- to at-Fe.
trum of potential applications and allows to address intrigu-
ing fundamental questions related to interface structure,
growth kinetics and stability of epitaxial phases. Conversion 3. Experimental results and discussion
electron M6ssbauser spectroscopy (CEMS), due to the high
sensitivity to the atomic and electronic surroundings of the 3.1. Feo*sSi
Mossbauer nucleus, is a very powerful tool to investigate At the Fe/Si composition ratio of 1 : 2 two bulk phases are
these questions and has been successfully utilized in the known [17]. The cc-FeSi 2 , stable at temperatures between
study of bulk phases of the Fe-Si system [5-8] as well as 967 °C and 1223 °C, is metallic and has a tetragonal lattice.
iron silicides [9]. The Mdssbauer spectrum has been fitted by two quadrupole

Epitaxially stabilized (y-FeSi 2 , FeSi which has the CsCl split lines [7] given in Table I. At temperatures lower than
structure and exists also in a Fe, _v.Si defective phase con- 967 'C the semiconducting f#-FeSi 2 is formed with an
taining Fe vacancies v) and Fe 3Si phases have been grown orthorhombic structure which results from a Jahn-Teller
[10-14] allowing the unambiguous identification of the like instability of the fluorite phase [2]. Due to the orthor-
Mossbauer spectra of the different metallic, semimetallic, hombic structure this phase has two different Fe sites, both
semiconducting and magnetic silicides and their comparison surrounded by a distorted cube of Si atoms, but with differ-
with the known parameters of the bulk stable phases (e- ent Fe-Si distances [18]: Fe1 has Fe-Si = 2.34-2.39A, while
FeSi, fl-FeSi 2 and Fe3Si). The M6ssbauer parameters Fe11 has Fe-Si = 2.33-2.44 A. The distorted cube of Si atoms
(isomer shift, quadrupole and magnetic splitting) for the dif- around the Fe sites produces an electric field gradient (EFG)
ferent phases are reported and discussed with respect to the at the nucleus which accounts for the observed quadrupole
local surrounding of the Fe atoms. interaction [6, 7], while the observed isomer-shifts are deter-

CEMS is sensitive to layer thicknesses of up to - 1500 A. mined by the average distances characterizing the two sites
Samples for this study have been grown with natural Fe, [6, see also Fig. 6 and related discussion].
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Table I. Mbssbauer parameters and relative Fe site fractions Ai of iron silicide phases (6 and H relative to ot-Fe at R.T.).

Lattice
Thickness parameters 6 r A ATAj

Sample [A] Structure [A] Site H/HFe [mm/sJ [mi/s) [mm/s] %

FeSi 710 Do3  a = 5.66 B 0.939(2) 0.09(1) 0.27(1) - 20.1(5)
[A, C] 6  0.868(2) 0.09(1) 0.49(1) - 12.8(5)
[A, C] 5  0.742(2) 0.18(1) 0.35(1) - 7.3(5)
[A, C14  0.599(2) 0.26(1) 0.28(1) - 43.9(5)
[A, C] 3  0.418(2) 0.34(1) 0.63(1) - 9.5(5)
Template - 0.02(1) 0.23(1) - 2.6(5)

and Interface
Template - 0.56(1) 0.29(1) - 3.8(5)

and Interface
a-FeSi [7] Bulk B20 a = 4.46 - 0.26(2) 0.34 0.51(2) 100
FeSi 890 CsCI 2a = 5.54 - 0.26(1) 0.24(1) - 47.6(5)

- 0.25(1) 0.26(1) 0.26(1) 52.4(5)
a-FeSi2 [7] Bulk Tetrag. a = 2.69 - 0.23 0.4 0.47

c = 5.13 - 0.26 0.4 0.73
fl-FeSi 2 [6, 7] Bulk Orthor. a = 9.863 I - 0.14 0.31 0.40 50

b = 7.791 II - 0.03 0.31 0.44 50
c = 7.833

y-FeSi 2  21 CaF 2  a = 5.387 0.08(1) 0.15(1) 0.31(2) - 100

- 0.19(1) 0.26(l) 0.43(1) 36.3(5)
Feo 5Si 740 CsC1 2a = 5.40 - 0.05(1) 0.31(1) 0.47(1) 29.4(5)

- 0.32(1) 0.31(1) 0.43(1) 34.3(5)

Two epitaxially stabilized phases with a stoichiometry of 5.52E+6

1: 2 have been grown by MBE [10-14]. The bulk unstable -y-FeSi2
fluorite y-FeSi 2 phase [10-12] and the defective CsCl
derived Feo.5Si phase with Fe vacancies [12-14].

The y-FeSi 2 phase has the fluorite structure and can be d 5.50E+6

stabilized when the material is grown in the form of very * Fe
thin films (21 A in our case) due to the favourable lattice U o si
match to Si. No quadrupole splitting should be observed as
the EFG at the Fe nucleus is zero due to the high symmetry 5.48E+6

at the Fe site surrounded by eight Si atoms at a distance.. .
ao./3-/4, 6 Fe vacancies at ao/2 and 12 Fe at aoý,//2.
However, Christensen's finding [2] that the Fermi level is
located in the strong and sharp peak of the Fe-d-DOS 5.46E_6

(density of states) indicates that y-FeSi 2 could be magnetic. -.46E+6 -2 -1 01 2

Indeed allowing for spin polarization, with the constraint of
the fluorite structure, a ferromagnetic moment of 0.3up per VELOCITY [mm/sl

formula unit develops [2] lowering the total energy of the Fig. 1. CEMS spectrum ofy-FeSi 2 .
highly unstable non-magnetic fluorite phase.

The CEMS for this phase, grown without template
directly on the Si(l 11) substrate and annealed at 450 °C, is
shown in Fig. 1 and the parameters used for the fitting are 2.65E+5

reported in Table I. The M6ssbauer spectrum, fitted Fe0.5Si
assuming a magnetically splitted sextet, yields H/HFe = 0.08
which is consistent with Christensen's ferromagnetic
moment. This CEMS result represents a first experimental j 2.50E÷s

indication that FeSi 2 in the fluorite structure might be mag-
netically ordered. A fit assuming a quadrupole doublet gives
a larger x2 and a quadrupole splitting much larger than the~

values observed in any other non-cubic silicide which makes
this interpretation less likely. Furthermore in the case of U 2.35E+5

CoSi 2 , stable in the fluorite structure, only single lines have
been reported in agreement with the high point symmetry at
the Fe or Co nucleus [19]. _

The Feo.S i phase, which crystallizes in the CsCl structure 2_201+5

and has 50% of Fe vacancies, shows three quadrupole split -2 -1 0 1 2

lines which can be associated to different Fe sites. The VELOCITY [mm/si

CEMS spectrum is shown in Fig. 2 and the fitting param- Fig. 2. CEMS spectrum of Feo.sSi.
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eters are reported in Table I. The first two doublets are con- 8.50E+5 - - -

sistent with a local lattice distortion towards the fl-FeSi2  8.40Ee5

phase. The intensity ratio of the doublet components is
about 1 : 1, indicating an almost random distribution in the Q 8.30E+5

direction of the EFGs.
The fit of the M6ssbauer spectrum yields a third doublet 8 B.20E+5 O

with an intensity ratio of 1 : 1 consistent with a random dis- s.10E+s
tribution of the Fe vacancies in the lattice. The larger isomer Z
shift of this doublet is consistent with a local lattice distor- 0 8.OOE+5

tion in which the Fe-Si distance is larger than the value in
the ideal CsCI structure (from Fig. 6 about 2.39 A as com-
pared to 2.34 A for the ideal structure). 7.80E+5

3.2. FeSi 7.70E+5 .............................
-8 -6 -4 -2 0 2 4 6 8

The bulk stable phase, at the composition ratio 1 : 1, is the VELOCITY Imm/si

s-FeSi which has a cubic structure with four Fe atoms and
four Si atoms in a unit cell. The local Fe symmetry is tri-
gonal, with only one Si nearest neighbor at 2.29 A, three Si
second neighbors at 2.36 A and three Si third neighbors at
2.53 A [20]. The lower point symmetry at the Fe site results B, C and D as shown in the inset of Fig. 4. There are two
in the observed quadrupole split Mdssbauer spectrum [7]. inequivalent (structurally and magnetically) Fe sites, those

The Mossbauer spectrum of FeSi, epitaxially stabilized in in the center of the cube (Fetal) having cubic point sym-
the CsC1 structure, is shown in Fig. 3 and the fitting param- metry, with 8 FelA, C nn and 6 Si nnn, and those on the
eters are reported in Table I. In this case there is only one corners (FeA. l having tetrahedral point symmetry, with
Fe site with cubic point symmetry, therefore no quadrupole 4 FetBl and 4 Si nn and 6 FeLA, Cl nnn. Polarized-neutron
interaction is expected and a single line should be observed, experiments [22, 23], saturation magnetization measure-
However, beside the single line we have also found a ments [24] and Mdssbauer spectroscopy [5, 8] on Fe-Si
doublet which is different from the reported value for the alloys have determined the magnetic moments on the two
e-FeSi phase. Epitaxially stabilized films should exhibit a sites: PFe[Bj = 2 .2- 2 .4Pp andFA = 1.1-1.35/t.
coherent-to-incoherent transition at a thickness hl before The CEMS spectrum is shown in Fig. 4 and the fitting
undergoing the first-order martensitic phase transition at parameters are reported in Table I. The notation used in the

ts [21]. The MBE growth of FeSi text to identify [A, C] sites with n Fe nearest-neighbors is
yields coherent films in the CsCl structure characterized by [A, C],. Since the fields expected in the case of Si excess ([A,
an average trigonal distortion 8T 3.3% up to -70A, C] 3) and Si deficiency ([A, C] 6 , [A, C] 5) have been
above this critical thickness partial relaxation is observed observed the presence in the films of non stochiometric
[14]. The martensitic phase transition to E-FeSi was found regions is inferred. However the relative intensities of the
to be hindered kinetically for temperatures below 200 °C different fields are not consistent with a random distribution
and thicknesses up to 1000 A [14]. The observed quadrupo- of the excess (deficiency) atoms in the films.
le split line is therefore related to the fraction of the films The results of Table I show a decrease of the field and an
characterized by a local trigonal distortion, increase in the isomer shift for the [A, C] sites of H/IONsi =

3.3. Fe3Si - 0.149 and 06/1Nsi = 0.08 mm/s, respectively, as shown in
Fig. 5, where Ns5 is the number of silicon first neighbors.The ordered Fe3 Si has DO3 structure and can be viewed as

a fcc Bravais lattice with a basis consisting of four atoms, A,

1.80E+5 - 1.0 1.0

FeSi (CsCI) H/H, FeSi

0.8 0.8

Ed 1.60E+5

0 Si 0.6 0.6

OFe_

0.4 0.4

3 1.40E+5

0.2 0.2

0.0 I 0.0

1.20E+5 .0 1 2 3 4 5

-2 -1 0 1 2 Ns5

VELOCITY [mm/si Fig. 5. Isomer shift and magnetic field as function of number of Si first

Fig. 3. CEMS spectrum of FeSi (CsCl). neighbors for Fe3 Si.
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0.7 Figure 5 the isomer shift depends also on the number of Si
atoms in the first coordination sphere of Fe [5, 6].
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Abstract isotropic donors and deep anisotropic donors consistent

In this paper, we report optical studies of nitrogen doped ZnSe epilayers with our proposed model. Three ODMR resonance were

grown by molecular beam epitaxy. Photoluminescence spectra of the observed; g = 1.11 for the 26meV shallow donors, g = 1.38
donor-acceptor pair region at different temperatures and different carrier for the 44 meV deep donor and g = 2.00 for the 110 meV
concentrations show that two donors are present in the samples, residual deep nitrogen acceptor.
shallow donors with activation energy 26 meV and deep donors with acti- ZnSe : N samples were measured by C-V profiling four
vation energy of 46meV previously assigned to a Vsý-Zn-Ns complex. In months after growth and we observed change in the carrier
the exciton region we observe a new emission at 2.765 eV and the intensity
increases when the epilayer is compensated by the deep donor. We there- concentration [9]. Similar changes can also been seen in the
fore propose that this transition is related to a deep donor bound exciton. photoluminescence spectra where the deep DAP transitions
Excitation power dependent photoluminescence measurements show the increase relatively to the shallow DAP over a period of six
presence of two deep transitions separated by 23 meV at low excitation months. These results suggest that vacancies diffuse from the
intensities which we propose are due to deep donor-acceptor pairs. layer surface and the creation of deep donors therefore con-

tinues after growth at room temperatures. Calculations of

1. Introduction vacancy concentrations as a function of temperature and
selenium and zinc over pressures have shown that the

There has been a long history of attempts to dope ZnSe material is always undersaturated with vacancies and that
p-type. Park et al. [1] and Ohkawa et al. [2] were the first there is a substantial concentration gradient leading to the
to successfully dope ZnSe grown by molecular beam epitaxy subsequent in diffusion of vacancies [9].
(MBE) using nitrogen as a dopant and this important step In this paper we examine the recombination process in
led to the first demonstration of II-VI blue-green semicon- nitrogen doped ZnSe grown by MBE and report detailed
ductor laser diodes [3, 4, 5]. Qiu et al. [6] first examined the temperature dependence measurements of the emission for
photoluminescence spectra over a range of doping levels different nitrogen doping levels which show that the shallow
and showed that ZnSe:N is characterised by intense donor- and deep donors are associated with the nitrogen acceptors
acceptor pair (DAP) emissions. They reported p-type in the DAP recombination. Excitation power dependence
doping levels up to 101icm-3 but additional nitrogen is measurements show the presence of deep impurity tran-
fully compensated and so we must understand the role of sitions possibly associated with deep donor-acceptor pairs.
the nitrogen in the ZnSe in order to increase the number of
active nitrogen acceptors.

We note that nitrogen forms an acceptor in ZnSe with 2. Experimental details
activation energy of 110meV. Detailed photoluminescence
(PL) measurements on nitrogen doped ZnSe by Hauksson The epilayers were grown by molecular beam epitaxy

et al. [7] showed that a new DAP emission occurred in (MBE) using a Vacuum Generators VG288 growth system
highly nitrogen doped ZnSe and it was shown that a deep and details are given elsewhere [10]. For p-type doping we

compensating donor with a binding energy of 44meV used a nitrogen rf plasma source supplied by Oxford
existed in more heavily doped material. It was proposed Applied Research. For some samples part of the layer was

that the donor is a complex consisting of a nitrogen accep- illuminated by above bandgap light during growth using a

tor and a doubly charged selenium vacancy donor on a next Krypton ion laser (351 nm) with levels up to 4 W cm -2. In

nearest neighbour site (Vse-Zn-Nse). This complex would the case of p-type dopant, the incorporation of active nitro-

therefore be a single donor., gen is affected by the illumination and it has been shown
Recent Optically Detected Magnetic Resonance (ODMR) that doping levels are increased [11]. For the samples con-

results [8] on the same samples showing both shallow and cerned, a diameter of approximately 5 mm was illuminated
deep DAP luminescence, showed signals due to the shallow through a heated quartz window. Thus a range of doping

levels can be explored by observing the PL from different
parts of the crystal. For example, the maximum nitrogen

* Current address: Defence Research Agency, Great Malvern, Worcester- concentration will be at the centre of the illuminated region
shire WR14 3PS, UK. and the minimum outside the laser spot.
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Measurements were made on samples of various doping AoX

levels. The PL data presented here are from six samples, 4.2 K

#328, #270, #276, #277, #278 and #279. All six #270
samples are ZnSe layers of approximately 1.5 gtm thickness
on [100] GaAs substrate. Sample #328 was not illuminated
during growth. The uncompensated acceptor concentration,
NA-ND, where ND is the donor concentration and NA the
acceptor concentration, was measured by electrochemical
capacitance-voltage (C-V) profiling [12] and was found to .. Do0 X

be uniform in the direction of growth. Doping levels are -•
given in Table I for each sample. The PL measurements
were performed using cw Ar÷ ion gas laser (351 nm). An
Oxford cryostat was used to cool samples down to 4K and AX-LO
the temperature could be varied up to room temperature. A 8x

SPEX 0.85 m double monochromator was used for the spec- Sx c)

tral analysis and the signal was detected with a cooled GaAs
photomultiplier tube. In the measurements of the depen-
dence of emission on excitation, the exciting light intensity 2x b)

was varied by using a variable neutral density filters.

3. Results 11 a)

3.1. Bound excitons

Figure 1 shows the PL spectra in the exciton region from 2.75 2.76 2.77 2.78 2.79 2.80 2.81 2.82

three regions of a nitrogen doped ZnSe at 4 K where the Photon Energy [eVi

different regions correspond to unirradiated, partly irradi- Fig. 1. PL spectrum for sample #270 taken at 4K. The three different

ated and fully irradiated parts of the crystal and therefore spectra are taken at different positions, (a) just outside the laser spot, (b) on

correspond to different doping level. Spectra for all regions edge of the laser spot and (c) just inside the laser spot. Going from a) to c)

are dominated by acceptor bound exciton (A°X) emission at (NA-ND) changes from 1 x 10"7 to 1.5 x 1017 cm 3.

2.7893 eV which demonstrates that the sample is p-type.
Free and donor bound exciton features can be seen for all shallow DAP emission and its phonon replica (hOLo =
regions. The lowest curve (a) in Fig. 1 shows the results from 31.5 meV for ZnSe). The free to acceptor (F-A) emission is
the unirradiated part of the layer. The emission at 2.758 eV observed as a shoulder on the high energy side of the no-
is the phonon replica of the (A°X) emission. The emission at phonon DAP emission. The Yo transition is also observed
2.765 eV has not been discussed before as far as we know but this emission has been related to lattice defects. As we
and the intensity increases with increasing nitrogen incorp- increase the temperature the DAP intensity and its phonon
oration. We therefore conclude that this emission has its replicas decrease as the donors ionise and the (F-A) tran-
origin from the creation of a deep donor complex, such as sition with phonon replicas becomes dominant at 50 K. At
excitons bound to the deep donors (DoeepX). This would 145 K the donor-to-free hole (D-F) emission has become
correspond to an exciton binding energy of 38.1 meV com- dominant indicating that the acceptors are partially ionised
pared to 10meV for excitons bound to neutral acceptor. In while at room temperature the D-F or free electron to free
curve (b) we see that the (Doe pX) emission has increased hole (F-F) emission dominates.
three times and then it is constant going from (b) to (c). The Figure 3 shows the PL spectra for a sample with more
emission at 2.784 eV behaves in a similar way but we attrib- active nitrogen (NA-ND = 2 x 10" cm 3) and we observe
ute this to excitons bound to pairs of acceptors separated by two distinct DAP transitions. Strong evidence for the exis-
different distances in the lattice and this emission also tence of two donors with different activation energies, as
increases as the acceptor concentration increases, proposed by Hauksson et al. [7], is the difference in the

quenching behaviour of the two different DAP transitions
3.2. Donor-Acceptor pair emission as temperature is increased. We clearly see that the shallow
Figure 2 shows PL spectra at various temperatures for a DAP emission decreases faster than the deeper DAP tran-
sample which only shows shallow DAP emission (NA-ND = sitions and this demonstrates that there are two donors
7 x 10"6cm-a). The spectrum at 4K shows dominant involved with different activation energies.

Table I. Active nitrogen concentration [cm-3]

Sample no. 270 276 277 278 279 328

NA-ND* 1 X 1017  4 x 1017  2 x 1017  7 x 1016  3 x 1016

NA-Not 1.5 x 1017 2.5 x 1017 1.9 X 1017 2.1 x 1017 1.6 x 10'7 1 X 1017

* Inside laser spot.

t Outside laser spot.
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II I observable. We will later show that these deeper transitions

4278 outside laser spot FAare DAP emissions which dominate the spectra for doping
NA_-N=7xl01' cm-' F- F-A levels greater than 2 x 1017 cm- . At higher temperatures,

the luminescence evolves towards band-to-band recombi-
4 0 nation.

t KFigure 4 shows the PL spectra at different temperatures
LO ]for more heavily doped sample than the one discussed

37K L above. Only deep DAP transitions and phonon replicas are

"79 observed at 4K. When the temperature is increased a free-
to-acceptor transition appears indicating that the 110meV

50Kshallow D-F acceptor is still present. At higher temperatures (150K),
" 5DAP

F-A, D-F and free-to-free (F-F) transitions dominate the
spectrum and we can also see some features of deep tran-
sitions.

145 KF-F 3.3. Deep emissions

Figure 5 shows the PL spectra for DAP emission under dif-
ferent excitation intensities. We have three sets of measure-
ments for the irradiated regions of three different samples.

RT Fig. 5(a) show PL from sample # 278 which has an acceptor
concentration of 2.1 x 1017cM-3 , Fig. 5(b) shows PL from
sample #277 with an acceptor concentration of

2.55 2.60 2.65 2.70 2.75 2.80 2 x 1017cm-3 and Fig. 5(c) show PL from sample #276

Photon Energy [eV] with an acceptor concentration of 4 x 1017 cm-3 . The nitro-

Fig. 2. PL spectrum of #278 at different temperature. The spectra are gen flux during growth was lowest for sample # 278 but

taken outside the laser spot where (NA-ND) is 7 x 1016 cm-3 . highest for # 276 so we expect less nitrogen incorporation
for sample #278 and highest incorporation for #276. In

For temperatures higher than 40 K the intensity of the Fig. 5(a), the PL is dominated by deep DAP transitions and
deep DAP emission decreases very rapidly, and at 70K the we observe a shift of the no-phonon line to higher energy
F-A and deeper transitions dominate the spectra. In fact, with higher excitation intensity. This is explained in terms of
these deeper transitions dominate the emission from highly recombination between close DAPs compared with distant
doped material but even at this doping level they are clearly pairs. When we excite the samples harder, we saturate the

o- Deep DAP

r ~~DAPS R

2.55 2.60 2.65 2.70 2.75 2.55 2.60 2.65 2.70 2.75 2.80

Photon Energy [eV] Photon Energy leV]

Fig. 3. Temperature dependent PL of #328. Excitation intensity is Fig. 4. Temperature dependent PL of sample #278 taken inside laser spot.
approximately 0.1 W/cm- 3. Carrier concentration is (NA-ND) is 2.1 x 10

1 7
cm-3
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replica. As we lower the excitation intensity the spectrum is
8 0 Deep DAP characterized by two peaks which are separated by approx-

imately 23 meV. It is important to notice that the shape of
-a) this deep emission does not seem to change when the excita-

b) tion power is changed.

0)
(b) LO 4. Discussion and conclusions

In Fig. 5 we compare three samples with almost the same
27 active nitrogen concentration (NA-ND) but we observe differ-

a) ent PL spectra due to the different degree of incorporation
\b) of non-active nitrogen. Comparison by Qiu et al. [6] of the(NA-ND), measured by C-V, with the nitrogen concentration

\¢) [N], as determined by secondary-ion-mass-spectroscopy

(C) •(SIMS) shows that, typically (NA-ND) reaches the value
#276 _O 5 x 10' 7 cm-3 quite quickly but then saturates as com-

pensation by donors occurs. A typical value for [N] for this
a) saturation value is 1.8 x 1018 cm-3 . The additional non-

b active nitrogen will form donor complexes which play a
-b) major role in changing the PL spectra. This kind of emis-
c) sion was first observed by Qiu et al. [6] and they proposed

that this emission is related to DAP recombination where
..d the donor level has broadened into an impurity band.

2.50 2.55 2.60 2.65 2.70 2.75 2.80 However, the excitation PL measurements are not consis-
Photon Energy leV] tent with this model.

Fig. 5. PL spectrum taken at 4K showing deep DAP transitions for differ- The PL data at different temperatures show that two dif-
ent excitation intensity. Spectrum (a) to (c) show measurements form ferent donors are present in ZnSe with doping concentra-
sample #278 inside laser spot and spectrum (d) to (f) show measurements tion around 1 X 1017cm-3 , a shallow donor with activation
from sample # 277 inside laser spot. Excitation intensity is approximately:
Fig. 5(a): (a): 3.5 W/cm- 2 , (b): 0.1 W/cm-, (c): 2 x 10-'W/cm- 2 , Fig. 5(b): energy of 26meV and a deep donor with activation energy
(a): 3.5 W/cm- 2 , (b): 0.35 W/cm- 2, (c): 3.5 10- W/cm- 2 and Fig. 5(c): (a) of 46 meV previously proposed as a Vse-Zn-Nse complex. In
1.0 Wcm- 2, (b) 0.3 Wcer- 2 , (c) 0.05 Wcm- 2 and (d) 0.01 Wcm-2. highly doped ZnSe (>2 x 10i cm- 3) the excitation laser

dependence of the PL shows an emission which is always
characterised by two bands separated by 23 meV without

recombination with larger r and recombination with small r LO phonon rediby yweproposeethat tyese without

increases, that is, the DAP emission shifts to higher energy. result from close We parorecombation.
reslt ro clse(Da ee A') pair recombination.

Going from 1 x lO-4 Wcm- 2 to 1Wcm- 2 the peak shifts

11.8 meV compared to the shallow DAP emission which
shifts 4.6meV for the same intensity range. For low excita- References
tion intensity the Coulomb term is at a minimum since we
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Abstract and anneal temperatures, and an excitation mechanism for

The luminescence intensity of Pr3" varies dramatically with the Al mole Pr" ions is suggested here.

fraction in Pr-implanted AI.Ga ,-As. Two groups of major luminescence PL was excited with an Ar-ion laser at a power of 200
peaks have been observed near 1.6 and 1.3 pm, which can be attributed to mW, dispersed with a a-m spectrometer using a 1.25 gIm
the transitions of 3F3 -+ 

3H4 and 'G 4 -- 
3H 5 of Pr3", respectively. For blazed grating, and detected with a liquid-nitrogen cooled

GaAs, the luminescence peak intensity near 1.3 pm is strong and the peak Ge detector. Pr-ion implantation was carried out at room
intensity near 1.6 pm is weak, whereas the opposite has generally been temperature at an energy of 390 keV with a dose of
observed for Al.Ga,_,As. Furthermore, only Al0 .15Gao.8 5As shows very
strong luminescence peaks near 1.6 pm. This may be explained with a pro- 5 x 101, 1013 or 5 x 10 3/cm', which yielded a projected
posed excitation model for the 4f-electron of Pr3 

+ in Al.Ga 1 -,As. range of 0.09 to 0.1 jtm depending on the Al mole fraction in
Al.Ga-L.As. Substrates used were LEC grown undoped
GaAs, and MOCVD grown undoped Al.Ga,-,As with

Rare earth element doped semiconductors are potentially x = 0.15, 0.3, and 0.5.
valuable as light-emitting sources for various optoelectronic Figure 1 shows the PL spectra obtained from undoped
and photonic devices. High luminescence intensities of rare GaAs and A10. 15Gao.85 As implanted with Pr and annealed
earths in III-V semiconductors, however, have not yet been at various temperatures. The emission spectra consist of two
achieved to a technologically practical level. This is partially main PL peak groups: one group near 0.78 eV (1.59 jim),
due to the limited understanding of the excitation mecha- and the other group near 0.94 eV (1.321jm). The former
nism by which energy pumped into the host lattice is trans- group consists of at least four main emission peaks at 0.755,
ferred to the rare earth 4f electrons. This situation is further 0.769, 0.779, and 0.783 eV, which are attributed to the intra-
complicated by the fact that the energy levels of rare earth- 4f transitions between the crystal-field-split states of the
related deep centers, which are believed to be very impor- excited level 3F3 and the ground level 3 H4 of Pr"+. The
tant in 4f-electron excitations, are different for each rare latter group consists of at least five main emission peaks at
earth element. For example, the Yb-related deep center in 0.893, 0.898, 0.917, 0.931, and 0.945 eV, which are attributed
InP : Yb has an electron trap level at 30 meV below the con- to the intra-4f transitions between the states of the excited
duction band [1], while Er-related deep centers in GaAs: Er levels 1G4 and 3H5 of Pr3". Also, very weak transitions
have two hole traps at 35 and 340meV above the valence between 'G 4 and 3H4 have been observed at 1.15eV and
band [2]. Among the rare earth elements, Er and Yb have 1.20 eV, which were detectable only for the GaAs : Pr.
been studied the most, but little work has been done on Figure 1 shows that for GaAs: Pr, the anneal tem-
praseodymium (Pr) doped III-V semiconductors, even perature of 700 'C is certainly too low, and 850 'C is too
though Pr3

+ is of considerable interest due to its emissions high. Although the strongest emissions are seen at the
near 1.6 and 1.3 jim, which are respectively near the 775 °C anneal, the emission intensities vary little over the
minimum attenuation and dispersion in silica-based optical range of 750 to 825 °C. Furthermore, the emission peak
fibers. Previously reported results of the photoluminescence positions remain the same for the entire anneal temperature
(PL) of Pr3 ÷ in III-V semiconductors include GaP: Pr range. This suggest that the Pr3 ÷ luminescence center is
[3-5], InP: Pr [6, 7] and GaAs: Pr [7-9]. Very recently, thermally very stable as would be expected for substitut-
Erickson et al. [10] have reported PL spectra of GaAs : Pr ional Pr on a Ga site. This observation, however, differs
along with calculations of crystal-field-split energy levels, markedly from the anneal behavior of Er in GaAs, which

In order to better understand the excitation and de- exhibits a strong dependence of the 1.55 jtm emissions on
excitation mechanisms of 4f electrons of Pr3 " in GaAs and the anneal temperature [11, 12]. The anneal behavior of the
AlGa, __As, and thereby to find the enhancing mechanism A10. 15Gao. 85As : Pr shows that appreciable PL can be
of the luminescence intensity, we have carried out a system- observed by annealing it even at 700 'C. The PL intensity
atic study of Pr-implanted GaAs and Al.Ga1 _•As using increases with the anneal temperature up through 750 0C,
low-temperature PL. This study has been performed as a exhibiting the best PL emissions for 775 °C with the signal
function of bandgap energy with different Al mole fractions decreasing above this temperature. Similarly to GaAs : Pr,
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Fig. 1. Photoluminescence spectra taken at 3 K for GaAs and Fig. 2. Photoluminescence spectra taken at 3 K for AlGa,_ As with

Al 0 .l5Gao.85As implanted with Pr at 390keV with a dose of 1013/cm2 , and x = 0, 0.15, 0.30, and 0.50 implanted with Pr at 390keV with an optimum
annealed at indicated temperatures for 15 sec using the rapid thermal dose of 1013. 5 x 1012, 5 x 1013, and 5 x 1013 /cm', respectively. Samples
annealing method. The zero PL level of each spectrum is indicated by a were rapid thermal annealed for 15 sec at indicated optimum temperatures.
short horizontal line on the left axis.

the PL signal is very stable near 750 and 775 °C. The present experimental results give insight into the possible
optimum anneal temperature obtained for both x = 0.3 and excitation and de-excitation mechanisms of 4f electrons of
0.5 hosts was 725 'C. the Pr3 . In order to explain the excitation mechanism of

A PL study of Pr3 + was also conducted as a function of x the 4f electrons and the PL intensity dependence on Al mole
for AIGal __As: Pr and the results obtained from each fraction, it is assumed that the recombination energy of an
sample with optimum anneal temperature and dose are exciton bound to the Pr 3 + center is transferred non-
shown in Fig. 2. It is clearly seen that each PL peak position radiatively to the 4f electrons. It is further assumed that the
in both 0.78 and 0.94 eV emission groups remains virtually recombination energy could not only excite one 4f electron
the same for all samples. However, the PL intensities of the as is typically assumed for the rare earth in semiconductors,
two luminescence groups vary dramatically as a function of but could also simultaneously excite two 4f electrons, one
x. For GaAs : Pr, the intensity of the 0.94 eV emission group from each of two closely located Pr" + ions. This assumption
is strong, but that of the 0.78 eV emission group is very has been made because the bound exciton recombination
weak. On the other hand, for Alo.t 5Gao.sAs : Pr, the PL energy is generally too large to excite only one Pr3 + ion and
intensity of the 0.78 eV group increases drastically compared to carry away the remaining energy through other particles
to that for GaAs : Pr, although the intensity of the 0.94 eV and/or the lattice. At present, the Pr-related deep energy
emission group remains about the same as that of levels in AIGal ,,As are unknown, as is the recombination
GaAs: Pr. However, as x increases further to 0.3, the PL energy of an exciton bound to Pr3 . It is assumed that the
intensity of the 0.78 eV group now decreases considerably trap level is somewhere around a few tens to hundreds of
compared to that for Alo.IsGao. 85As : Pr, and the 0.94eV meV based on results for GaAs : Er and InP : Yb.
emission group almost disappears. For Alo. 5Gao. 5As : Pr, Figure 3 shows the center of gravity of each energy level
the PL intensity of the 0.78eV group decreases much manifold of Pr 3 + in LaCl3 [14]. These energy levels are
further. This behavior is very different from that observed used in the explanation of excitation and emission mecha-
from Er-doped AlGaAs [2, 13], which showed that the PL nisms for the currently observed PL results for Pr+3 . For
intensity of the Er rose with x through x = 0.5. This sug- GaAs: Pr, the bound exciton recombination energy is
gests that the excitation mechanisms for Er and Pr in expected to be - 1.5 eV, and energetically, one 4f electron in
AlGa .,As may be different, the 3H4 ground state can be excited to the 'G 4 level

The excitation mechanism of the 4f electrons of Pr3 + in (,- 1.20 eV) with the remaining energy used to excite another
III-V semiconductors is essentially unknown. However, 4f electron from the 3H4 to the 3H5 excited state (-,0.26eV)
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Host Bandgaps emissions. Therefore, it is believed that the drastic increase
-D2l---.063 -Ao.Gao.soAs in the intensity of the 0.78 eV group emissions of

Al0 .15Gao. 85As : Pr compared to those of GaAs: Pr is due
A0o.3oGa0.70As to the well-matched energy transfer. Also the bound exciton

recombination energy could excite one 4f electron to the
Al0.15Ga 0.8sAs 'G 4 excited state (-, 1.20 eV) and the other 4f electron to the

3H5 excited state (-0.26eV), but energetically, this route
GaAs would certainly not be as strong as the previous one. There-

fore, the 0.94eV group emissions remain strong, but not as
strong as the 0.78 eV group emissions.

. For Alo. 3Gao.7As : Pr, the bound exciton recombination
energy is expected to be - 1.9 eV. The excitation closest to
this recombination energy would be that associated with the
excitation of one 4f electron from the ground state to the

03 CO 6 M ' 'G4 excited state and the simultaneous excitation of the
>other 4felectron to the 3 F 2 excited state. However, as men-

>1 3F2-0.601 tioned above, the simultaneous excitation route of 4f elec-

3 i HD -- 53 trons involving the 3F 2 is at best comparatively weak, andLU 116--0.534 - rl. t* r*- r- : 'H
6 6 6 6 consequently emissions from the 'G 4 + 

3H5 transitions near
0.94 eV can also be weak, which is consistent with the present

3H=0.263 result. On the other hand, as for the case of Al0 .15Gao. 85As,
the excitation of two 4f electrons from ground states to
either two 3 F4 excited states, two 3F 3 excited states, and/or

3H4-0.000 one to the 3 F 4 state and the other to the 3F3 state is still
possible. However, these transitions are much less energeti-

Pr* Energy Main AI.Ga1 .xAs:Pr* cally favorable than those for Al0 .15Gao.8 As because of the
Levels in LaCl3  PL Emissions larger energy mismatch. Thus, the PL intensity for the

Fig. 3. Center of gravity of energy states of Pr3 
+ in an ionic crystal of 0.78 eV group emissions is still strong, but is much weaker

LaCl3 along with the host semiconductor bandgap positions. The observed than that of the Al0.1 5Gao.,sAs. For the indirect bandgap
main Pr3

+ emission lines and associated crystal field splittings
(exaggerated) are also shown. The numbers indicate energy differences Alo.5Gao.sAs, the bound exciton recombination energy is
between states in units of eV. expected to be - 2.06 eV, and the excitations discussed for

the Alo. 3Gao. 7As : Pr may still be applied with a possible
additional transition involving 'D 2 . However, the excita-

and/or carried away to the lattice in phonon form. Subse- tions and emissions will be reduced considerably from those
quently, the excited electron in the 'G 4 level can make a for Alo. 3Gao.0 As because of the larger energy mismatch.
transition mainly to the 3 H 5 level, emitting strong 0.94eV In conclusion, the emission intensity of Pr 3

+ in
group lines and make a very weak transition to the state AlGa1 _,As:Pr varies dramatically with the energy
3H4. Another possible excitation is the promotion of one 4f bandgap depending on the Al mole fraction. Two main
electron from the 3H4 to either the 3F4 (-,0.83 eV) or 3 F 3  emission groups have been observed near 1.6 and 1.3 gm,
(- 0.78 eV) excited state with the simultaneous excitation of which can be attributed to the transitions 3F3 -+ 'H4 and
a second 4f electron from the 3H4 to the 3F2 excited state 'G 4 _+ 

3 H, of Pr3 ', respectively. This observation may
(-0.60eV). However, no observation of the 3F2 --+ 

3H 4  possibly be explained using a model involving simultaneous
emissions have been reported [10] from GaAs : Pr, implying excitation of two 4f electrons from two closely located Pr3 

+

that this route of simultaneous excitation of 4f electrons is ions via a non-radiative energy transfer from Pr-bound
at best comparatively weak. Further, this route is energeti- exciton recombination. The excitations are strong when
cally less probable than the previous 'G 4 excitation route, they are energetically well-matched, otherwise they are
thus the 0.78 eV group emissions are weak. weak.

On the other hand, the case for Al0 .1 5Gao.85 As: Pr is
energetically very different from that for GaAs: Pr. The
bound exciton recombination energy is expected to be Acknowledgement
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Abstract deep levels in as-grown GaAs is concerned, hydrogen is

Similar to hydrogen the group-I element lithium passivates various shallow known to passivate a number of these levels, the most
and deep levels in GaAs. In p-type GaAs lithium passivates the shallow notable defect being the double donor EL2 [8, 9]. Also,
acceptors Zn0, and CdG, and the deep acceptor Cu.,. In n-type GaAs it passivation of the deep Cu acceptor [10] by hydrogen has
passivates native deep donors such as EL2 and EL6. However, in contrast recently been reported [4]. The details of the mechanism by
to hydrogen there is no evidence of the passivation of shallow donors by which hydrogen neutralizes deep defects is even less investi-
lithium in GaAs. The passivation of shallow acceptors in p-type GaAs is gated in GaAs than in Si. Doping by other group-I impu-
inferred from a simultaneous increase of the Hall hole mobility and
decrease in free carrier concentration throughout the bulk of Li-diffused rities has mostly been limited to lithium in fundamental
samples. The acceptors can be reactivated by thermal annealing. We attrib- investigations [11].
ute the passivation to the formation of neutral Li-Zn and Li-Cd complexes. Passivation of electrically active defects in semiconductors
The passivation of Cu,. is concluded from the disappearance of deep level is characterized by a reduction of the carrier concentration
transient spectroscopy (DLTS) signals due to the CuG, acceptor levels at
Ev + 0.15 and Ev + 0.40eV when the material is diffused with Li. A similar a
disappearance is observed for the well known PL band at 1.36eV also is caused by the formation of neutral pairs that reduces both
attributed to the Cuoa defect. Both DLTS and PL signals can be reactivat- the carrier concentration and the number of ionized scat-
ed by thermal annealing. Passivation of the native deep donors EL2 and tering centres. In the case of electrical compensation, on the
EL3 in n-type GaAs is concluded from the reduction of the relevant peak other hand, the reduced number of charge carriers is always
heights in DLTS spectra after Li-diffusion. The defects can be reactivated accompanied by a decrease of the mobility brought about
by thermal annealing.

by an increase of the number of oppositely charged scat-
tering centres. The effects of passivation on the mobility are

1. Introduction likely to be screened by other effects such as compensation
or inhomogeneity unless the passivated defect controls theHydrogen passivation of shallow and deep impurities is a co enrtnofmjiycairsnth mtralTu,

wellconcentration of majority carriers in the material. Thus,
semiconductorsomenon.bThe int leractiontalandrcmogen d w passivation of deep level defects does not enhance the
semiconductors [1-5]. The interaction of hydrogen with carrier mobility in our samples although its effect on the
defects in Si and GaAs has great technological significance. DLTS spectra is quite dramatic.
Doping with other group-I elements, on the other hand,
may be important in order to clarify the mechanism by
which hydrogen passivates. However, little information is 2. Experimental
available in the literature on the susceptibility of shallow or
deep levels to passivation by other elements than hydrogen For Li-diffusions we used open quartz ampoules in an Ar
in any semiconductor. ambient with the samples immersed in a saturated Ga-As

All common shallow level acceptors in Si can be passi- melt prepared from 6N Ga metal, GaAs and 99.9% Li
vated by reaction with atomic hydrogen. Also, hydrogen metal. The amount of Li in the melt ranged from 0.05-
passivation of the usual shallow donors can be obtained, 0.3 wt% depending on the shallow doping level of the start-
although the passivation effect is not as strong as for the ing material. After diffusion the samples were cooled to
acceptors. In Si the passivation of deep levels by hydrogen is room temperature in the melt. A layer about 50 gtm was
well known, but the mechanism by which the neutralization removed from the surface of the Li-diffused samples after
occurs is not as well understood as in the case of the which they were polished and chemically etched. In most
shallow impurities [6]. Passivation by other species such as cases reference samples were made under identical condi-
the alkali metals that could give important information on tions without Li. Cu diffusions were made in the same way,
the nature of the bonding between the deep level impurities but with typically 5 wt% of 5N Cu in the Ga-As melt
and hydrogen is scarce. Recently, however, it has been instead of Li. For DLTS measurements Schottky diodes
established that lithium causes strong passivation of the were made by evaporating 1000 A thick Al dots of diameter
deep Au centre in n-type Si [7]. As far as shallow level pass- 1 mm onto p-samples but similar Au dots onto n-type
ivation is concerned lithium has been reported to reduce the samples. Ohmic contacts were made on the backside of the
number of electrically active acceptors in Si [6]. samples by welding Zn- or Sn-coated gold wire to the

Much work on shallow impurity passivation in GaAs has surface of p- and n-type samples, respectively.
been carried out and it is now well established that hydro- The Li concentration profiles were analyzed by
gen passivates both shallow donors [2] and acceptors [5] in secondary-ion mass spectroscopy (SIMS) using a CAMECA
GaAs. As far as the relatively high concentration of native IMS 4f system with a Li-implanted reference sample of
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known fluence for calibration. The carrier concentration dominating carrier scattering mechanism is ionized impurity
and mobility were determined with Hall effect measure- scattering. The mobility enhancement is less pronounced in
ments using the van der Pauw technique. Photolumine- the Cd-doped samples, but still significant. We interpret the
scence measurements were made at 14K with the 514.5 nm increased hole mobility in terms of a reduction of the
Ar laser line as an excitation source. The signal was detected number of electrically active acceptors caused by the forma-
via a double 0.85m Spex 1404 monochromator using a tion of neutral donor-acceptor complexes.
cooled Ge detector. DLTS measurements were performed in Figure 2 shows the temperature variation of the hole
a system based on a 1-MHz Boonton 72B capacitance mobility in three samples made from the same Zn-doped
bridge and a double gate boxcar averager. Thermal scans starting material, NP = 4 x 1017 cm- . Li diffusion at
were carried out in a closed-cycle He cryostat equipped with 400 'C increases the hole mobility at all temperatures and at
a feedback temperature controller. the same time decreases the hole concentration. This indi-

cates passivation of the Zn acceptors as mentioned above.

.of shalow acceptors in p-type GaAs The Li concentration was determined by SIMS measure-
ments to be similar to the shallow acceptor concentration

In order to investigate the effects of lithium diffusion on [12]. The hole mobility of the Li-doped sample after heat
shallow acceptors a number of horizontal Bridgman p-type treatment in pure gallium metal at 400 'C for 8 hours equals
GaAs samples with Zn or Cd concentration 1017_10'8 cm- 3  that of the as-grown starting material within experimental
were Li-diffused using the procedure described in the pre- accuracy at all temperatures as illustrated in Fig. 2. The
vious section. The diffusion conditions were chosen to hole concentration of the annealed sample is also found to
ensure a Li concentration comparable to that of the shallow be the same as that of the starting material and the lithium
acceptors and a homogeneous distribution through the bulk concentration of the sample is not detectable by SIMS. This
of the samples. is true for all Li-diffused p-type samples measured in the

Figure 1 illustrates the mobility enhancement in the tem- present investigation.
perature range 40-300K caused by the lithium diffusion of By comparing the effect of Li-diffusion at various tem-
two different starting materials at 600 'C. In both cases the peratures on the mobility we observed that diffusion at
lithium concentration was determined with SIMS measure- 400 °C was most effective. For example, Li diffusion at
ments to be close to the shallow acceptor concentration. In 680 'C reduces both the hole mobility and the hole concen-
both cases the mobility increases in the entire temperature tration suggesting an increase in the number of positively
range whereas the carrier concentration at room tem- charged scattering centres compensating the acceptors. This
perature decreases more than two orders of magnitude. The is also manifested by the high Li concentration measured in
largest increase of the mobility, sixfold the original value, is samples diffused in this temperature range.
observed in the Zn-doped starting material slightly above From a number of carefully controlled Li diffusions and
the temperature range between 50 and 100 K where the heat treatments at different temperatures we correlate both

hole mobility and carrier concentration with the Li concen-
tration of the samples. If passivation is to dominate over

800-
GaAs:Zn

p=2.3xlO'BcS 1 000 GaAs:Zn
0 as-grown 17 -3

lop%% 0 Li 600'C, 8h p=4x1 cm
> .. 3 0 as grown

r p=7.5Xl 07cm 800 - 0 Li, 4000C
0 E 0 as-grown > A annealed

Li 600°C, 10h

p400- >- 600-

o 0

wj 0 0000
20 0000 000 0 0 0 400-.

2000e " A° 0o ,O AO
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Fig. 1. Hall hole mobility as a function of temperature for as-grown TEMPERATURE (K)
GaAs: Zn and GaAs : Cd samples and two Li-diffused samples prepared as
indicated in the figure. The Li concentration of the GaAs: Zn-Li sample is Fig. 2. Hall hole mobility as a function of temperature for (1) an as-grown
1 x 1018cm- 3 and the hole concentration Np300 = 3 x 10" 6cm- 3 , but GaAs : Zn sample, (2) a Li-diffused such sample and (3) a Li-diffused
N, 3 01 = 2 x 10i1 for the GaAs: Cd-Li sample. The Li concentration of the sample annealed at 400'C for 8 hours in pure Ga-As melt. The heat treat-
latter was not measured. ment reactivates the Li-passivated Zn acceptors.
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compensation in p-type samples the Li concentration must above assumptions. Substitutional LiGa-related acceptors
not significantly exceed the shallow acceptor concentration, that compensate n-type materials can be expected to have
At high Li concentrations compensation by randomly dis- higher dissociation energy than the Lii-Zn and Lii-Cd
tributed Li-related donors obscures the passivation effect. neutral complexes that passivate the Zn and Cd acceptors in

In Zn-doped GaAs hydrogen neutralizes Zn by bonding p-type GaAs.
primarily to an As atom adjacent to the acceptor [5, 13].
The hydrogen is suggested to be stable in a bond-centred 5. Li-passivation of deep copper acceptors in p-type GaAs
configuration between the ZnG. acceptor and the As atom.
This position is not as natural for the larger Li atom when it The passivation of deep Cu-acceptor levels by hydrogen and
passivates acceptors in GaAs, however. Cluster calculations deuterium has been observed for the elemental semicon-
predict lithium to have affinity to the interstitial site in Si ductors germanium [22] and silicon [23], as well as for the
[14] and the Li atom occupies an interstitial lattice site compound semiconductor gallium arsenide [4]. In all cases
when it pairs with the B acceptor [15, 16] instead of the passivation was inferred from the reduction of relevant peak
bond-centred Pankove configuration of hydrogen in the heights in DLTS spectra of samples that had been exposed
H-B pair [17, 18]. It seems natural to assume the same ten- to a hydrogen or deuterium plasma. We have observed that
dency for Li in GaAs. similar passivation can be brought about by Li diffusion.

Evidence from LVM spectroscopy of Li-Zn and Li-Cd Zinc-doped horizontal Bridgman GaAs with free hole
pairs in GaAs in local vibrational mode measurements [19, concentration at room temperature NP = 2 x 1016cm-3

20] agrees with the passivation of Zn and Cd acceptors was first diffused with Cu at 650 'C and then with Li at
observed in this work. The vibrational spectrum of the 400 'C. A number of samples were annealed at 400 'C to
Li-Cd pair in Li-diffused GaAs: Cd suggests that an inter- investigate the effects of post-diffusion heat treatment. Cu-
stitial Li donor passivates the substitutional acceptor by diffused samples were heated for 4 hours at 400 'C in a satu-
forming a neutral Cd-Li pair with a <001> axis [19]. This is rated Ga-As melt, free of both Cu and Li. Cu-Li-diffused
the simplest configuration in the zincblende structure samples were heated for 6 hours at 400 'C in an Ar gas
involving only one Li atom. In the case of Li-doped ambient. We summarize our DLTS and PL results in Figs 3
GaAs: Zn the vibrational spectrum is more complicated, and 4.
which suggests that complexes of Li and Zn may involve Figure 3 shows DLTS curves for Cu- and Cu-Li-diffused
more than one Li atom and have lower symmetry [20]. samples. Curve a is the DLTS spectrum for GaAs: Zn after

4. Compensation of shallow donors by lithium in n-type
GaAs , a ,

The effects of lithium doping on shallow donors were -..-....... ---- ..

studied in a wide range of undoped, Si- and Sn-doped -
n-type GaAs starting materials with different free electron A
concentrations. The samples were diffused to Li concentra-
tions comparable to that of the shallow donors. Li diffusion
of n-type GaAs always reduces the electron concentration in
a similar way as found for the hole concentration of p-type
samples. At a given diffusion temperature, however, the ..
carrier concentration is more easily reduced in the p-type Z
samples. In the present investigations we have not found 0 (b)
evidence for passivation of donors. Instead, Li diffusion CO
always causes the electron mobility to drop together with C.D CU (0.15eV)

I-the electron concentration as expected for compensation. .J(

There is a further difference between Li-diffused n- and t GaAs:Zn
p-type GaAs. In a sharp contrast to the recovery demon- (a) ;I V
strated in Fig. 2 for Li-diffused p-type GaAs annealing at (a) Cu-diffused
400 'C has little effect on Li-diffused n-type samples.

The fact that local vibrational modes of Li paired with (b) Li-passivated
shallow donors can be observed in n-type starting materials (c) annealed Cu (0.40eV)
[21] does not mean that the Li forms neutral pairs with the
donors (which is our definition of passivation). Isolated LiGa

is expected to be a double acceptor and if paired with a a a a

single donor it still acts as a single acceptor. Such Li-related 50 100 150 200 250 300 350
acceptors would act as compensating centres that give rise TEMPERATURE (K)
to local vibrational modes of Li with donors. We conclude
from our measurements that Li-related acceptors compen- Fig. 3. DLTS spectra for GaAs : Zn after: (a) Cu diffusion for 5 hours at

sate the shallow donors in Li-diffused n-type samples. The 650'C; (b) Cu diffusion as in (a) and a subsequent Li diffusion for 4 hours
observation that Li-diffused n-type starting material is at 400'C. Both Cu-related peaks have disappeared; (c) annealing of the

Cu-Li-diffused sample for 6 hours at 400 'C. The Cu-peaks have been reac-
resistant to annealing at 400 'C whereas Li-diffused p-type tivated. The measurement parameters for all curves are VR = 2 V, VP = 2 V

samples are restored by similar annealing agrees with the and T = 0.414ms.
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DLTS-peaks reappear (curve c). A weak DLTS peak
GaAs2n T1 4K labelled A in Fig. 3 disappears with Li-diffusion but reap-16-3

p=2x10 cmrapears with annealing. The identity of the peak is unknown

(a) Cu diffused but Li obviously affects it in a similar manner to the Cu-
(b) Li passivated related peaks. There is another DLTS peak, B, visible on
(c) annealed curve b in the figure, that appears after Li diffusion but dis-

Z appears with annealing at 400 'C. The associated level has
San activation energy 0.32eV. In starting material and in
Sx 5solely Li-diffused material this level is not observed. We

S (a) therefore suggest that a Li-Cu related defect is responsible
for it.

W Figure 4 shows three PL spectra. Curve a is the PL spec-
Z trum for GaAs: Zn after Cu diffusion at 650 'C. The main
3 x 5PL band at approximately 1.48 eV arises from transitions

0 (b) from donor or conduction-band states to shallow Zn accep-
M tors. The Cu-related PL band at 1.36 eV reveals that CuGa is

C. Jpresent in the material [25, 26]. Also visible are the first two
LO-phonon replicas of the 1.36 eV line. Curve b is the PL

() x 5 spectrum of the Cu-diffused material after a subsequent Li
diffusion at 400'C. The Li diffusion quenches the 1.36eV
luminescence but does not affect the 1.48 eV band. To

1.20 1.25 1.30 1.35 1.40 1.45 1.50 examine whether the heat treatment by itself affects the PL

PHOTON ENERGY (eV) spectra of Cu-diffused samples, some of them were annealed

Fig. 4. Photoluminescence spectra for GaAs: Zn after: (a) Cu diffusion for for 4 hours at 400'C in a saturated Ga-As melt free from Li.

5 hours at 650'C; (b) Cu diffusion as in (a) and a subsequent Li diffusion This treatment has no effect on the PL spectrum. Heat
for 4 hours at 400'C. Complete passivation of the Cu-related 1.36eV PL treatment does, however, affect the Cu-Li diffused samples.
band is observed; (c) annealing of the Cu-Li-diffused sample for 6 hours at The 1.36 eV luminescence band can be reactivated in Cu-Li-
400 °C. The 1.36 eV band is reactivated, diffused samples by annealing for 6 hours at 400 'C in an Ar

gas ambient. This corresponds to curve c in the figure.
Cu diffusion at 650 'C and, for reasons to be explained, an Room temperature capacitance-voltage (CV) measure-
additional annealing for 4 hours at 400 'C in a saturated ments on Schottky junctions were used to find the net
Ga-As melt. There are three main peaks in the spectra, at acceptor concentration in the near-surface region of the
65 K, 245 K and 340 K, of which the first two are caused by samples. The Cu diffusion at 650 'C increases the concentra-
the copper diffusion [10]. Arrhenius plots were used to esti- tion compared to the starting material. Annealing of the Cu-
mate the activation energy of the levels associated with the diffused samples at 400 'C in a saturated Ga-As melt does
peaks. The peak at 340 K is due to a level with an activation not change this. Li diffusion at 400 'C, on the other hand,
energy of 0.58 eV and is also present in GaAs : Zn starting reduces the concentration to a value slightly below that of
material. This level has not been investigated in detail, but the starting material. The Li diffusion therefore cancels the
its presence is presumably a result of iron contamination effect of copper and also gives rise to some extra concentra-
during crystal growth [24]. The peaks at 65 K and 245 K tion reduction. In light of our results concerning the passi-
originate according to our DLTS measurements from levels vation of ZnGa by Li we attribute the additional reduction
with activation energies 0.15 and 0.40 eV, respectively. Using to the formation of neutral Li-Zn complexes. Annealing of
admittance spectroscopy it has been shown that 0.13 eV is a the Cu-Li-diffused material at 400 'C returns the net accep-
more accurate value for the activation energy of the shallo- tor concentration to its value prior to Li diffusion.
wer level [10]. The difficulty of determining its activation From the DLTS results we conclude that lithium passi-
energy with standard DLTS measurements can be explained vates the copper-related defects associated with the 0.15 eV
by carrier freezeout at low temperatures. Annealing of the and 0.40 eV acceptor levels. From PL measurements we
Cu diffused material at 400 'C in a saturated Ga-As melt conclude that a similar passivation occurs for the acceptor
increases the amplitude of the DLTS peak at 65 K, but does associated with the 1.36 eV pair luminescence. The coherent
not affect other parts of the spectrum. By monitoring the behavior of the Cu-related DLTS and PL signals agrees
transient capacitance below 65 K we have seen that this may with the hypothesis that the signals are all due to the same
be attributed to a reduction in the peak quenching due to defect, although it does not exclude other possibilities.
carrier freezeout. The increased peak height is therefore not
due to a concentration increase of the responsible defect. As 6 Passivation of deep donor levels in undoped n-type GaAs
the Li diffusion and the annealing of the Cu-Li-diffused by lithium
sample are carried out at 400 'C the DLTS curve for the
annealed Cu-diffused sample (curve a) is the correct one to Hydrogenation has been reported to passivate the main
use in the comparison, deep native donor levels in n-type GaAs [8, 9]. We have

After Li diffusion at 400 'C both the Cu related DLTS observed similar passivation due to Li-diffusion. In the
peaks disappear from the spectra as can be seen from curve investigation we used undoped horizontal Bridgman (HB)
b in the figure. After annealing the Cu-Li-diffused material starting material with free electron concentration at room
for 6 hours at 400"C in an Ar gas ambient the Cu-related temperature N. = 1.5 x 106 cm -. Li was introduced into
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samples by diffusion at 500 'C in a saturated Ga-As melt. lish the microscopic structure of the centres originating from
For comparison we made a reference sample by annealing the passivation.
the as-grown starting material under similar conditions but
without Li in the melt.

Figure 5 shows three DLTS spectra. Curve a is the spec- 7. Summary
trum for the starting material after annealing for 20 hours at We have observed that lithium can passivate both shallow
500 'C and serves as a reference. The annealing does not and deep acceptor levels in p-type GaAs and deep donor
change the DLTS spectrum compared to the as-grown levels in n-type GaAs. We see no evidence for the passiva-
material. The spectrum is characteristic of n-type as-grown tion of shallow donor levels, however. On the contrary, we
HB GaAs [27]. It has three main peaks at 160 K, 250 K and have strong reason to believe that Li cannot passivate
350K which we attribute to the native defects EL6, EL3 shallow donors in GaAs. The main experimental argument
and EL2 respectively. Curve b is the spectrum after Li diffu- is that enhancement of electron mobility never accompanies
sion for 20 hours at 500 'C. The Li diffusion has a profound reduction of the electron concentration by Li diffusion. In
effect on the spectrum. The peak due to EL6 disappears and fact the mobility always decreases. Also the relatively high
the EL2 peak is considerably reduced. Also, at least two thermal stability of Li-diffused n-type GaAs contrary to
peaks, at 200 K and 280 K, that are not observed in the observations in hydrogenated samples argues against passi-
starting material appear after the Li diffusion. We do not vation [6].
observe any new DLTS peaks in Li-diffused samples that It has been shown that hydrogen has a negative charge
represent levels of similar concentration as the EL6 and state in n-type GaAs and that passivation of shallow donors
EL2 in the starting material. Curve c is the spectrum after is most likely due to Coulomb attraction between H- and
the Li-diffused sample has been annealed for 20 hours at positively charged donors [28, 29]. Negatively charged Li
500 'C in a saturated Ga-As melt free of Li. The spectrum has to our knowledge not been observed in any semicon-
has returned to its form prior to Li diffusion and shows a ductor and is in fact not expected to exist due to the low
definite recovery of the EL6 and EL2 peaks. From room electron affinity of Li. As Coulomb interaction is commonly
temperature CV measurements a decrease in effective donor thought to be a strong driving force for the passivation of
concentration is observed in Li-diffused samples. Annealing shallow levels, it is reasonable to assume that the charge
at 500 'C returns the concentration to its value prior to Li- state of the mobile lithium in n-type GaAs is a decisive
diffusion. factor in determining whether or not it passivates the

From the DLTS results we conclude that Li diffusion factor determiningf whethe or nod passivat es the
causes passivation of the deep donors EL6 and EL2 in shallow donors. As for the observed passivation by lithium

GaAs. Further investigations are needed in order to estab- of the deep donor EL2 in GaAs it is not likely to result from
a simple Coulomb interaction because the Fermi level in the
material at our diffusion temperature is well above the EL2
level which consequently is neutral.
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Abstract In previous works where processes in c-Si have been

Collision cascades in crystalline silicon due to impinging 10 eV - 1 keV Si simulated with MD methods employing classical potentials,
atoms are simulated using molecular dynamics methods. The simulations the number of defects obtained has been found to be signifi-
are carried out for 30-100 events to obtain representative statistics for pro- cantly higher than experimental values [10]. Low-energy
duction of different types of vacancies. The results are used to examine the processes in small atom clusters can be more realistically
dependence of vacancy production on the interatomic Si-Si potential simulated using ab initio MD methods [11, 12] than with
between the colliding atoms. The dependence of the number of vacancies
was found to be sensitive to the form of the potential well but not to the classical MD methods. However, ab initio MD simulations
repulsive potential. The results suggest that within the heavily damaged are still far too slow to handle processes involving inter-
volume of the collision cascade an interatomic potential with somewhat action energies higher than a few eV or systems with more
narrower well than that of the commonly used Stillinger-Weber potential than a few hundreds of atoms. Therefore, a better under-
should be used to simulate the vacancy production in silicon. standing of classical MD simulation methods is desirable to

obtain more realistic defect concentrations in simulations of
1. Introduction collision cascades, which involve keV energies and several

thousands of atoms.
Processes that produce damage in crystalline silicon during This work was undertaken to study how the vacancy pro-
ion implantation have been studied extensively, see e.g. Refs duction during the implantation of 10eV-1 keV Si atoms
[1-6]. Simulations of vacancy production processes in into c-Si depends on the interatomic Si-Si potential.
solids have been carried out using various binary-collision-
approximation (BCA) and molecular dynamics (MD) simu- 2. Principles of the simulations
lation methods [7]. Only rough estimates on the number of
vacancies can be obtained with the BCA methods in the The MD simulations were carried out using a modified
framework of the empirical Kinchin-Pease equation [7]. version of the computer code used previously in our labor-
Molecular dynamics simulation methods are required in atory for the simulation of slowing down of low-velocity
realistic simulations of collision cascades. recoils (energy less than 100eV/amu) produced in thermal

In MD simulations, defect formation has typically been neutron capture reactions [,13].
estimated on the basis of a single or a couple of cascade The potential employed in the simulations was the
simulations (see e.g. Refs [8, 9]). However, this leads to Stillinger-Weber three-body potential commonly used in
highly unreliable results, as illustrated by Fig. 1. In Fig. 1 simulating the structure of c-Si [14]. To obtain a realistic

the number of vacancies in ten different collision cascades potential at small separations (r < 1.74A), the Stillinger-
produced by a 300-eV Si atom recoiling in crystalline silicon Wever potential was splined between r = 1.7 A and 2.0 A
(c-Si) are shown as a function of time along with the average with the repulsive potential.
value calculated from 100 events (see below). The simulation of a collision cascade was initiated by

selecting a recoiling atom among silicon atoms in one

one 300 eV Si--c-Si - Average corner of the simulation cell, and giving it a recoil velocity

S 60 ........ Single events in an isotropically chosen direction in one quadrant. A
.AD recoil energy of 1 keV was selected to test the effect of the

r- 50 -," s .......................... ,,,.. repulsive potential. To test the effect of the potential well
separately, lower energies were chosen. However, in order to>40 - obtain statistically significant results it is important that

S3more than only a few vacancies are produced for one recoil
0 30" event. Therefore, a recoil energy of 300 eV which was found

4) .•.......0.. ............. . to yield between 20 and 50 vacancies in one recoil event was
2 0 ....... . chosen.

"Z 10The size of the simulation cell was set to be large enough
to contain the entire collision cascade. For 1 keV recoils this

0 amounted to a cell of 76 x 76 x 76 A3 with 21952 atoms
0 200 400 600 800 and for 300 eV recoils to a cell of 54 x 54 x 54 A3 with 8000

Time (fs) atoms.
Fig. 1. Number of vacancies produced by 300 eV recoils with randomly The initial velocities of the atoms in the simulation cell
selected initial recoil directions. Ten individual events and the average cal- were chosen randomly according to the Maxwell velocity
culated from 100 events are shown. distribution. Thermal movement of the atoms in the cell was
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simulated for 100fs at 300 K to obtain realistic thermal dis- one 1 keV Si--c-Si 150
placements.

The time step in the simulations was initially 0.1 fs and 8
was made longer during the simulation as the recoil atom 1o
slowed down. The longer time steps were selected so that Ln6 6 100

the fastest atom in the simulation cell did not move more A DMol 1Z
than 0.1 A during one time step. The algorithm employed to 4.... zB
solve the equations of motion was a modified Beeman algo- .

rithm presented in Ref. [15]. 2
The temperature of the outermost 3 atom layers was

scaled down to 300 K at regular intervals to realistically dis- 0 0 ' 0
sipate energy from the simulation cell. To prevent the entire 0 5 15

cell from starting to move due to extra momentum obtained Time (fs)
from the recoil atom, the sum of the vector momenta of the Fig. 3. Average numbers of recoiling Si atoms with energies greater than15eV (Nsi(E > 15eV)) and number of vacancies (N.) produced in the
atoms in the outermost layer was also scaled down to zero. slowing down process of one 1-keV Si atom in c-Si. The numbers are aver-
The scalings also prevented kinetic energy from being reflec- ages calculated from 50 simulation events for the three potentials shown in
ted back from borders of the simulation cell. Fig. 2.

Vacancies were detected in several ways during the simu-
lations. The total number of vacancies was calculated by two-body-part of the Stillinger-Weber-potential
counting all original lattice sites that were empty. For each JSEA(Bx-P - ml)em2/(x-a) 0 < x < a
located empty site the nearest-neighbour sites were exam- V2(x) = , x > a,(1)
ined for emptiness, yielding the numbers of mono-, di-, tri-
etc. vacancies. A site was defined as empty if it did not were modified. The unmodified values for the parametres
contain any atom within a radius of 1.2 A, corresponding to are S = m, = M2 = 1 and p = 4.
the half of the nearest-neighbour distance. The modified values were selected so that the middle

The number of atoms with energies greater than a thresh- point of the well is at the equilibrium separation of 2.35 A,
old energy of 15 eV (the minimum value of Ed in the and the value of r where the potential crosses x-axis is about
Kinchin-Pease equation, see below) was also calculated. the same for all the potentials. The parameter values were

selected to yield potentials where either the width, the depth
3. Results and discussion or the product of width and depth was the same as for the

unmodified potential. For all the modified potentials the
The dependence of the number of vacancies on the repulsive lattice stability was tested by carrying out the simulation of
potential was examined by simulating 501-keV recoil vents thermal motion at 300K, and comparing the radial density
for three different potentials. The potentials used were the functions after the simulation. The repulsive potential used
universal ZBL potential [16], a modified Moli~r& potential in the simulations was the DMol potential.
[17], and a potential obtained from ab initio calculations The simulations were carried out with the unmodified and
using the commercial DMol program [18, 19]. The poten- six modified potentials. Parameters for the width and the
tials are shown in Fig. 2, and the results in Fig. 3. depth of the potentials are given in Table I. The width is

Although the number of secondary recoils with energies defined as the full width at half minimum of the total poten-
greater than 15eV (corresponding to the minimum energy tial, i.e. the potential where the repulsive part has been
required for the formation of a Frenkel pair in c-Si [20, 21]) joined to the modified Stillinger-Weber potential.
differ significantly for the three potentials the number of The time evolution of the number of vacancies is shown
vacancies produced does not show any statistically signifi- in Fig. 4. The statistical error of the number of vacancies is
cant dependence on the repulsive potential. about 2 for all the potentials. During the first 100fs the

To test the effect of the form of the potential well on number of vacancies rises about equally for all the poten-
vacancy production, the parametres S, p, m, and M2 in the tials. After this the results start to differ, reflecting the differ-

ences in the attractive potential. After about 500fs an
approximately stable value in the number of vacancies is

OMol reached. Simulations carried out with the unmodified poten-
\"-- ZBL tial for 3000fs showed that the value reached at 500fs%•Nx------. Molikre
-3 _ D Moliere remained stable.

10 -.-- DMo1/Moiere 1 Z The number of vacancies, calculated as the average of the
"1.4 values between 500 and 1000fs, is shown in Table I for all

.......-........ 0
02 ..... *~~c - .0 ~ the potentials. Also shown are the number of mono-' 2. > vacancies and the sum of the numbers of di-, tri-, tetra- and

•"102.... " ' " 1.0

... .. -- pentavacancies, calculated as the average of the values

0.6 between 800 and 1000 fs.
"" For the unmodified Stillinger-Weber potential (potential

101 ' - - 1) the number of vacancies (Nv) is 27. Potential 2 with the
0.2 0.6 1.0 1.4 same depth and a 5% narrower width, results in a signifi-

r (A) cantly smaller number of vacancies than potential 1, i.e. 16.
Fig. 2. Interatomic repulsive Si-Si potentials used in the simulations of Potential 3 which has the same width as potential 2 but
vacancy production. where the depth has been modified so that the product of
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Table I. Widths and depths for the unmodified and six modified Stillinger-Weber
potentials. The average number of vacant sites, monovacancies and more complex
vacancies produced in a collision cascade by one 300 e V Si atom recoiling in c-Si are
shown in the three last columns

Potential Width (A) Depth (eV) Vacancies Monovac. Others

1. (Unmodified) 0.903 2.16 27 15 8
2. (narrower) 0.847 2.16 16 12 4
3. (narrower, deeper) 0.847 2.28 19 13 6
4. (wider) 0.924 2.16 37 18 15
S. (wider, shallower) 0.924 2.10 36 19 12
6. (deeper) 0.903 2.28 32 15 12
7. (shallower) 0.903 2.10 23 13 7

the width and depth is the same as for potential 1, yields What is especially interesting is that relatively small
about the same value of N, as potential 2. changes in the potential result in large changes in Nv. For

Potential 4 which has the same depth as potential 1 but a instance, a 2% increase in the width of the potential
2% wider width, leads to a clearly higher value of Ny = 37 between the potentials 1 and 4 yields a 37% increase in Nv.
than potential 1. Potential 5 with the same width as poten- The time evolution of different vacancy type defects is
tial 4 and the same product of width and depth as potential shown over a longer time scale in Fig. 5. The number of
1, results in about the same number of vacancies as poten- pentavacancies is negligible and is therefore not shown. The
tial 4. number of complex (di-, tri-, and tetra-) vacancies increases

In potentials 6 and 7 the depth of the potential has been rapidly in the beginning of the cascade, but decreases slowly
modified to the same values as for potentials 3 and 5, after that, whereas the number of monovacancies increases
respectively, but the width is the same as for potential 1. steadily. This indicates that the complex vacancies slowly
The number of vacancies obtained differs somewhat from break down to monovacancies.
the values of the unmodified potential but the difference is Because monovacancies are mobile in silicon at room
significantly smaller than for the potentials 2, 3, 4 and 5 temperature [22], they should disappear on a longer time
where the width was changed. scale, of the order of gIs or ms. Due to limitations in the

The results indicate that the width of the potential has a available computer capacity, simulations of this process
strong effect on Nv. The behaviour can be understood qual- could not be carried out.
itatively in terms of the interatomic forces. The width of the The Kinchin-Pease equation is generally used to estimate
well reflects the strength of the forces involved when the the number of vacancies produced in ion irradiations of
bond is about to be broken. A narrower well means that the solids. The total number of vacancies Nv produced during
derivative of the potential, i.e. the force between the atoms, ion irradiation is
is stronger at the well borders resulting in stronger bonds FD.

and thus smaller numbers of vacancies. Ny = 2Ed (2)

Comparison of the potentials 3 and 5 with the potentials D
2 and 4, respectively, and the potentials 6 and 7 with the wher foi the posite r energy.
potential 1 show that a deeper potential yields a somewhat Value for the pr er er hv been detrminedhigher number of vacancies, and vice versa. This somewhat empirically by measuring the number of Frenkel pairs pro-

highr nmbe ofvacncis, nd vce ers. Tis omehatduced. The values of Ed given in the literature for silicon
surprising effect is significantly weaker than the effect of the duce The alue o ed g en in the Te e forasionwdhothpoetahowever, range from about 15 to 25 eV, Refs [-20, 21]. The equation
width of the potential, hpredicts that the number of Frenkel pairs (corresponding to

one 300 eV Si-.c-Si 1 - . the number of monovacancies in our simulations) produced
1 ............. 1 2 . ,..... .6 .( 2. 6..25 -one 300 eV Si-.c-Si - Monovac.

50

t• ",,. 020-o40 "

.................. a c

"- • • Trivac.
M 20 ........ Tetravac.

z 10 .v'-....,....

0 200 400 600 800 0 "" "... . ............... ........
Time (fs) 0 500 1000 1500 2000 2500

Fig. 4. Average number of vacancies produced during the first 1000fs by Time (fs)
one 300eV Si atom for the 7 modified Stillinger-Weber potentials given in Fig. 5. Time evolution of the number of mono-, di- tri- and tetravacancies.
Table I. The numbers are averages calculated from at least 30 simulation The numbers are averages calculated over 10 events with the unmodified
events. Stilliger-Weber potential.
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Abstract were deposited by LPCVD at 560 'C and 625 0C, resulting

TiSi 2 can be used as a shunting layer to decrease the resistance of the in amorphous (a-) Si and poly-Si, respectively. The depos-
poly-Si lines used as interconnections in integrated Si technology. In this ited layers were either doped by ion implantation with As or
work the correlation between the silicide thickness, the silicide surface B, or undoped. The implantation dose was 1 • 1016 cm- 2 for
roughness, the silicide grain size, the dopants in Si, and the crystallinity of both As and B. All wafers were heat treated at 900 °C for 60
Si was investigated on.unpatterned wafers. The results will be used as refer- minutes in 02 to activate the dopants. The undoped wafers
ence in a further study of silicide formation on sub-micron poly-Si lines.
After silicide formation at 700 'C, the surface roughness has been found to were subjected to the same heat treatment. During the
be strongly dependent on the thickness of the silicide layer formed. The dopant activation, the cc-Si layers became crystallised, but
dopants in the Si did not only retard the formation of the C49 phase, but for the sake of convenience "cc-Si" will still be used through-
also hindered the transformation of TiSi2 from the C49 to the low resistive out this work, to identify the crystallised cc-Si layers. A
C54 phase. The surface roughness did not change when a second annealing single layer of Ti, 630 A thick, or a bilayer consisting of Ti,
step at 850 'C was used to transform the silicide from the C49 phase to the 400 A thick with a TiN cap, 800 A thick, was deposited on
C54 phase. the Si by sputtering. On wafers without the TiN cap the Ti
1. Introduction was especially thick in order to compensate for the expected

nitridation during silicide formation, which was performed
Metallisation issues become critical when the width of the in N 2. The TiN cap layer was used to prevent severe inter-
MOSFET channel length as well as the line width of the action between Ti and N2, so as to reduce the surface
interconnections are scaled down to sub-micron dimensions. roughness. A two-step silicide formation process [9] was
Narrow polycrystalline silicon (poly-Si) lines suffer from used to form the silicide. After the first step, by rapid
high resistance which leads to high voltage drops and long thermal annealing (RTA) in N2 at 700 'C for 30s, TiSi 2 of
RC delay times. It is therefore crucial to find another the C49 phase was expected to form. The TiN (deposited or
material with lower resistivity to replace poly-Si. With the formed during silicidation) and the unreacted Ti were
use of multi-level metallisation schemes the material also removed from all wafers with a standard etch sequence
has to stand high process temperatures. A thin refractory consisting of etching in a solution of H 2 SO4 H 2 0 2 =

silicide film on top of the poly-Si (so called polycide) can 4:1 followed by etching in another solution of
fulfil these requirements. Titanium disilicide has been the NH4OH: H 20 2 : H2 0 = 1: 1: 5 [9]. The wafers were then
most commonly used silicide for this purpose [1]. subjected to a second RTA at 850 'C for 30 s in N2 to trans-

TiSi2 has two different phases [2, 3]. At low formation form the TiSi2 from the C49 phase to the low resistive C54
temperatures (400 'C to 700 °C) a phase (C49) is formed with phase. The experimental conditions are summarized in
a resistivity around 65 pft cm. At higher temperatures the Table I.
C49 phase is transformed to the C54 phase with a resistivity X-ray diffractometry (XRD) was used to identify the sili-
around 15 pf cm, only five times higher than the resistivity cide phase and to determine the approximate grain size.
of Al. It is the C54 phase that is required for gate and inter- Rutherford backscattering spectrometry (RBS) with 4He'
connection applications. The morphology of thin and ions at 2.4 MeV was employed to measure the thickness of
narrow lines and silicide characteristics such as grain size, the silicide and the remaining silicon layers. The resistivity
surface roughness, nucleation and thermal stability have to of the two different silicide phases was calculated from the
be carefully controlled, thickness determined by RBS and the sheet resistance mea-

It has been reported that the transformation of TiSi 2 from sured by a 4-point probe. The surface roughness of the sili-
the C49 to the C54 phase is affected by the dopants in Si [4, cides was measured with an atomic force microscope
5], the silicide thickness [6] and the line width [7, 8]. In this (AFM). The root mean square (RMS) roughness is used as a
study the correlation between the surface roughness, the sili- figure of merit for the surface roughness [10].
cide grain size, the silicide thickness, the dopants in Si, and
the crystallinity of Si is investigated on unpatterned wafers. 3. Results and discussion
The results will be used as reference in a further study of 3.1. Silicideformation
silicide formation on sub-micron poly-Si lines. Figure 1 shows that the dopant in the Si retards the silicide

2. Experimental formation during the first RTA step at 700 'C. The n-type
dopant (As) affects the formation more than the p-type

The Ti silicide was formed by reaction with 4000 A thick Si dopant (B). The silicide formed on the uncapped wafers is
layers, deposited on top of a 1000 A Si0 2. The silicon layers thicker than that of the wafers with the TiN cap, probably
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Table I. Experimental conditions

Si crystallinity Si Ti thickness TiN thickness TiSi2 thickness
as-deposited doping as-deposited [A] as-deposited [A] as-formed [A]

a-Si 630 1030
a-Si 400 800 580
a-Si Boron 630 830
a-Si Boron 400 800 680
a-Si Arsenic 630 780
a-Si Arsenic 400 800 630
poly 630 1130
poly 400 800 780
poly Boron 630 830
poly Boron 400 800 680
poly Arsenic 630 760
poly Arsenic 400 800 580

because of less nitridation of the uncapped titanium than doping (e.g. wafer {c-Si, B, Ti} vs. wafer {c-Si, As, Ti} and
expected. wafer {a-Si, B, Ti/TiN} vs. wafer {a-Si, As, Ti/TiN} in Fig.

To further investigate the influence of doping and Si crys- 2). In general, As doped Si gives a rougher silicide surface
tallinity on the silicide formation, a test was performed than B doped Si. The difference in silicide surface roughness
where the as-deposited amorphous silicon was not subjected between the ix-Si and the poly-Si wafers was negligibly small
to the activation anneal even after dopant implantation, (e.g. {f-Si, B, Ti/TiN} vs. {poly, B, Ti/TiN} and {f-Si, As,
thereby avoiding Si crystallisation. Silicide was formed on Ti} vs {poly, As, Ti}), although it was observed that after
As doped and undoped wafers by reacting a 400 A thick Ti dopant activation and before Ti deposition, the As doped
layer, capped with 500 A of TiN, at 650 'C for 60 s in N2. On a-Si had a smoother surface than the As doped poly-Si. The
the undoped amorphous silicon a 870 A thick silicide was RMS surface roughness for the As doped a-Si was 130A
formed. The silicide layer was partially transformed to the while it was 230 A for the As doped poly-Si. Furthermore,
C54 phase already at 650 'C. On the As doped amorphous
Si, however, the silicide was only 340 A thick but the C49
phase alone could be detected. An amorphous Si layer has a After silicide formation at 700'C, 30 s in N2
high enthalpy which could enhance silicide formation [11]. 800 . . . . . . .Th rsneo sefctvl lwOh omtinbcue ~ ~ - - - -. 0 a-Si, --,TiT h e p resen ce o f A s eff ectiv ely slo w s th e fo rm a tio n b eca u se o 700 ..... ... ............. ............................. ........................... 2 ......... . .; ............... 0 (x-Si, --,iff a ...

the As atoms segregate the grain boundaries of the C49 W a'iTi~i2, t ereby rducing i transp rt alon these igh- U 600 ............ .. ....................... ............ . -. ....... ................... [ -Si,.B. Ti ...
TiSi2, thereby reducing Si transport along these high- 0. 0 a-Si, B, TiffiN

diffusion paths [4, 5]. 0 500 . . .. . . . ............................. ....... a-Si, As, Ti

The surface roughness and the silicide grain size are + a-Si, As, TiTNV 400 ... ............... "'" :•...... ..................................... i (Z -S pol , Tif N

strongly dependent on the silicide thickness, as depicted in .. ." . A poly,. .,Ti ......

- A poly, B, TifTiNF ig s 2 a n d 3 , r e s p e c t i v e ly . T o d e s c r ib e d i ff e r e n t w a fe r s t h e Z = 3 0 0 ..... ... .. . .. ............. ........ .... . • .. ............................ ... ................ . .... o y .T ..... .

following convention is used. "a-Si" and "poly" represent I X" V V Poly, B, Ti-N
200 . +.......n.d........ ................. poly, As, Ti

the Si substrate layers. "-,"B" and "As" indicate the Si X poy A, Ti/TiN

doping: undoped, B doped and As doped respectively. "Ti" 100 r I I I I I I
and "Ti/TiN" represent the uncapped and capped wafers. 500 700 900 1100 1300 1500 1700

The surface roughness is also affected by the type of Si TiSi 2 thickness [A]
Fig. 2. Dependence of the RMS roughness values (determined by AFM) on
the thickness of the silicide formed at 700 'C.

1200

1 1 0 0 .............. .. .... ... .. ..... ...... . ...... ............. ... ..... ..... .............. ...... ............ .... ..-- ) - -S , T .... ...

1100 - a-Si, Tifi 'After silicide formation at 700'C, 30 s in N 2
-- a-Si , Ti/TiN:

1000 ... . .. poly,Ti V [argesymols:
-A--poly, Ti/TiN Sml 20 - - ... jsymibols:C54

9000 ...................................................................... a.Si,-•.... Tib.....
9 0 0 .. ii i i • .. .. .... .. ... .. ... .•i i .i . 2 4 0 ...... ........... ............. ...................................... ............. ............................................ a ll.s y m b o l s : C 5

UO a-Si,-, Ti/TiN

80-20 00 Si, B, TiS8 0 0 ........ ........ . ............. ..... ..... .. .... .. 0 ............................................................ .............................................................. E 3,-S ,, B , T

C.1 a-Si, B, TifTiN
. 700---------------------............ 0 ac-Si, As, Tifi

7. .,.. . 1600 ............................................................................... ° ............... poly, - -,TiATiN

+ 0 poly, -Ti

I . - 0 .7_ A p o ly , , T i N
600 .......................................................................... .. ........ ... ..............7,aVToly 13iT

1200 ........ . .. ' .... ...... .. .. V poly, BT, TiN
~* * V+ polyAsTi

500 X X poly, As, TiffiN

undoped Boron Arsenic ' , '
500 700 900 1100 1300 1500 1700

Fig. 1. Impact of dopants (As and B) on the thickness (measured with RBS)
of the TiSi2 formed on a-Si and poly-Si substrates, with and without the TiSi2 thickness [A]
TiN cap layer. The experimental conditions for preparation of the wafers Fig. 3. Dependence of the silicide grain size (estimated by XRD) on the
are given in Table I. thickness of the silicide formed at 700 °C.
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after the activation the preferential orientation of the silicon ,,1 Perionaltai•. ..I. ie.a. L- l4
layers was (200) for all wafers with poly-Si and (111) for all collc w ],o,, •y Filt, Ai C ba

wafers with crystallized ca-Si. The big difference in surface
roughness between wafer {a-Si, B, Ti} and wafer {poly, B,
Ti) is attributed to the formation of C54 phase, which will
be discussed later.

Since the silicide formed on the wafers capped with the
TiN was thinner than that on the wafers without the cap, it
is difficult to observe the influence of the TiN cap on the
silicide surface roughness. The impact of the TiN cap is
probably a minor effect compared to the predominant influ-
ence of the silicide thickness.

3.2. C49 to C54 phase transformation at 700 'C

The XRD spectra in Fig. 4 show that the transformation
from the C49 to C54 phase has taken place at 700 'C for the -' rrLt w;!
silicide formed on the undoped wafers except that with the e Coile, l Window . ispity filte A oanysis Calirat

cc-Si and the TiN cap. On the doped wafers, a small amount
of C54 phase was detected only on the B doped poly-Si
wafer without the TiN cap. No C54 phase was detected for
the equally thick silicide formed on B doped c-Si without
the TiN cap. It is observed in Fig. 3 that the grain size of
C49 and C54 is comparable for the undoped wafers {l-Si,--,
Ti), {poly, -, Ti) and {poly, -, Ti/TiN}. However, for
wafer {poly, B, Ti), the grain size of the small amount of C54
phase is much larger even though the silicide is much
thinner than that on wafers {a-Si, -, Ti) and {poly, -, Ti).

The presence of dopants seems to have not only retarded
the formation of the C49 phase but also hindered the nucle-
ation of the C54 phase. The latter implies a much lower
density of nucleation sites for the C54. However, once a t S. - *

nucleus of the C54 phase forms and begins to grow, it will Eile Wridow , osplay Fitter Analysis Ca.icie

grow into a big grain before it encounters any competing
grains. This leads to a rougher surface (wafer {poly, B, Ti})
as compared to the case without the transformation (wafer
{oc-Si, B, Ti)), as observed in Fig. 2.

3.3. Surface morphology

AFM pictures of the silicide surfaces after formation at
700'C showed a distinct difference in surface morphology
between wafers with a small amount of C54 and wafers
where only the C49 phase was detected. Figure 5(a) shows
the surface, measured by AFM, for wafer {cc-Si, B, Ti) with
about 800 A of silicide after the first RTA. The silicide con-
sisting of pure C49 phase according to the XRD spectra, has

Fig. 5. AFM pictures showing (a) a smooth surface of wafer {a-Si, B, Ti};

C49 C54 poly-Si C54 C54 C49 C54 (b) a rougher surface of wafer {poly, B, Ti} consisting of a few large hills;
"and (c) a very rough surface of wafer {a-Si,-- Ti) mainly consisting of
large hills.

Poly

a: .a relatively smooth surface. Figure 5(b) shows the surface ofpoly
A _f T---N the equally thick silicide on wafer {poly, B, Ti). Now the

"silicide has been partially transformed to C54 according to
Ti- the XRD results (Fig. 4). This surface is considerably

S•-si rougher with some large hills surrounded by smaller hills.
............. T..... The large hills are most probably composed of the C54

T phase. Figure 5(c) shows the surface of wafer {l-Si, -, Ti).

1.7 1.8 1.9 2 2.1 2.2 2.3 2.4 More C54 phase has been formed for this wafer, according

d [A] to XRD (Fig. 4). The surface is very rough with mainly large

Fig. 4. X-ray diffraction patterns for the undoped wafers and for a doped hills, consisting presumably of the C54 phase.
wafer on which a small amount of C54 phase is observed (wafer {poly, B, The resistivity of the C49 silicide phase was 65-95 plt cm
Ti)). No C54 phase was detected for the other doped wafers, after the first anneal at 700 'C. After the second anneal at
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850'C, the resistivity of the C54 phase was only 15- studied. After silicide formation at 700'C, the surface rough-
25 ld) cm, indicating that the silicide layers were still contin- ness has been found to be strongly dependent on the thick-
uous after transformation to the C54 phase. AFM data ness and the phase of the silicide formed. The influence of
showed that the surface roughness was almost intact after the silicon crystallinity on the silicide surface roughness was
the second anneal at 850 'C, which is in agreement with our negligible. The dopants in the Si not only retard the forma-
earlier work where 900 'C was used for the second anneal tion of the C49 phase, but also hinder the transformation of
[12]. the C49 to the C54 phase. In order to avoid the nucleation

For device applications, a rough surface with large crys- of the C54 phase during the first step RTA, the formation
tallite grains is not desired, particularly for deep sub- temperature should be kept low (probably below 700 °C for
micrometer metallisations, where the line width (• 0.2 [Lm) is B doped silicon). However, a low formation temperature
comparable with the grain size (; 0.1-0.3 1km). Therefore, results in thin silicide layers, which in turn retards the trans-
the annealing temperature used for the first step RTA formation during the second step RTA. The required trans-
should be kept below a certain threshold in order to avoid formation temperature might then be well above 900 'C,
the formation of the C54 phase. The upper temperature which can lead to silicide agglomeration. The temperature
limit could be set at 700 0C, according to the present study. windows for the formation and transformation have become
The first annealing temperature is also limited by the silicide very narrow, and tend to become infinitely so when forming
formation on SiO 2 which leads to bridging between the gate the silicide on sub-micron poly-Si lines.
and source/drain areas of a MOSFET [9]. However, in
order for the transformation to take place easily, a relatively
thick TiSi2 layer of the C49 phase is desired [6]. This sets Acknowledgements
the lower temperature limit for the formation. For example, The authors are grateful to Prof. F. M. d'Heurle for enlightening dis-

forming the silicide at 650 °C for 60 s resulted in approx- cussions. They would like to thank N. Lundberg for the RBS analysis, and
imately 30% less silicide than when using 700 0C for 30s to acknowledge B. Rodell, J. Wittborn and Prof. K. V. Rao for invaluable

[13]. help with the AFM analysis. This work was supported by the Swedish
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Abstract doping is used to form the p+ anode emitter. The n+

GTO thyristors with a 2 cm 2 active area and small rectangular 40 * 40lim cathode emitter was produced by a POm3 process. The
emitters were fabricated using a specially developed self-aligned process anode shorts were created by simply masking the Accuspin
based entirely on reactive ion etching, RIE, technology. Each device con- doping (3901im devices) or by additional POC13 doping of
sists of 176 1 mm 2 segments containing 100 individual emitters. The devices shorts (550 jtm devices). The anode shorts pattern was rec-
were electrically evaluated and compared to standard, wet etched mesa, tangular with an even distribution over the area, and the
GTO devices of comparable size having 3000 * 200 pim large emitters.
Simulations were carried out to analyse specific features of the new devices, shorted area was 50% of the active device area. The devices
In particular the influence of the surface quality on the gate trigger current were designed for a blocking voltage of the order of 2 kV
and on-state voltage was investigated. It was demonstrated that it is pos- using a 3.50 negative bevel angle for junction termination.
sible to reduce significantly the GTO unit cell dimensions without sacrifi- Most of the runs were used for the development and verifi-
cing the yield. 23% of the cm 2 devices out of a lot containing 50 devices cation of the self-aligned, process. Three of the runs resulted
could be accepted without repair while the overall segment yield was 97%.
The dynamic performance of the devices under both snubbered and snub- in working devices which have been given full electrical
berless conditions compares well to that of the reference devices, evaluation. The layout of the test devices is shown in Fig. 1.

2.1. The self-aligned process
A self-aligned process utilising standard steps from VLSI

There is a trend towards smaller emitter dimensions in technology has been developed [5]. The self-aligned pro-
GTO thyristor design [1-3]. This decrease in unit cell cessing replaces the photolithography in the most critical
dimensions opens new possibilities to improve the usual patterning steps. These are gate contact definition, emitter
trade off between the dynamic and static properties, namely
that between maximum turn-off current and gate trigger
current. The GTO thyristors are normally designed with a
recessed gate which allows devices to be placed in pressure ""o a o
contact type encapsulation. The recessed gate is normally a a a o a a a a

processed by wet etching, producing mesas of emitters sur- a a a , a a - a a
aaaaoaaaaa

rounded by the gate. The size of the active area of a typicaloa a a a a a a a a o
3000 A device is 20-30 cm 2 . The processing of such devices a a a a a a a, a a

with significantly reduced dimensions would lead to seriousa a 0aaaaaa

problems in photolithographic patterning. In order to be
able to fabricate fine pattern GTO devices with the area and
yield comparable to those of standard GTO devices, it is +
crucial to use a self-aligned process. We have been evalu-
ating the concept of fine pattern GTO realised in alternative
ways. We call our concept the Compact GTO (CGTO) since
we put several individual emitters together in a segment
under common cathode metal. The first realisation of the
CGTO was based on combined wet etched mesa and planar
technologies [4]. This paper reports on a CGTO utilising a
self-aligned process and RIE technology. Results from first
working devices are reported here. Most importantly, the
critical processing steps associated with the technology are
identified and their impact on the electrical characteristics is
analysed using 2D simulations.

2. Fabrication of devices

Several batches of 2 cm 2 test devices were processed using
390p m 120 cm and 550 tm 200 0cm (111> silicon. Boron 4
implantation was used for the p-base and Accuspin spin-on Fig. 1. The layout of the CGTO devices.
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p-base metal + resist

T -125C

300\

E

emitter doping etch-back 0
F 200

J R..

loo

mesa etch Al etch

1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2

ON-STATE VOLTAGE, VT, V

oxide + etch polyimide + etch Fig. 3. Turn-off losses per puls versus on-state voltage for the CGTO and
references devices. Silicon thickness is 390 pm. The reference devices are
electron irradiated. The CGTO devices are as-processed and after proton
irradiation.

gate implant metal 2 The first self-aligned processed step uses the fact that
thermal oxide is thicker on the n-doped mesas compared to
the recessed and lower doped gate area. A subsequent RIE
etch back uncovers the gate area. An extra p÷ doping in the
gate is now done in a self-aligned fashion. The oxide spacers
on the sides of the mesas and the oxide on top of them are
used as a mask during the p+ Boron implantation and as

t== oxide ý resist the passivation of the cathode junction. The self-aligned

n-type polyimide pattering of the gate metal uses the fact that photoresist is

- p-type -aluminium thicker in the recessed area compared to the mesas. A

Fig. 2. The main steps of the process sequence. partial etch-back of the photoresist uncovers the emitters.
After subsequent aluminium etch only the metal over the
gate area remains. This technique is then repeated with

junction passivation and gate metallisation and isolation. polyimide instead of the photoresist to form the isolation on
The process sequence is summarised in Fig. 2. Following the top of the gate metal. Finally, the cathode metal is formed
p-base implantation and drive-in, Accuspin and POC13 and patterned in order to create the segmented layout facili-
doping of the anode and cathode emitters, respectively, are tating the repair. The final steps are laser cutting, junction
carried out. In the case of the 550ptm thick devices, the termination and edge passivation.
anode shorted areas are doped in the same POC13 process
in which cathode emitters are formed. A 10 gm deep RIE
mesa etch of the silicon is performed next to create the . Electrical evaluation
cathode emitters. This is followed by a thermal oxidation. The devices were subjected to thorough electrical evaluation

both statically and dynamically. Typical values of the main

Table I electrical parameters are shown in Table I and compared to
those of the reference devices at a similar value of VT. The

IGT (mA) CGTO devices are as-processed while the reference devices
V=24, VT(V M VD(kV) eletro a-rcsewhlterfrnce -1V 0TQ 24 V, VT 2 Vo(V are electron irradiated with a dose of about 1.7 • 3 cm-RL= 0.2 /2  

JTQ-= I1A/era 10mA

Device Tj = 30°C Tj = 125 °C Tj = 125 °C The reference devices are factory made standard devices,
with the same silicon thickness and resistivity as the CGTO

CGTO (390 pm) 400 1.95-2.35 1.7 devices. The measurement conditions were as follows:
CGTO (550 pm) 260 2.85 2.0 forward blocking voltage was measured at 10mA leakage
Ref. GTO (390 plm) 250 2.15 2.0 fradbokn otg a esrda 0m ekgcurrent, the on-state voltage was measured at 125 °C, the

gate trigger current was measured at VD = 24 V and RL =

Table II 0.2 K in the temperature range 25 to 125 0C. The turn-off
losses were measured at 125 'C and with VDM- VD =

Max. turn-off 1200 V, ITQ = 200, 300 and 400 A, C. = 1 jtF and dIRG/dt =
p-Base resistivity current density, - 14 A/jis. The snubbered SOA was determined by measur-

Device (a/sq) JTQ.... (A/cm
2
) ing the maximum turn-off current, ITQM, with VDM = VD =

CGTO(3901im) 100 200 1600V, Cý = 0.375 1 F and dIRG/dt = -14A/ps at 125 'C.
CGTO (550 pm) 190 - Snubberless SOA was determined by measuring the
Ref. GTO (390 pm) 100 190 maximum anode sustain voltage, Vcrit, under inductive load
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clamped anode voltage conditions with JTQ = 100A/cm 2

and dIRG/dt = - 500 A/gs at 125 'C. The results of the snub-
bered SOA determination are shown in Table II. During
snubberless measurements both the CGTO and reference
devices reached the limit of their static breakdown voltage
without destruction [6]. In Fig. 3 the turn-off losses per
pulse are shown for the CGTO and reference devices at a
current density of 110A/cm 2 . The reference data are after
three consecutive electron irradiation. The active areas of 2
the CGTO and reference devices are 1.8 and 2.3 cm 2 , respec-
tively.

C)

4. Simulations

The simulation effort was focused on the analysis of the o
0static parameters IGT and VT. The simulations were done

using MEDICI (TMA). In the first place, it is well known
from experience that both gate trigger current and on-state
voltage are easily increased by the reduction of emitter
dimensions. The reasons for this are both the reduction of Tj=125 C
the total emitter area and the increase in the total length of M 390 urn (A), meas.
the emitter-gate boundary. The total cathode emitter area is 0 390 urn (B), meas.

only about 15% of the CGTO device area. The correspond- A 550 urn (C), meas.

ing number for the reference devices is about 50%. The total simulation

length of the emitter junction periphery is about two times 1
larger in the CGTO devices compared to the reference 0.00 2.00 4.00 6.00
devices. Secondly, considering the sensitivity of these two Va (Volts)
parameters to the surface passivation, care should be taken Fig. 4. Simulated (solid lines) and measured (data points) values of on-state

to ensure the quality of the surface after RIE processing. voltage for the 390gtm (type A and B) and 550 pm (type C) thick CGTO
devices. The simulated 1(V) curves are for surface recombination velocityThe first devices processed successfully displayed some s150ms

peculiarities with respect to the lGT and VT. First of all,

devices showed a distinct turn-on only above -27°C. Sec-
ondly the on-state voltage measured at 80 A/cm 2 and 220 A/ dence of the lifetime is modeled by setting
cm2 is higher than simulated values assuming an ideal NSRHN-9-107cm- 3  for electron lifetime, T., and
surface (s = 0). NSRHP = 3 • 10'7 cm-' for hole lifetime, Tp [9, 10].

In Fig. 4 the simulated I(V) characteristics are shown
together with measured on-state voltage values at anode 5. Discussion
currents of 150A and 400A, respectively, for 3901am and
550pim thick CGTO devices. The simulated I(V) curves are To check the agreement between simulated and measured

adjusted by the choice of the surface recombination velocity, values, we adopted the following procedure. First of all, the
s. The best fit is found for s = 1500cm/s. In the case of the
3901gm devices two kinds of I(V) curves were observed. -

Devices displaying higher on-state voltage values (A) have -

been identified as having an expected final emitter depth of 0--

2.5 gim. The lower on-state voltage value displayed by some
of the devices (B) can be explained by assuming a 0.5 gim 200

larger emitter depth, as demonstrated in Fig. 4. This can I200 - -- ,
reasonably be related to the variations in the POCI 3  -T
process. The high-level injection carrier lifetime is 20ps and .100---

40 jis for 390 jim and 550 jim thick devices respectively, and m--- - ---

was measured by the contactless optical double laser pump- -50- -

probe method [7, 8]. The doping profiles were obtained ..-
from SUPREM- 3 (TMA) process simulations checked 2---.
against the resistivity, thickness and profile data obtained
from the process monitors. In Fig. 5 simulated IGT versus 1 o
junction temperature data are shown for 550tim thick 0 20 40 60 80 100 120

devices (C) and compared to the measured results. The TJ, degrees C

models used in the simulations include bandgap narrowing, Fig. 5. Simulated (lines) and measured (data points) values of gate trigger

surface recombination velocity, and temperature and doping current versus temperature for type C CGTO devices. The simulated curves
are shown for two values of surface recombination velocity s = 1500cm/sdependent lifetime. The temperature dependence of the life- (the solid line), and s = 0 (the dashed line). The simulated values shown

time is modeled according to z = To(T/300)" where n is set to only in the temperature range where the turn-on is distinct and well

1.65 for holes and 1.77 for electrons [9]. The doping depen- defined.
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emitter depth and doping level were determined using pro- - 27 °C for s = 0 and s = 1500 cm/s respectively, as shown
filing, junction delineation techniques, resistivity data and in Fig. 5. To reproduce the temperature dependence of the
process simulation. Secondly, the value of s was adjusted for IGT it is essential to correctly model other factors like tem-
the best agreement between simulated and measured on- perature dependence of the lifetime and bandgap narrowing.
state voltage values. Finally, the IGT versus junction tem- Considering the complexity of the problem, however, the
perature values were simulated with the s value determined IGT level, the temperature dependence and the threshold
from the VT simulations. temperature are all reproduced reasonably well (see Fig. 5)

The CGTO devices show high on-state and gate trigger using the value of s = 1500cm/s and MEDICI standard
current values even for high values of carrier lifetime in as- models for other physical quantities if not stated otherwise.
processed devices (r = 20 gs and T = 40 gs for 390 gim and
550 gim thick devices, respectively). See also Table I and Fig.
3. Simulations confirm the increase in the on-state voltage 6. Conclusions
with reduced GTO unit cell dimensions. This increase in The first fine-pattern CGTO devices fabricated with a newly
forward voltage drop has normally to be compensated by developed self-aligned process have been shown to have a
increased carrier lifetime. The penalty is however increased dynamic performance equal to or better than the standard
turn-off losses as can seen in Fig. 3. Securing a reasonable devices. The on-state voltage and gate trigger current of the
low level of on-state voltage and turn-off losses is of great CGTO devices are however poorer than the standard GTO
importance for the realisation of fine pattern devices in devices. The reasons for that, in addition to those related to
general. The CGTO devices could only reach the trade-off the unit cell dimensions, have been identified to be a shallow
between on-state voltage and turn-off losses comparable to final cathode emitter depth and low quality of the silicon
reference devices when proton irradiation was used [11]. interface after passivation. The present process sequence

The measured on-state voltage values are higher than the should be modified at two points. Firstly, the original depth
ones calculated assuming an ideal surface (s = 0). We identi- of the cathode emitter should be at least 7 pim preceding the
fled the critical processing steps responsible for this discrep- oxidation and mesa etch. Secondly, the surface treatment
ancy using process and device simulation and comparing following the RIE and preceding the thermal oxidation
the results with experimental process monitoring and device should be improved in order to produce an interface with a
evaluation data. The original CGTO process (390 gim thick low concentration of surface states. The importance of the
devices) uses relatively shallow, 3 + 0.5 gim deep, emitters silicon-silicon dioxide interface quality to the on-state
(emitter depth after POC13 process). The wet oxidation voltage and gate trigger current of the GTO devices have
results in -1.7 gim thick oxide, which is necessary to been demonstrated here for the first time. Finally, a good
provide a mask during the RIE mesa etch. This leads, agreement has been achieved between simulated and mea-
however, to a reduction of the emitter thickness. Following sured VT and 'GT values using the surface recombination
the RIE mesa etch, a 30 second 95: 5, HNO3 : HF, wet velocity s = 1500cm/s.
silicon etch is carried out to remove the surface damage
prior to dry thermal oxidation. Single oxidation (dry 0.6 gim
thick oxide) is carried out, in the case of the 3901im thick Acknowledgements
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Abstract (SI) substrate materials makes the parasitics very low and

An HBT-based IC prototyping technology is being developed at The Royal improves the high frequency aspects.
Institute of Technology's Semiconductor Laboratory, aiming for transistor
cut-off frequencies in the region of 70 GHz. Both A1GaAs/GaAs- and InP/ 2. Comparison of the InPfInGaAs and the AIGaAs/GaAs
InGaAs-HBTs have been fabricated showing cut-off- and maximum oscil- system
lation frequencies well above 60 GHz. The overall circuit technology is
based on two level metallization separated by silicon-nitride for intercon- As already mentioned, one major advantage of InGaAs is
nects and MIM capacitors, and NiCr-based resistors.

A 4 1 time division multiplexer was targeted to explore the feasibility of the high electron mobility, which can be 1.6 times higher
the in-house technology for MSI circuit implementations, especially for than for GaAs and 9 times higher than for Si. In addition,
broadband switching applications, the extent of transient velocity overshoot is greater than in

GaAs, resulting in lower transit times. The bandgap of
InGaAs is smaller than that for GaAs or Si, which is directly

1. Introduction related to the Vbe-threshold voltage. Therefore, supply

If the material within which the emitter of a bipolar junction voltage and power dissipation can be decreased, which
If the materilfitind whas ichlargerthan the emitetriolar j or offers larger complexity and improves the power-delay(BJT) is defined has a larger bandgap than the material for product, a figure of merit in logic circuit design. Thermal

the base in the same transistor, the emitter-base junction is poduct, igure f m e at-ing , is highermal

said to be a heterojunction and the device is named Hetero- conductivity, important for heat-sinking, is higher for InP

juncionBiplarTrasisor HBT) Th HB stll avethe substrates, but still below that for silicon.junction Bipolar Transistor (HBT). The HBT still have the Aluminium shows a high affinity to oxygen, which espe-
advantages of a silicon bipolar transistor, but extend them cially at a heterojunction interface can degrade electrical
to higher frequencies [1, 2]. properties by reducing mobility and enhancing carrier trap-

Due to the different bandgaps at the emitter-base hetero- ping. Due to the Al content AlGaAs suffers from high
junction an energy barrier AEg is created at the interface. A recombination velocity at the surface. The recombination
spike, which appears in the conduction band, tends to velocity is smaller in InGaAs by a factor of 1000. For HBTs
retard the flow of electrons from emitter to base. At the first this effect becomes important, when the device is scaled
glance, this seems to be a disadvantage, as the emitter injec- down to small dimensions and the emitter area-to-periph-
tion efficiency is reduced. But it provides benefits for high- erie ratio will decrease. As a result, there is less base current
speed operation, because electrons that surmount the energy in a InP/InGaAs-HBT [1, 2].
barrier are injected into the base with high forward velo- InP-based semiconductor lasers have the fastest modula-
cities, decreasing the base transit time. Furthermore, due to tion capabilities and the optical devices are operating in the
the step in the valence band, the flow of holes from base into 1.3-1.55 gim wavelength range, where silica-based fibers
the emitter region is suppressed, increasing the current gain show low dispersion and low losses. Therefore an HBT
in turn. technology in the InP-system would be an excellent base for

It is then possible to ensure sufficient current gain with future opto-electronic ICs.
high levels of base doping Nab, even higher than the emitter A major disadvantage of the InP-based system, influ-
doping level Nde, as can be seen from eq. (1), where Dflb encing both fabrication and performance, is the fact that it
denotes the diffusion constant of electrons in the base, Wb is difficult to produce high-resistivity regions by implanta-
the base width, Dpe the diffusion constant and Lpe the diffu- tion in InP, and impossible to do so in InGaAs. Further-
sion length of holes in the emitter and #BJT the current gain more, it is necessary to grow the epitaxial structure with
of a standard homojunction bipolar transistor. This high fixed alloy compositions in order to achieve lattice match-
base doping concentration level offered by the HBT leads to ing. The requirements for the growth process are increased
low base sheet resistance and emitter junction capacitance and grading of alloy compositions, widely used in AlGaAs/
and high transistor fT and fmax [eq. (2) and eq. (3)]. GaAs-HBTs, is not possible.

Dnb Lpe Nd. .e AEff_=E BJ ( AE (
lHBT- Dpe WB Nabexp kT) VTfBT" exp \ kT , (1) 3. Device fabrication

Further, the used Ill-V semiconductor materials, especially In the case of the AlGaAs/GaAs-HBT the epitaxial struc-
InGaAs, have high electron mobility, which improves the ture is grown by molecular beam epitaxy (MBE) on semi-
high frequency characteristics. Also access to semi-insulating insulating GaAs substrate. A linearly graded aluminium
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Ine ___ _ GaAs resulting in a large extrinsic capacitance. In spite of that
unfavourable ratio of intrinsic to extrinsic parasitics, the
device shows a high-frequency behaviour as good as the
AlGaAs/GaAs-HBT and it is apparent that there is con-

siderable interest in reducing the active area. Furthermore,
as a result of the mesa-structure and the deep vias to the
collector and the SI-substrate, the surface becomes very

BB non-planar and there can be concerns about the step cover-
age of metallizations for InP-based ICs.

A cross section of the resulting mesa-structure for both
the AIGaAs/GaAs- and the InP/InGaAs-HBT is given in

C Fig. 1, showing also the physical background for extraction
of the small-signal equivalent circuit, presented in the next
paragraph.

An important issue of the fabrication process is the self-
aligned base contact to decrease parasitics. Various process

1' flows have been reported with somewhat different self-

semi insulating substrate alignment techniques, but comparable high-frequency per-
formance of the device [3, 4].

4. Results* metal contact [] base layer
The microwave response of the transistors was evaluated

E-contact layer E] collector layer using an automatic network analyzer for frequencies up to

[ emitter layer [ C-contact layer

proton-implanted area c IH211
2  + Unilateral Gain -- -6dB/octave

Fig. 1. Device cross section and small-signal equivalent circuit related to 400' s -00

the device structure.

concentration in the base is used to achieve a built-in elec-
tric field and improve electron transport through the base. m
Standard optical photolithography and lift-off techniques . 20. 00 - --- - " //

are used in the fabrication process. The emitter contact with !
an area of 2.5 x 10 p.tm 2 also acts as a mask while etching
down to the base layer, defining areas for base contacts and - - - " -

for a shallow proton implant into the collector layer, which
reduces the extrinsic base-collector capacitance. To mini-
mize the undercut of the emitter mesa, a combination of 0. ooo0. - -.- io0. I - J . 0

both dry and wet etching is used. Si3N4 -side-walls are Frequency [GHz]
employed to define the spacing to the self-aligned base
contact. A base to emitter distance of about 0.2 gm is (a)
achievable. Finally the collector is connected through a non-
self-aligned via down to the highly doped subcollector. o IH211

2  Unilateral Gain - 6dB/octave

Si3N4 deposited by plasma enhanced chemical vapor depo- -0.00

sition (PECVD) is used as dielectric and evaporated AuGe/ 40.00
NI/Ti/Au and Au/Ni/Ti/Pt/Au for n- and p-type contacts,
respectively. All ohmic contacts are alloyed at the same time
at 360'C. Device isolation is achieved by deep implantation
of protons. Sputtered TiW/Au and NiCr are used for two
level circuit connections and resistances (sheet resistance 20. 00 - -

50 O/square), respectively. The temperature during the
process never exceeds 360'C in order to avoid damage of
the structure. . ,1

By modifying some of the processing steps the InP/ "
InGaAs-HBT can be fabricated using the same mask set as 5

for the GaAs-based device. Here, the epitaxial structure is .1 1.0i 10.0 0100.0

grown on an SI-InP substrate. The possibility of producing Frequency [GHz]
semi-insulating regions using proton implantation does not
exist for the InP/InGaAs-HBT, where isolation is carried (b)
out by etching the epitaxial structure down to the SI- Fig. 2. High frequency gain curves for an AlGaAs/GaAs- (a) and an InP/

substrate. The active collector area can not be diminished, InGaAs-device (b).
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CBCx respect to the AlGaAs/GaAs-system first. The aim is to have
the possibility of prototyping high-speed and opto-
electronic ICs.

CBCi Time division multiplexers operating at gigabit per
SCsecond (Gbit/s) output rates are required for digital optical

B Rcommunication systems in order to exploit the high trans-
mission capacity of single-mode optical fibers. At the
transmitting-side of a communication system, multiplexers
are combining the incoming parallel data channels to one
single data stream with high bit rate. The schematic of the

rE CBE 4 : 1 multiplexer is shown in Fig. 4.
Differential operation, the use of both inverted and non-

inverted signals, was applied for the internal as well as for
the output signals. This gives the possibility to reduce the

RE logic voltage swing, resulting in faster circuit operation, and
minimizes crosstalk between wires. The data inputs are
single-ended to ensure ECL compatibility.

For multiplexing a two stage architecture consisting of
E three 2: 1 MUXs has been chosen. Thereby, only one MUX

Fig. 3. Small-signal equivalent circuit, is operating at the maximum bit rate, whereas the other
MUX-stage is operating at half this rate. Therefore, the
incoming system clock has to be divided by two by a static
frequency divider, which also generates the different phases

18 GHz. The measured S-parameters were then used to cal- for clocking the input latches.
culate the cut-off frequency and the maximum-oscillation To switch the second stage MUX, a high-speed signal with
frequency by extrapolating the measured data by -6 dB/ the same frequency as the system clock is required. This
Oct. The high-frequency gain curves are shown in Fig. 2 for signal is generated by a XOR-gate, which acts as frequency
an AlGaAs/GaAs- and an InP/InGaAs-device. doubler when driven by two equal frequencies exactly 90

From these measurements the parameters of the small- degrees out of phase. This has the advantage that the XOR-
signal equivalent circuit, shown in Fig. 3, were extracted gate places the edges of the doubled frequency one propaga-
with eqs (2) and (3) as basis of the evaluation. The results tion delay away from the edges of the original frequencies.
are presented in Table I, compared with a fast silicon homo- Hereby, the dynamic delay for data to pass through the first
junction bipolar device, fabricated at the same laboratory. MUX stage is compensated.

- r, The input data is latched parallel and is piped through
2  rfT CBE + (rE + RE + Rc)C~c + z (2) the three stage input flip-flops by one fourth the maximum

bitrate. The use of the pipelined input increases the
fT ( maximum bit rate considerably. The clock phases are dis-

fnax = (3) tributed to the D-type Master-Slave Flip-Flops (DMSFFs)and the MUXs in such a way that no input of a flip-flop is
clocked closer than two bit duration time after the output of

5. Circuit demonstrator the previous stage, as well as there is the same time margin

Till now the technology described above was used to fabri- between the last DMSFF stage and the first MUX stage.
The same gate topology is used to create the XOR, MUX

cate single devices or SSI circuits up to 100 devices like and late in order to ceatchi and opr
and latches, in order to preserve device matching and oper-

NTL ring oscillators. To evaluate the technology on MSI ation uniformity. As a result, the delay times for all cells are
circuit design level, a 4:1 multiplexer was designed with nearly the same and the propagation delay of the basic logic

Table I. Small-signal parameters

Variable Si GaAs InP Unit

rE 2.8 1.6 1.2

RE 3.8 5.7 7.6 0
RB 50 33 34

RB. 60 10 9.1 0
R, 29 5 11 0
CBE 1060 116 148 fF

BCc 16 11 14 fF
Cacx 18 18 11 fF
T 7.0 2.1 1.5 ps

fT 15 63 73 GHz
f... 12 65 62 GHz ,

# 100 18 164 Fig. 4. Block diagram of the 4 : 1 multiplexer.
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cell is the only parameter restricting the maximum theoreti- Input 0 Input 1
cal bit rate [5, 6].

6. Simulation and layout

Simulations were done for all single device building blocks
and for the complete multiplexer including wiring parasitics
at operating speed sufficient for 4Gbit/s data rate. For
HSPICE-simulation the standard Gummel-Poon transistor
model was applied to describe the HBTs. The Spice model
parameters, shown in Table II, were extracted from mea-
surements of older devices with lowerfT. These devices were
fabricated on AlGaAs/GaAs MOCVD-grown epitaxial
structures [7].

Fig. 5 shows the simulation diagram of the 4: 1 multi-
plexer with clock, input-channels 0 and 1 in antiphase,
channels 2 and 3 tied to fixed logic values, and the differen-
tial output signal at 4 Gbit/s. Nevertheless, simulation
results have to be interpreted with care. The used Gummel-
Poon transistor model is not able to consider certain effects
specific for the HBT, especially when operating at the fre-
quency limit. Furthermore, the HF-parasitics have not been
extracted for every signal path. But the simulation gives a CL
good reliability for circuit operation and will be the base for "
future model optimization.

As already mentioned, the circuit is realized for feasibility
studies of the in-house technology with respect to MSI
circuit implementations. Therefore, the layout was opti-
mized for high yield, and for verification of the HF-
parasitics estimations done during the simulations. Wiring
parasitics and cross-coupling caused by the layout structure

Table II. Spice model parameters

AIGaAs/GaAs-HBT 0
0

IS = 3E-24 BF = 18 NF = 1.1
RE = 25 RC = 40 RB = 30

CJE = 120F VJE = 2.3 MJE = 0.4
CJC = 40F VJC = 1.4 MJC = 0.5
CJS = 7F VJS = 1000 MJS = 0.5
FC = 0.5 NE = 5 TF = 6P

-. 70 :••-' Input 1 Input 3

-1., Fig. 6. Layout of the 4: 1 multiplexer.

-1.3

-1.5 2shown in Fig. 6 were extracted and simulated using inhouse

.7 9 - - software [8, 9]. The wires are modeled as LRC-based filters.
_.99' The distributed network caused by wiring is extracted from

-. L. the layout by modelling the discontinuities resulted from
-.3

-.5 wiring redirections as series resistance and series inductance
-1 ',-' between nodes and capacitive coupling to ground, scaled by

the dimensions of the actual current terminal (wire).
u -~ Cross coupling is modelled as capacitive coupling

.... between parallel wires, scaled as a function of the distance.
This was done only on frequency-critical wires in the circuit.
The same software was used to extract performance of the

2A .... &- ring oscillators, mentioned above as the first circuits realized
Fig. 5. Simulation of the 4 : 1 multiplexer at 4 Gbit/s output rate. in that technology. Simulation of these circuits resulted in a
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delay time of Zd = 35 ps with a power consumption per gate setting up the computer system. This work is financed by NUTEK under

of Pw/gate = 70 mW, whereas the measured results were only contracts 93-02955P and PS 93-2962 DS.

slightly different with rd = 34 ps and Pw/gate = 65 mW.
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Abstract build a modern compact silicon semiconductor processing

At the University of Turku in the Laboratory of Electronics and Informa- equipment which should need only a small clean room

tion Technology a microcomputer controlled compact multichamber pro- space and form a complete system for various processes e.g.
cessor for semiconductor wafer processing has been designed and built, towards novel structures of silicon IC's. At the moment the
Several different processes like various chemical vapor depositions (CVD), equipment consists of three typical reactors with a com-
plasma etching and sputtering can be carried out. At the moment the bined vacuum system (Fig. 1). The vacuum system consists
research processor contains two reactors for 150mm silicon wafers and a
third one for sputtering is under construction. The dimensions of the pro- of a common element, a turbo pump (880 l/s), a mechanical
cessor including gas cabinets and UHV pumping equipment are about pump (63 m3 /h), and HV/UHV valves. The reactors are con-
(L x H x W) 4 x 1.2 x 1 in'. The objectives of this system are to minimize nected via flexible tubing and vacuum valves to the expand-
the need of clean room space without compromising the clean process con- able common element which can also be used to collect
ditions and to provide the means for laboratory scale integrated circuit residual gases for spectrometric analysis. The dimensions of
fabrication. For now this system can be used for processing CVD oxida-
tion, both epitaxial and polysilicon growth and plasma etching. In the the processor including gas cabinets are about (L x H x W)
CVD reactor we have grown e.g. silicon homoepitaxial layers of good 4 x 1.2 x 1 i 3 . The first reactors are aimed for chemical
quality at low pressure and temperature (0.5-200 Pa, 650-750 'C) at the vapor deposition, etching and sputtering.
growth rate of about 5 nm/min. At the moment, the gas distribution system contains high

purity process gases (Ar, H 2 , N 2 , 02, AsH 3 , B2H6 , SiH 4 ,
1. Introduction CCI4 and CF4 ) of which hazardous gases are placed in gas

Semiconductor technology has evolved fast during the last cabinets locating next to the reactors. The gas piping is

three decades. New composite materials like gallium- made of 1/4" ultrapure electropolished stainless steel (AISI

arsenide have been developed, although silicon will still be 316L) tubes. The gas flows are controlled and regulated by

the most common semiconductor. The lateral element computer operated pneumatic valves and mass flow control-

dimensions have been reduced below 1 gtm and the size of lers. The high purity of gases near the point of use is secured

wafers have grown to 25 cm. However, the use of large size with particle filters. The complete gas and vacuum systems

wafers has raised the questions of handling, processing posi- are leak tested with helium.

tion and thermal stress. Environmental aspects and low gas consumption were

The prices of semiconductor processing equipment have taken into account. Thus it is possible to keep the amount

always been high. When the requirements of the accuracy of doping gases very low. Even in the event of a severe acci-

and the stability of temperatures and other processing dent, the concentration of the doping gases in room air

parameters have been tightened, the prices have increased, would stay below 0.3 ppm. In addition, the system is

and now they exceed the resources of most universities. At equipped with a hazardous gas alarm system. The exhaust

universities and in many research institutes there is no need gases from the pumps can be fed through a microprocessor

for volume production, and it is enough, if one wafer at a controlled combustion unit where propane-air flame burns

time is to be processed and carried sequentially through all exhaust gases in a ceramic tube at the temperature of

various steps [1]. Thus, it is useful to build a versatile 2000'C.
central unit, common to all different reactors, equipped with
power supplies, automatic controls, vacuum pumps, and gas gas cabinets reactors and mass

distribution, which will serve several different reactors. The loadlock spectrometer
reactors would be used only one in turn. The required space
for the equipment and the operation area can be reduced

M2 S
below 30 i 2 . The actual footprint of the device here is only 1.2 m- T2
about 4 m2 . The lithography equipment and optical as well 1.2 m
asonelectrical measuring instruments will be needed in addi- ,[

electronics vacuum pumps

2. Description of the system 4 m

At the University of Turku in the Laboratory of Electronics Fig. 1. The schematic layout of the Multichamber processor. The main
and Information Technology we have been designing and parts of the processor are a common vacuum element D, mechanical

pumps M1 and M2, turbo pumps TI and T2, a throttle valve H, a mass

constructing a research multichamber processor for the spectrometer S, and a combusion unit C including reactors and gas cabin-

150mm silicon wafers since 1991. The goal has been to ets. The width of the system is about 1 m.
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108- first reactor was designed for epitaxial and CVD processing
F 1 with a separate loadlock connected to the mechanical pump

6-- Z to ensure clean processing conditions. The gate valve
CIL• opening between the loadlock and the reactor is

10-I 210mm x 25mm. The processing temperature of the wafer

" 10- (c) is planned to be below 900'C. In the beginning, an electric
3(b) heating method was selected. The dimensions of the graph-

10 2 I (a) ite heater are 200 x 200 x 5 mm' and the maximum heating
power is 3.6kW. The wafer being processed is pushed with a

20 40 60 80 100 steel rod from the loadlock through the gate valve on a

20 3 mm thick quartz susceptor. Process gases are distributed
into the reactor through a special nozzle about 80mm

Fig. 2. The X-ray diffraction intensities as the function of the measurement above the quartz plate. The nozzle consists of four lateral
angle 20 using CuK.l-radiation. The intensity-scale refers to the curve a, the tubes welded together to form a 200mm x 200mm square
curve b and c are shifted one and two decades, respectively. The curve a is
from the reference measurement of an unprocessed wafer, the curve b is with 20 small holes (0.2 mm in diameter) through which the

from a typical processed wafer with a 2-1am epitaxial layer and the curve c process gases are injected.
is from a wafer with a 6-jim thick polysilicon layer grown on it. The Miller The growth process for the silicon epitaxy is similar to the
indices show the allowed reflections from the silicon crystal. The strong UHV/CVD process introduced by Meyerson [2]. Epitaxial
(400) reflection peaks come from the (100)-oriented monocrystalline sub- layers were deposited on lightly doped n-type (100) silicon
strates. wafers with a resistivity of about 1 0 cm. Before the growth

At the moment there are two routinely operative reactors the wafer is dipped into 5% HF solution for 10 to 30s [3]

in the processor, the first one for CVD processes and the to remove the native oxide. Then the wafer is immediately

second one for plasma etching. The third one for sputtering moved into the transfer cassette, which is connected to the

is now under construction. The whole system is regulated loadlock. The loadlock is purged with nitrogen and pumped

and controlled by programmable logic units operated by a to a prevacuum of about 10 Pa. After that the wafer is

PC. pushed into the reactor onto the quartz susceptor under a

Some semiconductor process steps cannot be executed in low pressure nitrogen flow. Before the growth starts the

the multichamber processor and have to be done outside. reactor is pumped down below 1 jtPa to remove all possible

For example, lithographic operations are processed separa- gaseous contaminants. Then the wafer is heated up to the

tely. Also all the necessary wet cleaning and etching steps growth temperature of 650-750'C and process gases are fed

require other facilities. For these processes there is another into the reactor. The growth pressure has usually been in

small clean room for safe handling of the processed wafers. the range of 0.5-200 Pa. Silicon was deposited from silane

The transportation of the wafers between the work stations SiH 4 with a typical flow rate of 4 sccm. Hydrogen was used

is done using special cassettes compatible with the loadlock as a carrier gas and oxide growth suppressor with a typical

of the processor. flow rate of 20 sccm. Arsine AsH 3 and diborane B2H 6 were
used as doping precursors. Typically, growth rates were
found to be about 5 nm/min, which is in agreement with the
results published by other researchers [4, 5]. This gives a

3. Reactor for CVD processes high growth efficiency of about 5%. At the moment, the
possible doping range is 101 6 -101 9 cm- 3 . CVD Si0 2 films

The inside measures of the first process chambers (CVD and were successfully grown from silane and oxygen. Polysilicon
etching) are 320mm in diameter and 300mm in height and films can also be grown with this reactor. After the CVD
they are made of stainless steel (AISI 304). The chambers oxidation the reactor can be prepared for silicon epitaxy by
aimed for high temperature processes are water cooled. The short nitrogen purge and pumpdown cycles. However, the

intense use of the reactor necessitates the periodic cleaning
of the chamber.

Consequently, various thin films can be grown on silicon
wafer surface. X-ray diffraction measurements showed that
the epitaxial layers are of good quality and follow the
crystal structure of (100)-oriented substrates. Three exam-
ples of the diffraction measurements are shown in Fig. 2 as a
function of the measuring angle 20 using CuK,,-radiation.
The CuIz 2-radiation was not filtered and it can be seen in
the strongest reflection peaks. The curve a is from a refer-

ence measurement of an unprocessed wafer, b is from a typi-
71 cally processed wafer with a 2-jim thick epitaxial layer and

the curve c is from a wafer with a 6-jim thick polysilicon
__ 50 gin_ layer grown on it. The curves from unprocessed and epi-

• taxial wafers are nearly identical. The curve c from the poly-
Fig. 3. A photograph using Nomarski microscopy of the defect etched sil wafer ind icale peaks from df e silo

1-pm epitaxial layer. Yang-etch [6] was used for 180s. The wafer was pro-

cessed before the ambient air on the wet cleaning station was properly crystal planes. The strong (400) reflection comes from the
filtered and thus there exists stacking faults. (100)-oriented substrate and it is seen on all curves. The
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(200) reflection is basically forbidden in diamond crystal cessor is fully assembled it can perform all the necessary
structure but it is seen because of multiple reflections in the process steps to produce complete integrated circuits
crystal. excluding lithography and wet cleaning. The benefits with

In order to search for defects the wafer was etched by this kind of operation are the cleanliness of the wafer pro-
using the Yang method [6]. Microscopic studies revealed cessing in the system and the possibility for low cost manu-
that only occasional stacking faults were found on the facturing of small sets of integrated circuits. Also the
surface (Fig. 3). Their number was reduced practically to requirements for the clean room space are reduced and the
zero by decreasing the amount of particles locally on the process gas consumption is extremely low. When the wafers
wet clean station. are transported between the work stations the cleanliness is

secured by special cassettes.
The CVD reactor can be applied for example for CVD

oxide growth with silane and oxygen and for polysilicon
The plasma reactor is a single wafer parallel-plate system. In growth. Because of the relatively low process temperatures
this cathode-coupled RIE type reactor the top electrode and there are no autodoping problems. After the low tem-
the chamber walls are grounded and the lower electrode perature oxidation just a short nitrogen purge and pump-
with the wafer holder is powered through a dc-blocking down cycle is sufficient to clean the reactor ready for
capacitor. As the ratio of the effective areas of the alu- epitaxial processing. The expitaxial process itself can be
minium electrodes is large, a significantly high sheath dc used for several applications including selective epitaxial
self-bias potential can be produced. In the typical process growth [9, 10] and shallow structures with very sharp
pressure range of 5-100 Pa the bias voltage varies from 60 doping profiles. The dopant concentration in the growing
to 800 volts (the frequency of the rf generator is 100kHz epitaxial layer can be varied to achieve complex structures.
and the power is 65 W.) Therefore the ion bombardment can It is also easy to include a germane (GeH4) gas line to the
be adjusted for suitable anisotropy of etch processes [7]. multichamber processor whereupon it becomes possible to

The etching gases are CF 4 and CC14 , which can be used produce variable silicon-germanium structures like quantum
to etch most interesting layers, e.g. Si, SiO 2 , polysilicon and wells with the CVD process reactor [11].
Al. Selectivity can be increased with additional gases like The concept of the whole system is completely new and
02, H 2 , Ar and N 2 [8]. The preliminary results show that easily extendible to numerous applications so far difficult to
the etch rate of Si and Si0 2 is 100nm/min (pressure 10Pa, attain.
gas flow 30 sccm; etch time 5 min).

In the future the reactor will be equipped with a high
frequency generator (13.56MHz) in order to increase the
concentration of reactive radicals and etch rate of various Acknowledgements
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Abstract cycle (1)

An optimized design methodology for negative bias charge pumps is pro- CP=VDCH (1
posed. The circuit discussed gives an output voltage negative to the ground V1ut(n) VDD _ Z ( (1)
and can be used with n-substrate CMOS processes. Negative bias voltages

are used in IGBT gate drivers. The analysis in this paper is done for a where VDD is the supply voltage. And the limiting value of
resistive load, but it can be applied also to capacitive loads in steady state V when n -- o is of course VDD. If the hold capacitor is
cases with constant average current. The design rules are derived from .iIt

theoretical calculations and verified with simulations. discharged through a resistive load RL with a discharging
time tj, the output voltage after the nth cycle, when omitting
the pump capacitor discharge to load time t2 , is according

1. Introduction to eq. (2). For the moment the resistance of the switches,
Ro., is considered as insignificant. This is true when the time

Negative gate biases are used in driving IGBTs for improv- constant Ro. CP << t 1, t2 .
ing the noise margin and preventing dv/dt induced turn-on,
and for speeding up the switch-off. The negative gate bias V VDD Cp (CH e- c)
can be supplied from the power supply. However, in many t() = CH e - ti/(RLCH) • CH + Cp / (2)
cases it is more economically to generate the negative bias The steady state minimum negative voltage limit, that is the
on the driver chip. A circuit called charge pump is generally output voltage value after the discharge period t, with
used for generating this negative bias on chip.

Charge pumps can also be used for generating voltages resistive load is (when n-- c)eq. (3)
over the supply voltage (positive charge pump), and some -VDD Cp exp (-_ t/RL CH)
papers have been published about optimizing the design of V'ut(0°) = Cp + CHO - exp (--t/RL CH)) (3)

these [1, 2]. However, the author has found no papers
published during the last ten years of the optimized design The maximum negative voltage limit is calculated by setting

of negative charge pumps. the exponential term after - VDD CP to unit value. When
one takes into account the pump capacitor discharge time
t2 , the equation becomes a little bit more complicated (4)

2. Theory of negative charge pumps -VDD Cp exp -t(C -+ CI) + t2 ,

Basically a negative charge pump consists of two capacitors, Vu() = RLCH(CP+C (4)
pump capacitor CP and hold capacitor C,, and four ( ( -- t1 (C + CH)±+t2 CP"\
switches for transferring the charge from the power supply\CP + - exp RL CH(CP + CH)

via the pump and hold capacitors to the load, Fig. 1.
In the first phase the pump capacitor Ca is loaded from where VDD is supply voltage, RL load resistance, t, hold

the power supply VDD. In the second phase the charge is capacitor discharge time and t2 pump capacitor discharge

transferred to the hold capacitor CH. If there were no dis- time to load (in parallel with the hold capacitor). The steady
charge to the load, the output voltage would be after the nth state average current can be calculated from the relation (5)

'ave -Qo - Q(tt) (5)
tl

vDA where Q(t) =. CH VI, t(oo) and Qo for the case in equation (3)
CpA

V°"t QO= VDD CH Cp/(Cp + CH(1 - exp (- tl/RLCH)) (6)

A C. -A corresponding expression can be calculated for the case in
-- c [ eq. (4), too. Equation for the voltage ripple can also be

derived. Equations (3) and (4) show that the output voltage
14tz I has a steady state level between the negative of the supply

Fig. 1. The principle of a negative charge pump. The switches are shown in voltage and ground. From the desired output current or

pulse A low, pulse B high position, Cp is the pump capacitor and CH the load and the minimum allowable negative bias level one can
hold capacitor. calculate the requirements for the parameters of the charge
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conditions with constant average current. This is the normal
vW•/vDD 1.0 case with switched mode IGBT power drivers.

0.8

0.6 3. CMOS realization of a negative charge pump

0.4 :The practical realization of the charge pump can be done
with CMOS transistors, Figure 3. It requires either a n-

0.2 o substrate process or the possibility of floating NMOS tran-
0 0.1 sistors. Transistors T1 - T4 correspond the switches of

Figure 1, and the function of the transistors T5-T8 is to
1 keep the bodies of T3 and T4 in the most negative potential,

0vs ato prevent latch-up. The on-resistance of the real switches
Fig. 2. The relative output voltage Vont/VII as a function of the capac- sets another limit to the design. If the pump charging time
itance ratio K = Cp./C 1 and the time constant ratio zt 5 , where r = RL CH. (t 1 -t 2 ), see Fig. 1, approaches the time constant rp = Cp Ron)

VDD in eqs (2)-(6) will be under actual supply voltage. This

pump. If we mark the load time constant RL CH = r and the sets an upper limit to the pump frequency. The substrates of

capacitance ratio CP/CH = K, we get for abs(Voj > 0.9VDD the switching CMOS transistors must always be in the most

the conditions t 1 < T and K > 1 (t 2 < tj always). This sets negative potential to prevent latch-up. This determines the

the pumping frequency and the capacitance values. Figure 2 timing of t, and t 2 within a cycle, to give enough settle time

shows the relative output voltage as a function of the capac- for transistors T5-T8. Especially the edges of t, and t 2 must
itance ratio K and the time constant ratio T/t,. not be overlapping, because otherwise T3 and T4 and there-

The preceding analysis is done for a resistive load. It can after the hold capacitor CH would be short-circuited.

be applied also to switched capacitive loads on steady state The application of the negative charge pump described is
limited to processes with n-substrate or suitable floating
NMOS transistors. The design limitations come from the

VDD large area needed. For example a -5 V 10mA source with
A JA 4.9V upper limit with 50nF/10nF C, and CH capacitors

I Fvoneeds min. 3.3MHz pumping frequency. This set the
7 A - maximum resistance of the main switches to 1.3 0. Typical

gate width would then be 15-40mm and area 0.6-1.4mm 2 .
The fact that the outputs to the external capacitors cannot

B have protection components may cause reliability problems.

P Figure 4 shows a simulated output voltage of the ideal
negative charge pump in Fig. 1. The simulation has been

Fig. 3. The practical CMOS realization of the negative charge pump. done with PSPICE circuit simulation program. The

switches have been ideal switches with Ron = 1 K CH and Cp
-3.8v were both 10 nF and Rload = 250 Q. The supply voltage VDD

(19.85.1,-3.•829) was 5 V and the pumping frequency was 2.5 MHz. The
A.0v .alc 3.87-V nominal output current is !load = 5 V/250 K = 20 mA. The

simulation time has been long enough to reach the steady
state conditions. The simulated upper and lower limit values
are very close to the calculated ones.

c 4.4359V -
-4.4V (19A410u,4.4343) 12

-4.6v _ _ _References
19.0us 19.2us 19.4AZ 19.&6S 19.8us 20.Ous

1. di Cataldo, G., Palumbo, G., lEE Proceedings-G, 140 No. 1, 33 (1993).

Fig. 4. The output voltage of an ideal charge pump with CH = CP = 10 nF 2. Pataikuni, R., Carr, W. N., "Design and analysis of an optical-powered
and Ri.o• = 250 Q; and the calculated voltage values from eq. (4). The simu- on-chip power supply." Proc. of the 32nd Midwest Symposium on Cir-
lated average output current was 16.76mA. cuits and Systems (1989), p. 681.
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Abstract transconductance and thus with the doping concentration in

The Permeable Base Transistor (PBT) is generally considered as an inter- the channel.
esting device for high speed applications. PBTs have been fabricated on We have used the analytical expression for the unity
Silicon and Gallium Arsenide by a number of groups. In this paper we current gain frequency, fT, for an over-grown PBT pro-
reported on the fabrication of an etched groove PBT structure on 6H-SiC posed in [8] to estimate the SiC PBT high frequency
using Ti as contact metal for all electrodes. The devices have been charac- properties. The original model has been modified to be valid
terised by DC-measurements. The transistors show the normal IV-
characteristics for a such a device except for a parasitic series diode at the for an etched groove PBT and the final expression is:
drain electrode. The breakdown voltage of the gate-drain diode is generally
as high as around 60 V even without passivation of the sidewalls of the fT -- 9msat -- Vsat

grooves. 2itot 2itLeff

-- 2•08r(Vbj -qN V~ (2c=s + =DX)

1. Introduction Leff qND (2ocs -- D-

Silicon Carbide is an interesting material for high tem-
perature, high frequency and high power devices. A + I
summary of the properties of this material can be found in X
[1, 2]. Many devices may have been manufactured in SiC Vds

during the past years including diodes, MOSFETs and y =
MESFETs. There is however not reported any working Vbi- V-
PBT device on SiC. where

The PBTs are considered to perform at very high fre-
quencies. Such a device on GaAs achieved a cut-off fre- fT = unity gain frequency
quency of 200 GHz [3]. For PBTs on Silicon cut-off gm, sat = transconductance at saturation
frequencies of 120GHz have been simulated [4]. The mea- Co, = total capacitance at the gate

sured cut-off frequencies for Silicon devices are however in Vsat = saturation velocity for carriers

the range of 25 GHz [5, 6]. Leff = effective channel length, explained in text below
PBTs could either be manufactured by etching of grooves a = line width of the grid, the grid spacing is 2a

for deposition of the gate metal or by overgrowing the gate Vbi = built in voltage of the gate diode

grid with Silicon. The etched groove PBT is estimated to VIs = gate to source voltage

have better high frequency properties than the overgrown Vds = drain to source voltage
[7]. ND = doping concentration in the channel

There is some confusion in the literature concerning thename ofthe lecrode ofthe BT.Howeer incethe The first equation in this set is the standard equation for fr
names of the electrodes of the PBT. However since theMESFET
device essentially operates as a vertical short channel has, in this case, to be replaced by the effective channel
MESFET we have used the names source, gate and drain in length takin to accunt the effects.
this paper. ,, taking into account the two dimensional effects

SiC offers a number of advantages for manufacturing of and the capacitance under the gate. The parameters 11, 01, Os

PBTs compared to silicon. The high saturation velocity for reflect the geometry of the grid and can be regarded as inde-

electrons in SiC predicts higher operating frequency than in pendent of material and doping levels. The values of these
silicon. Schottky contacts formed on SiC generally have parameters are always in the range 0.5-1. EstimatedfT for a

silion.Schttkyconact fored n SC geeraly ave SiC PBT with grid line width a = 0.2 p~in, channel doping
much higher barriers than Schottky contacts to silicon. This ND = 1.5 x 1018 width a = 0.5, cn doping
will reduce the gate leakage current and in combination NI = 1.5 x 10' S cm 3 , Vis = 0.5, Vs = 0.5, V = 0.5, v55, = 2
with the high breakdown field in SiC allow fabrication of x 10scm/s, Vde = 4.0V and VS , = 0.0 V is 90GHz. The
PBTs with high channel doping. This is important since the same estimation for a Si PBT with the same parameters
maximum operating frequency of a PBT increases with its yieldsfT = 32GHz.

The high channel doping for the PBT on SiC has been
* Also: Mid-Sweden University, Dept. of Electronics, S-851 71 Sundsvall, chosen according to our results for schottky diodes on SiC

Sweden. in another study [9].
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A large part of the effective channel length is due to the Gate contact Gate Drain

capacitance under the gate fingers. If these capacitance X \4

could be removed then the estimated fT increases to
550 GHz for the SiC PBT and 80 GHz for the Si PBT. The
estimation is based on the drift diffusion model and no hot
electron effects have been included. The transcounductance
is proportional to the square root of the doping level which
gives a 3.87 times higher transconductance for ND = 1.5 /-

x 1018
Ccm- compared to ND = 1.0 x 1017 cm -. If the two SOURCE contact

times higher saturation velocity in SiC compared to Si is Metal (Ti) Y/// Epitaxial (Nd=1016 ) V1111, Bulk (Nd=1018)

also included then the transconductance of the SiC device Fig. 2. Side view of a transistor showing the different layers. Since the

rises to 7.74 times the transconductance for a Si device with wafer used lacked the upper epitaxial layer the top contact became rectify-

the same geometrical structure. ing. Thus the back contact had to be used as source and the top contact

In this project we fabricated an etched groove PBT. The had to be used as drain, i.e. forward biasing the diode.

drain consists of finger shaped structures formed by dry
etching of grooves. The width of the grooves is in the range
1-2 gtm. The gate area is extended in order to allow charac- implantation, a technique which still has severe problems,
terisation by probing. A top view of a transistor is shown in could be avoided.
Fig. 1. Transistors with four different sizes of the active area
exist on the mask. The areas are 625, 2500, 5625 and 2. Processing
10000 gtm 2. Gate and source contacts are formed by self
aligned metallisation. Ti is evaporated on to the wafer. The The starting material for this process was a n-type 6H-SiC
sidewalls of the grooves are then cleaned by wet etching in a ( = ) yp p y
HF solution. The method of self aligned silicidation used for top of it. The wafer was supplied by Cree Research Inc. The

PBTs on silicon [10] is more difficult to use in SiC tech- doping of the epitaxial layer was specified to be ND = 3.6

nology since Schottky contacts formed by silicidation on x 10"cm and the thickness of the layer was specified to

SiC are generally less ideal than Schottky contacts formed be 3 gtm. The etch mask for formation of grooves was

by deposition of metal [11, 12]. defined using standard photolithography. Titanium was

An optimal wafer for this process is a n-type 6H-SiC bulk evaporated on the wafer with a thickness of 200 A, then a

wafer with two n-type epitaxial layers on top of it. The first 2000 A layer of Nickel was evaporated on top of the Ti

epitaxial layer, with low doping, is used for the channel of layer. The metal mask pattern was then defined by lift-off.

the transistor. The second layer, with high doping is used The Ti layer causes good adhesion to the SiC and protects

for source or drain contact depending on the polarity of the the photoresist during evaporation of Ni. The Ni layer pro-

voltage in the channel. Unfortunately no such wafer was tects the Ti layer during etching.

available at the time of processing so we had to use a wafer Etching was done by RIE in a gas mixture of 50 sccm

with a single epitaxial layer. The disadvantage of that is that CF4, 10sccm Ar and 5sccm 02 at a RF-power of 100W

the top contact will be rectifying. That contact then has to during 1 h. The pressure in the chamber during etching was

be used as drain causing high electric fields at the sidewalls. 15 mTorr.

The structure of the transistor is shown in Fig. 2. The result of the etching was checked with SEM and the

An advantage of this process is that the entire structure etch depth was measured to be 1 gim. (Fig. 3) The sidewalls
can be created using epitaxial layers. Thus doping by ion were not exactly vertical. The deviation from the vertical

axis was about 230. This effect causes the finger widths to be

larger than expected from the lithography.

__ww

Fig. 1. SEM-picture showing the mask layout for one transistor. The dark
areas are source (drain) and the light areas are gate. The gate is extended to Fig. 3. SEM micrograph showing some transistor fingers after etching and
the left in order to give space for probing. The source fingers are connected metallisation. The nominal width of these fingers was 2 gm. Due to widen-

by the vertical bar in order to ensure that all fingers are contacted when ing of the pattern during lithography and the non-vertical slopes from
probing. etching the finger width at the bottom of the groove is 3 Iom.
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After etching the structures were cleaned in an oxygen 100
plasma for 10min in order to remove any residues from the 10 o m e

etching. Then 3000 A of Ti was evaporated on top of the
wafer using an electron beam evaporator. The base pressure 0

before evaporation was about 10- Torr. 0.1 •.•
The evaporated metal film is much thinner on the side- 0.001

walls than on the top and bottom of the grooves. In order • 0.001
to clean the sidewalls, and thus isolate the gate from the 1"10-4,'

drain, the samples were etched for 4min in a 0.1% HF solu- 1.10-5

tion. The sheet resistance of the Ti layer had then increased 1*10-6

by a factor of two indicating that the thickness of the Ti 1*10-7
layer had decreased to half of its initial value. Electrical 1,10-8 I I AI

measurements confirmed that short circuits between gate 0 0.2 0.4 0.6 0.8 1
and drain no longer existed. v

Back side metallisation was done by evaporation of Fig. 5. Forward current density as a function of forward voltage for a gate

3000 A of Ti using the same equipment as for front side diode. The ideality factor is 1.05.
metallisation. Finally the samples were annealed at 515 'C
for 1 h. No passivation of the sidewalls was done.

sal Source and HP3458A Multimeter. The results of these
measurements are presented in Fig. 5. From these results a

3. Characterisation Schottky barrier height of FD = 0.96eV and an ideality
After processing the transistors were characterised electri- factor of 1.05 were extracted. The diodes show good rectify-
cally by DC measurements. First the gate diodes were char- ing behaviour and the reverse leakage currents were always
acterised by measuring IV and CV characteristics. Then IV below 1 gA at reverse voltages of up to 30 V.
characteristics for a number of transistors were measured The same measurement set-up was also used for measur-
and the results were compared to check the scaling proper- ing the IV-characteristics of the transistors. The top elec-
ties. trode contact was used as drain and the back side of the

CV-measurements were performed using a HP4279A CV- wafer was used as source. During the measurements the
meter at a frequency of 1 MHz. A probe tip was placed on source was grounded and the voltages of the gate and
the metal area on the left side of the gate diode (Fig. 1). The the drain were varied. The results for a typical transistor are
back side of the wafer was used as the second electrode, presented in Fig. 6. The drain current is measured for a

For reference the same measurements were done on a number of different gate voltages. The gate voltage varies in
gate diode and on another diode with the same area but on the range 0--20 V and the drain voltage varied in the
an unetched part of the wafer. The results from the. CV- range 0-10 V. The diode at the drain contact causes the
measurements are presented in Fig. 4. drain current to be almost zero for drain voltages below

The border between the epitaxial layer and the bulk of 1.5 V.
the wafer can clearly be seen in the figure by looking at the The dependence of drain current on active area was
different slopes of the curves. The measurements gave a checked by measuring the IV-characteristics for transistors
doping concentration in the epitaxial layer of ND = 7 with the same grid dimensions but with different active
x 1015 cm -, a Schottky barrier height of 0, = 0.95 eV, an areas. Drain current scaled well with active area for all four

initial thickness of the epitaxial layer of 1.6 pm and an sizes of transistors.
etching depth of 1 gm, using a diode area of 26 400 jtm 2. The dependence of drain current on grid dimensions was

IV-characteristics of the gate diodes were measured in a checked by measuring IV-characteristics of transistors with
computerised measurement system using HP3245A Univer-

4* 1023 .. ' 50
• ."" • *Vg=0.,•45 045

3*1023 
40 0 Vg=-4

3,1023 . Unetched diode 35 Vg-8 ... ...

1/F" .5'30 0 Vg=-12 ll

2* 1023"" 25 Vg=- 16

0 3 •" Gate diode 201,1023 .o 15• ••• ,,.,

10 ......-", .,,

I I I I0 •/ ' -it

0 5 10 15 20 0
v 0 2 4 6 8 10

Fig. 4. 1/C2 as a function of reverse bias for a gate diode and an unetched V
diode with the same area. The border between the epitaxial layer and the Fig. 6. I/V characteristics for a typical transistor. The effective grid width
bulk is at the knee in the curves. Etching depth and thickness of the epi- is 2.5 pm. The drain current is expressed as current (in gA) per gm finger
taxial layer can be calculated from these curves, length.
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different grid widths. In this case the scaling was not as transistors with the same doping, is only controlled by the
exact as for transistors with different areas. This can prob- finger width.
ably be explained by uncertainties in the lithography and
effects of the non-vertical sidewalls.

In this process no passivation of the sidewalls after 5. Conclusions
etching of the grooves was done. This was expected to cause
some problems with high leakage currents and diode break- We have fabricated PBTs on 6H-SiC using Ti as contact
down especially since the top electrode had to be used as metal. The transistors show the expected behaviour. Thedrain leading to high electrical field at the sidewalls. transistors are able to handle high voltages without any

drai ledin tohig elctrcalfied a th siewals. sidewall passivation. This is very promising for further
However most of the gate-drain diodes could withstand at dewalopaivtio n Thi ise promisior ftleast 60 V. development of SiC permeable base transistors.

The material properties of SiC makes it suitable for
obtaining a PBT with high fT. We have also theoretically

4. Simulations and discussion showed that cut off frequencies in the range of 500 GHz

In order to compare our results with theoretical results the could be achieved with the proper material and an opti-

structure was also simulated with MEDICI. The values used mised process.

in the simulation were ND = 7 x 10" cm-', epi layer thick-
ness 1.6 pm and finger width 2.5 gm. Material dependent Acknowledgements
parameters were essentially extracted from [13].
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Abstract The present study focuses on the impact of the emitters on
the forward voltage drop (which affects the heat generation)

This study focuses on the impact of the emitters on the forward voltage in Si and 6H-SiC PIN 5 kV diodes. Figure 1 shows the
drop (which affects the heat generation) in Si and 6H-SiC PIN 5 kV diodes.
The influence of the Shockley-Read-Hall (SRH) lifetime on the forward structure, which has been used in the one-dimensional simu-
voltage drop was investigated. It was found that the forward voltage drop lations. The emitter doping profiles were chosen as nearly
of the 5 kV Si diode depends much stronger on the SRH lifetime than the abrupt. Wm denotes the width of the lowly doped middle
5kV SiC diode. The influence of minority carrier transport in the highly region, W.1 and Wp the depth of the n ' and p + emitters
doped emitters on the forward voltage drop in 5 kV Si and SiC PIN diodes CP

was quantified. Additionally, two-dimensional simulations of a mesa-etched respectively. The emitter doping concentrations are labelled
5kV PIN diode in 6H-SiC show a large impact of anisotropy on the N~n (n-side) and Nep (p-side). Finally, a demonstration of the
forward voltage drop at high current densities. These simulations indicate impact of anisotropy in mobilities, dielectric constant and
that large advantages with respect to forward voltage drop could be ionization coefficients on the forward voltage drop of
achieved in mesaetched 5 kV SiC PIN diodes by choosing the substrate in a 6H-SiC bipolar devices is presented; 2D simulations of
direction parallel to the c-axis. This result is interesting since most sub- a-etched 5 kV PIN-diodes with two different crystal
strates commercially available today have the polished surface perpendicu- oen
lar to the c-axis. orientations have been chosen for this illustration. This

structure is shown in Fig. 2.

1. Introduction 2. Theory

Heat generation in power devices is responsible for a sub- 2.1. Recombination in PIN diodes
stantial amount of the cost for power electronic systems. The influence of the emitter properties on the forward
Therefore it is of great interest to the power industry to try voltage drop (and adherent heat generation) in a PIN-diode
to reduce the dissipation of heat in power devices under is partly caused by the injection of minority carriers into the
static and dynamic conditions. The PIN diode represents emitters. A high injection of minority carriers into the emit-
the fundamental structure for several power devices under ters affects the injection level of the electron-hole plasma in
forward conduction. Recombination at high current den- the lowly doped middle region, which will influence the
sities will predominate in the highly doped n+ and p+ emit- forward voltage drop. The minority carrier current injected
ters and will influence the injection level of the electron-hole into an nv emitter can be written as,
plasma in the n-base, which affects the forward voltage drop
in a Si PIN-diode [1-4]. The heat generation in a Si diode if W
will thus strongly depend on the properties of the emitters. Jp = hulk + Jsurf = q dx + qsp(p' - Pso)
The progress of numerical simulation of semiconductor
devices during the last years has made it possible to study
much more in detail the influence of a variety of physical
models on device performance.

In the field of power electronics silicon carbide (SiC) is Nep Nen
attracting a lot of attention. This is because of its high criti-
cal electric field, large bandgap and high thermal conduc- +

tivity. A lot of the present research in the area focuses on P
growth and characterization of this material. However, it is
of great interest to explore the characteristics that can be
expected for future SiC devices. From general consider- n-
ations, equations for anisotropic properties of semicon-
ductors such as SiC have been derived [5]. These equations
have also been implemented in a simulation code [6], which
enables us to investigate the impact to anisotropy in SiC Wep 0 Wm 0 Wen
power devices. Experimetal work [7-9] has made it possible en
to calibrate some of the physical models to measurements. Fig. 1. PIN-diode in ID.
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10 [urn] For the 6H-SiC simulations mobility was modelled
according to [9]. At 300 K the anisotropy takes the values,

"n+ Oxide Yn.i = lin 'ip.± = .U (3a)

Siu., II = i,/4.914 u,, 11 =uLp (3b)

Case 1 Case 2 where 11 denotes a direction parallel to the c-axis and _L a
n direction perpendicular to the c-axis. Incomplete ionization

± J_ C c of donors and acceptors has been accounted for. Doping
with nitrogen leads to a donor which has three different

,C e c energy levels below the conduction band. The ionization

energies are [17]
jP E, - Edl = 81 meV, E, - Ed2 = 137.6meV,

trn

80 [um] E¢ - Ed 3 = 142.4meV (4)

In actual simulations and if one is not concerned with the
Fig. 2. Mesa-etched PIN-diode for demonstration of anisotropy, dynamic effects of incomplete ionization, it can be demon-

strated that these three energy levels to a very good approx-

where Jbulk and Jsurf are the contributions to the minority imation can be lumped together and replaced by a single

current from carriers recombining in the emitter bulk and at level at

the surface, i.e. at the emitter contact, respectively. W E, - Ed = 100meV (gd = 2) (5)
denotes the emitter depth (including the space-charge
region), U the recombination rate of electron-hole pairs, Sp Doping with Al leads to one acceptor level at [18]

the surface recombination velocity at the emitter contact, pA E. - E, = 200 meV (g. = 4) (6)
the hole concentration at the emitter contact and p.o the
hole concentration at the emitter contact in thermal equi- No Auger coefficients are available for any polytype of SiC.

librium. A very crude order of magnitude choice would be to use the

Two types of emitters can be classified [10] with the help Dziewor-Schmid values for Si (Cn = 2.8 . 10-31, Cp = 1.0 •

of the transparency factor, 10" 3, [14]). Impact ionization coefficients were modelled
as

a, = Jp(W)/Jp(0) (2)

where W was defined to denote the location of the emitter a ne (- bn p/E) (7)

contact and 0 the emitter edge of the space-charge layer in where Ei is the projection of the electric field in the direction

the quasi-neutral part of a diffused emitter. It demonstrates of current. From references [7] and [8] we have

the fraction of carriers recombining at the emitter contact as nI =a n ap, 11 = cp (8a)
opposed to those recombining in the emitter bulk. For
opaque emitters, almost none of the minority carriers that a"n , = /3.5 p, = ap (8b)

are injected into the emitter will reach the emitter contact At 300 K these parameters take the values (as can be
and at, z 0. By contrast, for transparent emitters nearly all deduced from [7]):
minority carriers that are injected into the emitter reach the
emitter contact and a, & 1. Because of this there is a large a, =4.95106 cm- ap =2.16•10 7 cm 1  (9a)
difference in the influence of the surface recombination bn = 2.58 107V/cm bp = 1.90 107 V/cm (9b)
velocity at the emitter contact for the two emitter types. The components of the low frequency dielectric constant

2.2. Physical models for simulation have the values [19] e, = 9.66 and s11 = 10.03. Finally, the
bandgap for 6H-SiC at T = 300 K is 2.95 eV [20], whereas

In this study all simulations were done with the simulation the effective masses have been set equal to the free electron
prcogrtamso MfoC [11] curoperteny undr devlopntutor. mass. This is generally of minor importance, but reflects the
account also for anisotropic properties in semiconductors. fc htpbihdvle fteefciemse ifrsb

In te peset stdysimlatins avebeendon wihin fact that published values of the effective masses differ sub-
In the present study, simulations have been done within stnily

the drift-diffusion approximation with a constant tem-

perature (thus excluding the heat conduction equation). 3. Method of comparing PIN-diodes in Si and SiC
Consequently, the set of equations used is Poisson's equa-
tion and the continuity equations for electrons and holes. Comparison of the heat generated in PIN-diodes in Si and
For 6H-SiC, the dielectric constant and low-field mobility SiC under forward conduction has been made. In order to
are diagonal tensors of rank 2 with two elements equal, dif- compute the total heat generated by these diodes for a spe-
ferent from the third [5]. The following physical models cific application it would be necessary to take into account
were used for the Si simulations: Dorkel-Leturq mobility both static and dynamic losses for that specific circuit and
model [12], SRH recombination with doping dependent driving conditions. Here, however, only the differences
lifetimes [13], Auger recombination with constant Auger during forward conduction are demonstrated. The criteria
coefficients, (using the Dziewor-Schmid values Cn = 2.8- for comparing the two PIN-diodes in Si and SiC was to

10-31, Cp = 1.0- 10-31 [14]) band gap narrowing [15] design them for the same reverse blocking capability. Non
and Fermi-Dirac statistics. punch-through designs for 5 kV were chosen.
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4. Results and discussion Emitter doping concentration and depth of the emitters

Simulations of the structure in Fig. 1 in the reverse direction were varied in order to investigate what effect the minority

with a breakdown voltage of 5 kV yielded a doping concen- carrier transport in the highly doped emitters has on the

tration in the middle layer of Nd = 2 • 1013 cm- 3 for the Si conductivity modulation and the resulting forward voltage

case; this gives a width of Wm = 572 gim of the lowly doped drop of the diodes; the SRH lifetime was set to 4,4 gis, which

middle region for a non punch-through design. The corre- corresponds to a high frequency Si diode. With this lifetime

sponding values for the SIC diode were found to be Nd = the two diodes will have the same forward voltage drop at

3.5 .n1015 cma3 with W. = 40 im (electcre field parallel to 100A/cm2 for the chosen emitters, and both are designed

c-axis) and Nd = 2.6 0llCm -with W -45 jim (electric for 5kV. Figure 4 shows the results of varying the n'

field perpendicular to c-axis). Figure 3 shows how the emitter for the Si and SiC diodes at a current density of
forward voltage drop varies with high injection SRH life- 100A/cm2 . The simulations were done for two surfaceforwrd oltge ropvares ith ighinjctin SH lfe-recombination velocities for the minority carriers at the
time (Tn + ip), obtained by numerical simulation for the Si emitt onta ct;es cor toe m eta ca ct and

diode and the 6H-SiC diode (with electric field along the emite cm/s s a possiblesvalue fo a pol emitt [1]
c-axis) for two different current densities. Emitter doping S = 103 cm/s is a possible value for a poly-Si emitter [-16"].
c-onentratwons different5 current densiiesEmitter dopig The influence of the emitter parameters is much stronger for
concentrations Nere = 5c " 10s cm and emitter depths the Si diode. This agrees well with the conclusion above,

diodes show quite different behaviour. The forward voltage that the voltage drop over the middle region in the SiC
diodes show qtheS differdepents b vurTh e ftorard von ltge- diode will be smaller than for the Si diode for a lifetime of
drop of the Si diode depends much stronger on SRH life- 44js neitrwt ,=i~c/ sawy etro

time than the SiC diode. If we consider a current density of 4,4e gs. An emitter with Sp = 10'cm/s is always better or

100A/cm 2 (a typical operating condition), we note that up equally good as the emitter with Sp = oo. For Si emitters

to approximately 4 is the SiC diode shows the lowest with an infinite surface recombination velocity a high

forward voltage drop. This is because of a much smaller emitter doping and depth is required to minimize the minor-

voltage drop over the middle region in the SiC diode com- ity carrier current. A Si emitter with Sp = 10' cm/s should be

pared to Si. On the other hand, for lifetimes greater than as thin as possible and lightly doped; Fig. 4(a) suggests a

approximately 4 jts the Si diode will have the lowest forward doping of about 5 - 1017 cm-3 for the studied Si diode.

voltage drop. This seems reasonable since the total voltage These principles agree well with results presented by del

drop over the emitters in the Si diode is smaller than in the
SiC diode due to a smaller built-in potential of the Si >
emitter junctions (because of the bandgap difference). Thus, .

when the voltage drop over the middle region in the Si i Si
diode is small enough, the forward voltage of the Si diode - 3.8

will be the lowest. Increasing the current enhances the 6
importance of the middle region. As can be seen in Fig. 3, C 34

for a current density of 1000A/cm2 the forward voltage 3.2,

drop of the SiC diode is lower than the of Si for lifetimes 3

shorter than approximately 601gs. SRH lifetime will be a 2.8, _ s
much less critical parameter for the forward voltage drop of 10
the SiC diode than its Si counterpart; this means that it is 8 6 17

possible to design a 5kV SiC diode for high switching fre- en 110,8 10

quencies and still keep a reasonably low forward voltage 1020 10'9

drop. By contrast, for high lifetimes (i.e. low frequency (a) N en

applications) the Si diode offers the lowest forward voltage
drop. In order to compare the total heat generated by the
diodes for a certain frequency it is necessary to take into
account the dynamic losses. 7

SiC

30-

Si
25 2

20 ! -- 1000 [A/cm2
1

110

> 10' W e 8

5 
2 1020 1019 11

(b) Nen

0" Fig. 4. Dependence of forward voltage drop on emitter doping concentra-

0,1 1 10 100 tion and emitter depth for the n+ emitter. The lower curve planes are for
Lifctimc [us] s = 103cm/s and the upper for s = oo cm/s; (a) 5kV Si PIN diode, (b) 5kV

Fig. 3. Forward voltage drop versus high injection SRH lifetime (T. + -r). SiC diode. Note the different scaling of the z-axes.
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Alamo [10] for diffused emitters. For the SiC emitter [Fig. Figure 5 shows the results of 2D simulations of a mesa-
4(b)] the same dependencies are observed although much etched 6H-SiC diode (defined in Fig. 2) for two c-axis orien-
weaker. This tells us that the influence of the emitter doping, tations. Both diodes were designed for 5 kV through ID
emitter depth and surface recombination velocity on the simulations in the reverse direction. In Figs 5(a) and (5b) we
conductivity modulation in the investigated 5 kV 6H-SiC note the large difference in the shape of the electron-hole
diode is more or less negligible with respect to forward plasma for the two crystal orientations. For case 1 (see Fig.
voltage drop. 2), a lot of carriers are injected along the right part of the p÷

CaseseI

S19 Cas 9 19

: .o i j19 19

I

C sL
1o 16

4,0 Cas 1

051

(a) V(Vot (b)

0-

0Case 1
CoE Case 2

0-

0.0 5'.0 . 106.0...

(C) V (Volts)
Fig. 5. Two 5kV SiC PIN diodes with different c-axis orientation; (a) Case I in Fig. 2. (b) Case 2 in Fig. 2. (c) IV-characteristics for the different orien-

tations.
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Abstract The layer structure is shown in Table I, where the

Low reverse leakage silicon carbide pin rectifier diodes with a breakdown dopings are measured by a capacitance-voltage technique
voltage reaching 1100V are experimentally shown to have acceptably low by the supplier.
forward voltage drops, dominated by the built-in voltage. Numerical simu- The device geometry, a straightforward mesa with a
lations of the experimental structure, using a measured carrier lifetime of somewhat retracted p-type contact on top, is shown sche-
25 ns, validate the existence of a conductive plasma in the lowly doped base matically in Fig. 1. The diameter of the mesas are 50, 100
layer, despite a poor injection efficiency, related to the incomplete ioniza- and 200 pm measured at the top. The mesas are about
tion of the aluminium acceptor. Simulation also indicates the need for a
lifetime of - 100 ns in a 3.0 kV device. 1.2 gm tall, i.e. the p layer is etched through with a

nominal 2000 A margin. Etching is done with RIE using a
CF,/Ar/H 2 plasma at a rate of 1.0 gm/h. SEM reveals a 200

1. Introduction slope of the sidewalls.
The p-type contact consists of a sandwich of AMTi plus

Silicon carbide (SIC) has been identified as a near-ideal TiWAu deposited after a 300s anneal at 950 'C in an RTA
semiconductor for power devices, owing mainly to its dielec- system. The n-contact consists of a NiTiPtAu, deposited
tric strength, thermal conductivity and band-gap [1]. The over the entire back side. Before the deposition of the bot-
dielectric strength is extraordinary: at 3 MV/cm, the critical tommost contact layer, a short in-situ Ar sputter is used to
field acceptable before avalanche breakdown is ten times clean the SiC surface.
higher than in silicon. This allows a layer that blocks a
certain voltage to be ten times thinner than in silicon, lower-
ing the forward voltage drop. The thermal conductivity is 3. Results
about three times that of silicon: at 5 W/Kcm, it is similar to p-type contact resistivity was measured with the transmis-
that of copper. The band-gap, lastly, is wide, ranging from sion line method (TLM) to reach a low 2 x 10- ohm cm 2.
2.4 to 3.2 eV depending on the sort, or polytype, of silicon n-type contact resistivity was not measured since the large
carbide. In the case of 6H SiC, the polytype of SiC used in size of this contact makes resistivity non-critical to our
this study, the band-gap is 3.0eV, in principle permitting devices.
temperatures above 1000 °C in typical power devices.

Additional merits of SiC for power devices are the chemi-
cal inertness and mechanical robustness, which may facili- Table I. Wafer layer structure
tate packaging, and the radiation hardness.

While majority carrier devices such as Schottky diodes Purpose Thickness (im) Doping (cr-)

can be employed at fairly high voltages, in theory as high as p+ contact layer 1 1.1E18

5kV at room temperature [2], pin-structures that rely on n- base layer 9 7.9E15

double injection and conductivity modulation are necessary n' buffer layer 0.5 >1E19

for achieving low conduction losses in high-voltage device substrate 300 2E18

designs operating at higher current densities and at higher
temperatures [3]. This poses requirements on minority p-type contact
carrier lifetimes, emitter efficiencies and other properties p-type
that are little explored in SiC. The aim of the present work 1 pm P+
is to investigate experimentally and by means of simulation
the attainability of conductivity modulation in SiC pin
diodes, and thus their feasibility for high-voltage rectifica-
tion with low on-state losses. 9 pm n-

2. Device fabrication n+ substrate n-type contact
Vertical p+n-n+ diodes were fabricated using commercial
CVD-grown epitaxial SiC of the 6H polytype. The material
was purchased in 1" wafers from Cree Research Inc [4]. Fig. 1. Cross-sectional schematic view of a device.
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,-- 101 the use of 25 ns for room temperature minority carrier life-
"10 a 4time yields good agreement with experimental I-V curves.
• 10 a: 473K The excess recombination in the low current regime is

'- 101 b: 370K underestimated by the simulator, as there are for example
c: 300K

1i00 no interface traps specified. The simulator overestimates the
effects of series resistance in the substrate, since the actual

• 10 current spreading is larger than allowed by the simulated

c 10. geometry.

"10-1 a Figure 3 shows the simulated carrier concentrations

c 1a0- - across the pin diode structure at room temperature and
,b 0500 Acm-2, using the measured carrier lifetime. For theS10-5 •,,,

C 1simulated case "1", it can be seen that the carrier concentration in the

10-6 lowly doped n- base is three times the doping level. There is
' thus an injected plasma and a significantly improved con-"10"70 1.0 2.0 3.0 4.0 ductivity. It is interesting to note that this injection level is

Forward voltage VF (V) reached in spite of the very low efficiency of the p÷ emitter

Fig. 2. Current density vs. forward voltage measured at three different tern- (y = 0.4). This low value is partly caused by the low activa-
peratures, and the simulated characteristic for room temperature. tion of the p-type dopant, aluminium, that has an activation

energy as high as 220 mV; if the emitter efficiency is calcu-
lated while neglecting the incomplete ionization of the

The highest breakdown voltage observed was Vbr = acceptor, the value becomes y = 0.6. Although this is also a
1100V, with a full 60% of the 200gtm diameter devices low value, the injected carrier concentration becomes as
being able to sustain 1000 V. While this is lower than the much as three times higher than when the incomplete ion-
highest value reported [5], Vbr = 2200 V, it is a high fraction ization is properly accounted for (see Fig. 3).
of the calculated bulk breakdown voltage in the absence of Too short carrier lifetime in the base layer cause unac-
edge effects, Vb, = 1700 V. Measured in an SF 6 gas ambient, ceptably high voltage drops in pin diodes. While 25 ns was
breakdown luminescence is clearly observed from bright found to be a sufficient lifetime for the above device, which
spots around the perifery of the device, indicating current has a calculated bulk breakdown voltage of 1700 V, the
filamentation. About 1 mA of avalanche current could be question arises about the shortest lifetime necessary to
passed through a 200 ptm device, before destructive flash- avoid high voltage drop for this and higher voltage designs.
overs occur. Flashovers in the surrounding media cause sig- To find out, a set of simulations were carried out for diodes
nificant problems when characterizing high-voltage SiC with calculated bulk breakdown voltages of 1.7 kV, 3.6 kV
devices. SF 6 was found to a better ambient in this respect and 5.4 kV. The 1.7 kV diode has a layer structure identical
than fluids such as Fluorinert FC-70 [6] and oils used for to the experimental diode. The 3.6kV diode has a 1 gm p +
isolating transformers and capacitors. layer doped to 1 x 1019cm- 3 on top of a 20pm n- layer

The reverse leakage current is very low, and indeed too doped to 5 x 101'cm-3 , while the 5.4kV diode has a 1 im
low to be easily measured: up to the breakdown voltage the p÷ layer doped to 1 x 1019cm- 3 on top of a 301im n-
reverse leakage current is less than the measurement limit of layer doped to 2 x 1015 cm -. In both structures, there is a
1 jiA at all temperatures tried, i.e. up to 200 'C, and it is also 0.5 jim n + + buffer layer included between the n - base and
less than the corresponding limit of 10 nA up to 100 V over the n÷ substrate, similar to the experimental case.
the same temperature range. In Fig. 4, the forward voltage drop at a current density of

The forward current-voltage (I-V) characteristics are 500 A cm2 is plotted as a function of minority carrier life-
shown in Fig. 2. As can be seen, the voltage drop is as low
as 3.0V at 300Acm 2 ; higher current density cannot be 20
reached in these 200 jim diameter diodes, as the current is
maximized to 100mA by the instrumentation. At low 1 19,
current densities, a moderate excess recombination is
observed.

18,

4. Comparison with simulation n+ p+

The minority carrier lifetime was derived from measure- 17 -- 2 elect ..-

0)
ments of the decline in electroluminescence when abruptly o h______l__e__ s _ -•____ - - _

decreasing the forward current, and found to be 25ns at 16,
room temperature; no great variation with the injection 0
level was observed. This value was further corroborated by n
reverse recovery studies that yielded lifetimes in the range 15. .
25-40 ns. 0.0 2.5 5.0 7.5 10.0

2ist-40(Minsns
Using a recently developed version of TMAs Medici [7] Distance (Microns)

Fig. 3. Simulated electron and hole concentration for the experimentally
device simulator that treats anisotropic materials such as studied structure at room temperature and 500Acm- 2 . The curves labelled
6H SiC correctly, we have simulated the forward I-V char- "1T are calculated while including an incomplete ionization term in the
acteristics of the experimental structures. As seen in Fig. 2, simulation; the curves "2" are calculated neglecting this effect.
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5.5 5.5 voltages of several kilovolts, owing to the conductivity
modulation caused by injected carriers. The carrier lifetimes

5.0 5.0 required are not overly large, and should be attainable, con-
sidering the advancement of SiC epitaxy; currently, lifetimes

"-- 4attained suffice for 3-4 kV diodes.
> . In modelling the properties of SiC bipolar devices, we

4conclude that the incomplete ionization must be accounted

3.5 B 3.5 for, or the emitter efficiency of p-type emitters will be
heavily overestimated.

3.0 A J3.0 Finally, regarding the measurement of the breakdown
properties of unpassivated SiC devices that sustain more

2.5 1 0 0 300 4o0 5M.5 than 600 V, which is difficult due to destructive flashovers in

Lifetime (ns) the surrounding media, we conclude that gaseous SF 6 offers

Fig. 4. Forward voltage drop FVD as a function of carrier lifetime in the a more useful ambient than any liquid tried.
base for pin-diodes with different bulk breakdown voltages, (A) 1700 V, (B)
3600 V, (C) 5400 V.
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Abstract ammonia, 10% H 2 in N2). The annealing time was 2
minutes (heating rate: 100 °C/min).

Single element Ni and Cr metallizations to low doped n- and p-InI nave

been investigated to clarify how they affect electrical performance of For electrical characterization of the contacts the samples
advanced multilayer metallizations for ohmic contact and Schottky diode were placed on an heatable aluminum chuck in a probing
applications. It was found that the Ni and Cr contacts to n-InP show station. Temperature (T) measurements were done directly
unstable ohmic behaviour at all annealing temperatures (300-500 'C), and underneath the samples by mounting a standard thermo-
that Ni and Cr metallizations to p-InP show diode behaviour. The electri- couple. Electrical characterization included I-V, I-V-T and
cal behaviour of the contacts were compared to phase formation paths of C-V measurements for the contacts.
Ni-In-P and Cr-In-P ternary systems. From this it was found that amorp-
hous ternary phases form first by interdiffusion of Cr and Ni into the InP
crystal. Subsequently, at higher annealing temperatures, crystallization and 3. Results
eventually phase separation determines the electrical properties of the con-
tacts. After annealing at 500 'C the Cr diodes to p-InP are almost ideal, as The results of the I-V characterization for Ni- and Cr/p-
deduced from barrier height measurements using a combination of I-V and InP contacts fabricated on the same samples are shown in
C-V methods. This indicates that the metallization forms a two-layer struc-
ture with Cr-P phases lying above pure In. The Ni diodes to p-InP Fig. 1. As can be seen from this figure, diode behaviour is
annealed at 500 'C, on the other hand, are not ideal, indicating that Ni-In observed for all the annealing temperatures investigated.
and Ni-(In)-P phases in parallel are determining the electrical properties of Also, the I-V behaviour as a function of annealing tem-
the diode. perature is the same when comparing Ni and Cr diodes,

apart from large non-idealities for reverse and low forward

1. Introduction voltages for the Ni diodes. The as-deposited diodes, and
diodes annealed at 300"C have large series resistances in

Ni and Cr are commonly used in multilayer metallizations comparison with contacts annealed above 300 'C, implying
to III-V semiconductors, a classical example being the that the metallization resistance changes. Furthermore, the
AuGeNi ohmic contact metallization to n-type materials current through both the Cr and the Ni diodes are limited
[1-3]. For this particular application it is found that the solely by recombination. The diodes again improve with
addition of Ni is beneficial in that low values of the specific respect to transport properties after annealing at tem-
contact resistance, r,, result over a broader range of anneal- peratures above 300 'C. At 500 "C the Cr diodes have a soft
ing temperatures [1-3]. We have previously published temperature independent breakdown at -0.3 V.
results on AuGeX and AuX (X = Ni or Cr) metallizations to The C-V plots for the Ni and Cr diodes, shown in Fig. 2,
n-InP [1, 4]. Briefly, we found that r. is very much affected are very complex. Only for annealing temperatures of
by the growth of Ni-P/Cr-P phases in contact with the 500 "C the slope of the lines corresponds to the back-ground
semiconductor [1, 4]. In this paper we report on the electri- doping density level of the low doped p-InP. For annealing
cal properties of annealed Ni and Cr metallizations to n- temperatures below 500 "C the slope of the lines does not
and p-InP to further identify the contact mechanisms. correspond to the background doping density level; the as-

deposited diodes and the diodes annealed at 300 "C all have
2. Experimental non-linear 1/C 2 -V characteristics. Built-in voltages, Vbi, for

the diodes are measured to be 1.17 V for the Ni diodes and
Ni (100 nm) and Cr (100nm) were deposited by r.f. sputter 0.79 eV for the Cr diodes annealed at 500 "C.
deposition and e-beam evaporation on n- and p-Inp For Cr diodes annealed at 500 "C, the ideality factor was
samples (15 x 15 mm2) sliced from 2-inch wafers that had found to be 1.1, indicating that an almost ideal diode has
been covered with SiO 2 and prepatterned before metal formed with a barrier height (assuming thermionic emission
deposition [1, 4]. N-type InP wafers were undoped (Nd = with A* = 60 A/cm 2 K 2 [5]) of 0.9eV. This value is in good
101"cm 3) and p-type InP wafers were Zn-doped (Na = 5 agreement with Vbi found from C-V measurements if the
x 1016cm-3). AuGe and AuZn alloys were used on the potential difference between the Fermi level and the valence

back of the samples to form ohmic contacts to N- and band (-,.0.12eV) is added. The barrier height for the Ni
P-InP. Annealing was performed in a RC 2400 Polaron diodes annealed at 500 "C is difficult to extract from the I-V
alloying furnace using a forming gas atmosphere (cracked plots because of the non-idealities. Using the ideality factor
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Fig. 1. I-V plots for (a) Cr/p-InP and (b) Ni/p-InP diodes annealed at dif- Fig. 2. C-V plots for (a) Cr/p-InP and (b) Ni/p-lnP diodes annealed at
ferent temperatures: solid lines; as-dep., dashed lines; 300 °C, dashed- different temperatures: solid lines; as-dep., dashed lines; 300'C, dashed-
dotted lines: 400 'C and dotted lines; 500 'C. dotted lines; 400 'C and dotted lines; 500 'C.

for the Cr diodes annealed at 500 'C, an upper limit for the are deduced from Fig. 3; a large slope at temperatures
barrier height was calculated by simulation to be 1.06eV. slightly above room temperature and a smaller slope at
Thus, there is a significant difference in the values of the higher temperatures. The negative slope for the as-deposited
barrier height for the Ni diodes depending on the character- contacts does not correspond to a negative Schottky barrier.
ization method (I-V/C-V). Instead the current flow in the contacts is limited by drift

For Ni and Cr metallizations to n-InP (with patterned
Au/Cr probing pads) ohmic behaviour was observed for
annealing temperatures of 300'C, 400'C and 500'C. 10
However, the stability of the ohmic contacts was poor, with
the most stable contacts being annealed at 400 0C. For as- X4 10 2 as-dep
deposited contacts we found that the Cr contacts showed . 4000C
diode behaviour with a barrier height of 0.5 eV, while the Ni 1 -• " 400-"
contacts were all ohmic. This is shown in Fig. 3, where a 1 4
method based on measurements of r. under different 0

ambient temperatures are used to determine the effective C 1
Schottky barrier height from the slope of the line in a semi- --1
logarithmic r. T vs. 11T plot, assuming that thermionic E.. as-dep
emission is limiting the current flow [1, 4]. From Fig. 3, it is 10 -'

seen that the change from diode to ohmic behaviour at
400'C can be explained by a lowering of the effective 10 - ,
Schottky barrier height from -0.5eV to - 0.1eV. 2.4 2.8 3.2 3.6 4.0

For Ni based contacts the interpretation of the plots is 1000/T (K/)
somewhat more difficult, in that the slope in the semiloga-
rithmic r, T vs. 1/T plot for the as-deposited contacts is Fig. 3. Temperature activation plots for Cr/n-InP ohmic contacts (solid
negative (Fig. 3). Also, after annealing at 400 'C, two slopes lines) and Ni/n-Inp ohmic contacts (dashed lines).
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and diffusion across the potential difference between the After annealing at 400 'C and 500 'C, the diode character-
Fermi level and the conduction band (EJ) established in a istics improved and the ohmic contacts were more stable
Schottky contact with an effective barrier height close to (400 'C). Both Sands et al. and Mohney et al. have estab-
0 eV. This was shown also to be the case for both AuNi and lished that the thermodynamically favored end point in the
AuGeNi contacts to n-Inp [1, 4]. reaction between Ni and InP is a ternary monoclinic

Ni 2InP phase [8, 9]. We believe that the growth of this

4. Discussion phase determines the electrical properties of the Ni contacts
for annealing temperatures above 300'C with perhaps

The results for the Ni and Cr metallizations to InP agree binary phases forming in small amounts at 400 'C. Thus, the
with our previous findings; the transition metals are mainly difference between the Cr and the Ni contacts is due to the
responsible for the observed high/low specific contact resist- ability for Ni to form ternary crystalline phases, while for Cr
ance to InP dependifig on the bulk carrier type [1, 4]. For only stable Cr-P phases exist. The large recombination cur-
n-InP they form current paths between the alloyed metal- rents observed for the Ni diodes are probably due to the
lization and the bulk by lowering the effective Schottky poor epitaxial relationship between the monoclinic Ni2InP
barrier height. For p-InP they form blocking parts in the (a = 0.6795 nm, b = 0.5269 nm, c = 0.6436nm, and
alloyed diode, so that barrier lowering phases only form in fp 94.730 [9]) phase and the InP. During annealing at tem-
relatively small amounts [1, 4]. peratures above 300 'C, phosporous loss from the reacting

The major problem in the Cr contact experiments has region of the contact can be a serious problem, but we have
been the absence of an element for In incorporation (e.g Au, tried to minimize these losses by annealing in semiclosed
in the alloyed Au-based metallizations). No Cr-In binary systems with small volumes.
phase can exist, but Cr-P phases can exist in thermody-
namical equilibrium with InP and In [6]. We believe, from
previous findings [1, 4] and work done by Ivey et al. on 5. Conclusion
AuCr contacts to InP [6], that the annealed Cr/InP con-
tacts form a two-layer structure at their end point of reac- An identical behaviour with respect to the electrical proper-
tion (i.e. 500 'C) with Cr-P lying above a metallic In layer ties have been demonstrated for Ni and Cr metallizations to
that is in close contact with the Inp. The formation of a n- and p-InP for annealing temperatures up to 300 'C, prob-
single phase towards the InP is supported by the observa- ably due to the formation of amorphous ternary phases. For
tion of a nearly ideal diode structure at 500 'C annealing, annealing temperatures about 300 'C thermodynamically
The temperature independent breakdown at reverse volt- favored crystalline ternary phases form for the Ni contacts,
ages can be explained in terms of regrown heavily doped but for the Cr contacts phase separation into elemental In
InP layers forming in a melting/regrowth sequence caused and Cr-P stable phases occur. For Ni contacts this makes
by the pure In (Tmeit = 156 'C) at the InP surface, large recombination currents flow in the contacts because of

A multiplicity of Ni-In and Ni-P binary phases can co- the large mismatch in lattice parameters between Ni2InP
exist in thermodynamical equilibrium with InP [7]. and InP. For the Cr contacts, with In in close contact with
However, ternary amorphous and crystalline phases are InP and Cr-P lying above, an almost ideal contact is
more commonly found in the Ni-In-P system [8, 9]. The formed.
amorphous ternary phase is observed for mild annealing
conditions (250"C/5min [9], 250°C/15 min [8]); we believe
that this amorphous phase is responsible for the observed References
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Abstract For the one-dimensional structure considered here, the total
current is constant in space, and the integration of eq. (1)

A closed hydrodynamic (HD) approach is used to carry out a com- overt whole io gives:

prehensive spatial analysis of the dynamic features of submicron n'nn+ over the whole diode gives:

InP diode both in time and frequency domains. The contribution of each 6U =
part of the device, when operating as microwave power generator, is U) = Z(o)6j, (2)
analyzed through the spatial profiles of the impedance-field spectrum. The Here 6U., is the linear response of the terminal voltage
usual subdivision of the n-region into a passive (dead-zone) and active zone
is carried out. The dead zone is found to manifest itelf as a purely real caused by a harmonic perturbation of the total current and
resistance which is practically independent of the frequency. One or more
spatial zones which are responsible for the generation are shown to be Z((w) = VZ((o, x) dx (where I is the diode length) is the
formed in the active region of the diode. By reducing the length of the
n-region, under the condition that the total current is constant in time, the small-signal impedance of the whole diode. To simulate
additivity of the contributions from each part of the device into the gener- the carrier transport in n + nn ÷-InP diodes the closed hydro-
ation spectrum is demonstrated. dynamic approach [13-15] based on the carrier number,

drift velocity and mean energy conservation equations
coupled with the Poisson equation for the self-consistent

1. Introduction electric field has been used. This model was demonstrated to
give the results which are in an excellent agreement with the

The near-micron n'nn+ InP diodes are widely used in Monte Carlo calculations for both homogeneous semicon-
modern semiconductor generators of short millimeter waves ductors [13-15] and short n'nn' structures [8, 9]. To cal-
[1-6]. To improve the high-frequency performance of these culate the impedance field, we use an impulsive procedure
generators various doping profiles [6, 7] and a reduction of which enables us to obtain simultaneously the spectra of
the n-region length [8] are suggested. For a proper choice of both VZ(co, x) and, hence, Z(oi) in the frequency range of
the diode length, doping profile, etc., it is firstly necessary to interest. To this end, let us consider the stationary-state of
investigate theoretically, how a variation of these param- the diode as characterized by a potential drop Udo and a
eters influences on the main characteristics of the device. To total current-density Jo. Then, at a given initial time t = 0
account for the main physical processes inherent in such an impulsive delta-like perturbation of the total current
diodes (the nonlocal heating of carriers, the velocity over- density, 6Jo, is introduced leading to an initial perturbation
shoot, the intervalley transfer, the carrier concentration and of the voltage drop in the form 6 UP() = 6jo/, go. Here so is
self-consistent electric field redistribution during transit-time the vacuum permittivity, e, the relative static dielectric-
dynamics, etc.) the theoretical analysis is performed in the constant of the material. The voltage perturbation leads to a
framework of either kinetic [5, 6, 7, 9] or hydrodynamic [8, homogeneous perturbation of the electric field inside the
10-12] approaches coupled with the Poisson equation. In diode 6Eo = 

6 Ud(O)/l which, in turn, causes a time variation
so doing, a quantitative analysis of the parameters which of a conduction current. As a result, Ud(t) also begins to
allow for a spatial analysis of various physical quantities has change finally relaxing to the initial value Udo, since all per-
to be preferred. Indeed, by allowing one to construct a turbations in velocity, concentration, and voltage vanish in
spatial map of the device properties of interest, the designing time under constant current-operation.
of the device is significantly facilitated. The main aim of this To investigate the spatial profile of the voltage response,
paper is to demonstrate that the impedance field can be suc- we evaluate the response function of the local electric-field
cessfully used for this sake providing an important physical in each point of the device, DE(t, x), defined as:
information both in time and frequency domains.

1 6E(t, x)DE(t, x) - (3)
o 6Eo

2. The impedance field approach Integration of DE(t) throughout the whole device gives the

By definition, in the frequency domain the local impedance- voltage-response function Du(t). By Fourier transforming eq.
field, VZ(wo, x) relates the linear response of the electric field (3), one obtains the impedance field, VZ(f, x), at frequency f
6Ejx) to a small harmonic perturbation of the total current which is defined as:
6jo,(x) at circular frequency (o = 27rfin point x as:

6E0)(x) = VZ(co, x)6j0)(x) (1) VZ(f, x) =JDE(t, x) exp (--icot) dt (4)
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3. Results and discussion 0.25

We consider a n + nn + structure at T = 300 K with param- 0.20

eters which are typical of to-date diode generators [1-6]:
the n-region length 1 = I pm, n = 2 x 1016Ccm-, 0.15 Re[Z(f)]

n + = 1018cm-3. Abrupt homojunctions between n and n+ 0
regions are assumed. Let us start from the near-equilibrium
conditions. Figure 1 shows the time dependencies of the 0.05 ,
local electric field response functions calculated at Ud = 0 - '• .
for two points of the diode chosen from the n and n+ (solid 0
and dashed curves, respectively). The damped oscillations " -0.05
are caused by the plasma processes in these regions which
give separate contributions into the time dependence of the 0.10
voltage response function of the whole diode shown in Fig. -0.15 1
2 for two diodes with the same length of the n region but 0 2000 4000 6000 8000 10000
with various lengths of the n' contacts: 0.1 and 0.3pm f (GHz)
(solid line), and 0.05 and 0. 1 pm (dotted line), for the cathode Fig. 3. Frequency dependence of the real and imaginary part of the small-

and anode contacts, respectively. As it follows from Fig. 2 signal impedance, Z(f). The notation is the same of Fig. 2.

the plasma oscillations corresponded to the n+ regions are
more pronounced for the structure with the longer contacts.
Figure 3 presents the real and imaginary parts of the small- signal impedance of the whole diode, Re [Z(f)] and

Im [Z(f)], respectively, obtained by Fourier transformation

1.0 of the voltage response functions presented in Fig. 2. The
plasma oscillations in n and n' regions results in two peaks

0.8 of the Re [Z(f)] which position independs of the structure

0.6 . lengths and corresponds to the plasma frequency in these
regions only. Thus, at the thermal equilibrium the diode

S0.4 response has a local character, and processes in various

0.2 regions can be considered independently one from another.
- iIn the following, in order to obtain quasi thermal-S 0.0 •~ equilibrium conditions for carrier transport at the contact

M -0.2 ends, the cathode and anode n +-region lengths are taken to
.4 .be 0.1 and 0.2 gim, respectively.

To analyze the high-frequency performance of short
-0.6 n + nn+ InP diodes under biasing conditions, one should

-0.8 recall that a considerable role is played by drift-velocity
0.0 0.5 1.0 1.5 2.0 2.5 overshoot, -which increases the difference between the

t (ps) maximum and minimum drift velocities inside the n region,and strengthens the usual Gunn effect [10]. This is illus-
Fig. 1. Normalized response functions of the local electric field as a func- trated in Fig. 4, which present a stationary profiles of the

tion of time for U' = 0 under current driven operation at two different

points inside the n and n' regions of the diode (solid and dashed lines, drift velocity in the structures with different lengths of the n
respectively). Diode parameters are: n' 1018 cm- 3 , n = 2 x 1016 cm- 3, region calculated for the same total current Jo. For the case
1' =0.1 pm, I= 1.0 pm, l =0.3 Im.

3.5

1.4 3.0

1.2 2----

1.0 2.5

"-0.8 2.0

C 0.6 •

0.4 1.5
• 0.4 >

1.0
050.2

00.0 0.5
-o.2 o~o ) ' ' ' ....... . ." -'

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
-0.4

0.0 0.5 1.0 1.5 2.0 2.5 x (CM)

t (ps) Fig. 4. Spatial profiles of the drift velocity with different n-region length 1,:
Fig. 2. Voltage response-function as a function of time calculated under i-1.0 pm, 2-0.9pmn, 3-0.72 tm (curves 1 to 3, respectively). All curves are
current-driven operation for the diode of Fig. 1 (solid line) and with obtained at the same current densityjo = 1.07 x 109A/m2 (for curve 1 this
reduced contact lengths 1+ = 0.05 pim, 1' = 0.1 pm (dotted line). U' = 0. corresponds to Ud = 8 V).
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of 1, = 1 pm this corresponds to Ud = 8 V. The velocity diode, leads to the appearance of a space-charge wave which
overshoot results in the spatial negative differential- is located in the active region of the diode (curve 1, t = 1 ps).
conductivity (SNDC) in the space region 0.3 < x < 1.1 pim, Then, this wave turns in an accumulation layer followed by
where the drift velocity decreases with increasing the spatial a narrow depletion region near the anode (curve 2, t = 2 ps).
coordinate. It is an active zone of the diode where pertur- By comparing with Fig. 4, one can conclude that the accu-
bations of the carrier concentration can grow in time. mulation layer is formed in the region of the diode where
Figure 5 reports the voltage response function at increasing the negative slope of the drift-velocity as a function of space
values of the applied voltage. The general shape of each is maximum. After its formation, which takes about 2 ps, the
curve is similar and it can be analyzed in terms of a short accumulation layer begins to propagate towards the anode.
and long time behavior. At short times we find a sharp The layer disappears reaching the anode with a negative
decrease of D,(t) which is modulated by the plasma oscil- value of 6n. Figure 7 shows the time dependence of the
lations associated with the n+-regions. (By comparison with response function of the local electric field calculated for
Figs 1 and 2 one can conclude that the plasma oscillations U° = 8 V at several points of the diode with coordinates, as
are caused by the cold n+-regions, only). At long times we measured from the cathode terminal, respectively of
find a bell-shape behavior. To discuss its origin Fig. 6 shows x = 0.05, 0.3, 0.65, 1.05 jm. The first point is placed inside
the time evolution of the perturbed carrier-concentration, the cathode. Here the response function exhibits a plasma-
bn(t, z) = n(t, z) - no(z), no(z) being the stationary profile oscillation pattern which is damped by the collision time.
corresponding to U° = 8 V). The initial perturbation of the The same pattern is found inside the anode. The second
applied voltage and, hence, of the electric field inside the point corresponds in space to the maximum value of drift-

velocity overshoot. Here the response function is found to
decay nearly exponentially on the time scale of momentum

1.4 , relaxation. For the other points, which are placed between
1 the maximum value of the drift-velocity overshoot and the

1.2 2 anode, the response function exhibits a pronounced bell-

1.0 4 shaped tail. The maximum value of the bell-shape and its
corresponding time is found to increase by increasing the

S0.8 coordinate along the diode up to the point where the carrier
mean-energy has its highest value (curve 4 in Fig. 7). Then•, 0.6 .: ,. .

0 .6 ,the maximum of the bell-shape tail begins to decrease

0.4 . rapidly and vanishes at the beginning of the anode region.
Thus, the bell-shape behavior of Du(t, x), is caused by the

0.2 .. '.. propagation of the accumulation layer across the diode and

0.0 .......... is more pronounced the higher is the applied voltage. When
the propagation of the accumulation layer is terminated, the

0.2 voltage response function vanishes.
0 2 4 6 8 10 The bell-shale behavior of the voltage response function is

t (ps) responsible for the appearance of one or more minima in
Fig. 5. Voltage response-function as a function of time calculated under the frequency spectrum of the real part of the small-signal
current-driven operation for the diode of Fig. 1. Curves 1 to 4 corresponds impedance of the diode, Re [Zd(f)]. This is illustrated in
to U4 = 1, 3, 5 and 8V. Fig. 8, where the spectra of Re [Zd] are presented for U° =

1, 3, 5 and 8 V (curves 1 to 4, respectively). In the frequency

0.20 , , ,
I5

0.15 ./ .- 1
3• ---- 2 .

* , I .i . ; \
-0.10. *. , :i . 3:- \3 ...

u 0.00 4, 4. 3 - - -

"-0.0,5" .- 4i

C6

-0.05 7.-"< -0.00 LO s-,

-0.15 •"-"

-0.20 I I
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 -1

0 2 4 6 8 10
x (/,m)

Fig. 6. Concentration perturbations bn(t, x) = n(t, x) - no(x) with respect t (ps)
to the stationary concentration profile no(x) as a function of the coordinate Fig. 7. Normalized response functions of the local electric field as a func-
x along the n +nn+ diode calculated under the current driven operation at tion of time for U° = 8 V under current driven operation at different points
various times t = 1, 2, 3, 4, 5, 6 and 7 ps after the voltage perturbation inside the diode of Fig. 1 as measured from the cathode terminal: z = 0.05,
(curves I to 7, respectively). U° = 8 V, 6Uo = 0.05 V. 0.3, 0.65 and 1.03 pim (curves I to 4, respectively).
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Fig. 8. Frequency dependence of the real part of the small-signal imped- Fig. 10. Frequency dependence of the real part of the small-signal imped-
ance calculated from the time-dependent voltage response functions pre- ance calculated for diodes with different n-region length I,. The notation is
sented in Fig. 5. The notation is the same of Fig. 5. the same of Fig. 4.

range where Re [Zjf)] < 0 an amplification and gener- the impedance field for the structure with I. = 1 gm. Curves
ation of the microwave power is possible. Figure 9 sum- 1, 2 and 3 correspond, respectively, to the frequencies f1 =
marizes the generation frequency tuning (horizontal lines) 55 GHz, f 2 = 125 GHz and f3 = 290 GHz. We recall that
obtained experimentally in [1-6] together with the Re [Z(f)] is always positive for f, and reaches a minimum
Re [Z(f)] spectrum calculated by the HD approach at
Ud = 5 V (solid line). One can see, that all available experi-
mental data practically fully cover the frequency region of 0.06 ,
the generation predicted by the linear theory. 04

Let us discuss now the contributions of the various parts 0.04
of the diode to Z(f) and its dependence on reducing the 0.02
diode length. The real part of the small-signal impedance, "

Re [Z(f)], calculated for the considered n+nn+ structure is 0.00 ...... ...... ..

reported in Fig. 10 for different lengths of the n-region. For "- ,
the case of 1,, = 1 gm (see curve 1), the amplification condi- N -0.02 1 -

tion Re [Z(f)] < 0, is fulfilled inside the two bands: •- 2-

f = 70 + 200 and 250 - 340 GHz where microwave power • -0.04 \

generation is possible. We remark that, by shortening the /
n-region, the condition for amplification shifts to high fre- -0.06 "
quencies, as expected. Figures 11 (a) and (b) report the
spatial profile respectively of the real and imaginary parts of 0.08 0 0 0 0 10.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

x (pmn)
4.0

0.05

3.0
• " 0.00 ......................... .... : ...... "" "

- -- -0.00

-2.0
C:

1 .0 -0.05
N2

-0.10

0 50 100 150 200 250 -0.15 I I i
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

f (GHz)

Fig. 9. Frequency dependence of the real part of the small-signal imped- X (PM)

ance (solid line) calculated with the HD approach at Ud = 5 V for the same Fig. 11. Spatial profiles of (a) the real and (b) imaginary part of the imped-
diode of Fig. 1. Horizontal lines and separate groups of lines summarize the ance field calculated with the HD approach for the same diode of Fig. 1 at
experimentally observed tuning of the generation frequency, and corre- three different values of the frequency: 1-55 GHz, 2-125 GHz, 3-290 GHz,
spond from top to bottom, respectively to Refs [1-4, 6]. I, = 1.0 jIm. Ud = 8 V.
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in the first and second generation bands for f 2 and f3, frequency negative again, it is necessary to shift the n+-
respectively (see Fig. 10). As it follows from Fig. 11, VZ(f x) anode contact to the second point where Re [VZ(f)]
is practically independent from frequency in the near- crosses the zero axis. This case is illustrated by curves 3 in
cathode area of the n-region (x = 0.1 + 0.3 gm). From the Fig. 12 (analogously as in Figs 4 and 9) which is calculated
comparison with curve 1 of Fig. 4, we find that this is the for 1, = 0.72 gim. In this way one removes the near-anode
region where the drift velocity exhibits a sharp increase up region with Re [VZ(f)] > 0 and, as a consequence, the
to its maximum value. This space region is usually called as diode can again generate at frequency f 3 = 290 GHz since
the dead zone of short diodes. Comparing Figs 4 and 11, its Re [Z(f 3)] becomes again negative (see Fig. 10, curve 3).
one can conclude that the dead zone manifest itself as a near The generation band of the shorted diode is so extended to
cathode region with a pure real and positive resistance the higher frequency range which fully covers the second
which is independent from the frequency up to the plasma generation band of the initial diode.
range, and the end of the dead zone coincides with the This simple illustration proves that the diode can be con-
maximum value of velocity overshoot. The remaining part sidered as a sequence of connected in series zones which
of the n-region, where SNDC takes place, can be considered give separate but additive contributions to the net spectrum
as the active region of the diode. We remark that at low of the microwave power generation. Each contribution can
frequencies (f = 55GHz) Re [VZ(f)] is positive in each be described by a local impedance-field. Under constant
point of the diode (curve 1 in Fig. 11 (a)). By increasing the current-operation, the local characteristics of the diode (e.g.,
frequency, the active region with negative values of the drift velocity, the impedance field, etc.) are determined
Re [VZ(f)] appears at first close to the anode and then by the distance between the source (i.e. the cathode n+-n
widens and shifts towards the cathode. There, at sufficiently boundary) and the local point of the structure and do not
high frequencies several spatial regions with Re [VZ(f)] < 0 depend on the distance from the drain (i.e. the anode n -n+
can appear. In general, the maximum number of active boundary). In other words, since the carrier flux starts at the
regions which shows up in the spatial dependence of source and ends at the drain, the local characteristics
Re [VZ(f) is equal to the number of generation bands in depend on the pre-history of carrier motion from the source
the frequency dependence of Re [Z(f)]. It is due to the fact only and contain no information about a further motion of
that the curves in Fig. 11 correspond to the growing space- carriers towards the drain. Because of that, the shortening of
waves of the local electric field starting at the beginning of the n-region looks as a cut of the corresponding part of n-
the active zone and vanishing at the anode contact. region which is on the anode side. (see Figs 4 and 12).

To illustrate the usefulness of the impedance field for the
designing of the diode, in the following we shall analyze the
diode characteristics when the length of the n-region is 4. Conclusions
reduced by keeping the same doping profile and totalredued y kepin thesam doing rofle ad ttalThe deterministic nature inherent in the HD model is found
current. Figure 12 reports the effect of such a reduction on the determin iate inheren tin th h e ispfound
Re [VZ(f)] calculated at f3 = 290GHz. Curve 1 corre- ito be quite appropriate for the calculation of the impedance
sponds to 1.- = 1.0 jim and curve 2 to 1, = 0.9 pim when the field spectrum which describes the local profile of the small
anode n+-region is shifted to the left up to the first nearest signal characteristics. The spatial dependence of the imped-

point in which Re [VZ(f)] vanishes. We observe that, in ance field we have obtained in the whole frequency range of

doing so, the second generation band disappears, the new interest constructs a map which reflects the main physical

profile practically coincides with curve 1 in the common processes occurring in the different regions of the device and

region, and only one active zones followed by a zone with can be used for several purposes such as: to give a com-

positive values of Re [VZ(f)] remains. Moreover, prehensive analysis of the device performance, to provide a

Re [Z(f)] of the whole diode becomes positive at f3 = proper choice of the device design, etc. Under current oper-

290 GHz (see curve 2 in Fig. 10). To make Re [Z(f)] at this ation mode, the diode can be considered as a sequence of
zones connected in series which give additive contributions

0.020 Ito the amplification (and generation) spectrum. In the high-
frequency region of generation, the main contribution comes

0.015 1 - from the zone which is near the anode. It is the zone where
2 othe transit-time dynamics of the accumulation layers takes

0.010 - 3 + place. The processes in the anode are found to have practi-

" 0.005 cally no influence on the diode performance. When the total
,i current is kept constant, the reduction of the n-region length

0.000 ....... does not lead to any variation of the dead zone and implies
primarily a shortening of the active zone only. This leads to-0.005
a shift at higher frequencies of the generation spectrum. One

-0.010 can expect that a more significant variation of the gener-
ation spectrum can be obtained by a proper choice of the

-0.015 doping profile in this zone.

-0.020 I i

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

X ('M) Acknowledgement

Fig. 12. Spatial profiles of the real part of the impedance field calculated at We would like to express our sincere gratitude to the Nordic Council of
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Abstract 2. Experimental

Contacts to monocrystalline silicon have been prepared by wafer bonding When preparing the samples we work simultaneously with
using cobalt disilicide as an interfacial layer. Bonding has been carried Out two wafers at time, one of them to be covered with cobalt.
with three different structures: n+-CoSi 2-n+, p+-CoSi2 -p+ and p+-CoSi2- Six types of samples (Table 1) were prepared in the following
n+. The intermediate cobalt disilicide layers had a thickness of either 700 As
or 5250A. The bonding interface was characterized by electrical measure- way. Silicon wafers with a diameter of 3", (100), 400 jim
ment (IV) and Secondary-ion mass spectrometry (SIMS) of the formed con- thick, n-type doped with phosphorus, and a resistivity of
tacts. The n+-CoSi 2-n'and p+-CoSi 2 -P+ bondings display an ohmic 0.1-0.05 0 cm were prepared with a n+- layer by diffusion of
behaviour. The resistance of the bonded structures was in the range phosphorus from a POC13 source. The diffusion was
expected for the bulk silicon used (0.1-0.05ncm). The p+-CoSi 2-n+ struc- carried out at 1200 'C for 55 min. This treatment resulted in
tures shows a non ohmic behaviour. An evaluation of the SIMS profiles
reveals that the non-linear behaviour of the p+-CoSi 2-interface is due to a highly doped phosphorus-layer with a concentration of

phosphorous diffusion from the n-doped region across the silicide to the approximately 8 - 102o cM-3 and a depth of 3 gim. Silicon
p-doped area. It is shown that the phosphorous compensates the boron wafers with a diameter of 3" (100), 400gjm thick, p-type
dopant. doped with boron, and a resistivity of 0.1-0.05 0 cm were

prepared with a p+-layer by diffusion of boron from a
boron-nitride source. The diffusion conditions were 890 'C

1. Introduction for 20 min in N 2 + 02, for 2 min in N 2 + 02 + H2 and
finally 60 min in N 2 . The drive-in step was 1200'C for 25The mechanism for cobalt disilicide wafer bonding is not mai in N2 + 02, 105 mai in N2 + 02 + H2 , and finally 30

fully understood. However, it is clear that the surfaces must min in N2 + 02. The resulting boron layer had a concen-

be in close contact and that a reaction takes place. To tration of about 6.1019 cm 3 and a depth of 6im. The

insure contact the surfaces must be particle free and flat. An

important factor for the bonding result is the attractive p-type wafer was dipped in buffered-HF for 40 min to
remove the oxide. After that the wafer was dipped in 1: 10

forces (e.g. van der Waals forces) between the surfaces that HF-solution and dried in blowing N 2 . The n-type wafer was
differ from one material to another. A strong attractive force dipped in 1 : 10 NF-solution and dried in N2 . The wafer to
can overcome the effects of rough surfaces. There are many be covered with cobalt (see Table I) was immediately loaded
surface related factors (material type, surface morphology, into a load-lock chamber and finally into the vacum-
surface charges, adsorbed films etc.), which affect the adhe- chamber with a base-pressure of about 1 • 10- mbar. The
sion forces. Glasses flow at relatively low temperatures cobalt layer was deposited via e-beam evaporation. After
which makes it easier for the surfaces to come within atomic the evaporation the wafer was kept in the load-lock
distances. Reaction can then occur and result in strong chamber until the second wafer was ready for the bonding
bonding. The materials to be bonded must have similar process. The wafers were pressed together and a quartz-
thermal expansion coefficients in order to reduce stresses. plate weighing 100 gram was placed on top of the wafers in
The stresses can affect the performance and eventually break order to counteract the bending caused by the difference in
the bonding. The formation of a buried metallic-layer in the thermal expansions of the buried layer and the silicon
silicon makes it feasible to produce buried interconnections
and buried ground planes. In an earlier work we have inves-
tigated buried pattern Schottky contacts using cobalt dis-
ilicide as the interfacial layer [1]. Ohmic interconnections
have been established with PtSi-PtSi bonding [2]. In this Thickness

study we investigate the buried cobalt layer as an intercon- of the cobalt-layer Heat-treatment

nection between different types of doped silicon. We have Code Structures (A) 900 °C

chosen CoSi 2 because of its low resistivity (18 g D cm), and A n+-Co-n' 1500 1 h
good chemical resistance. B p+-Co-p+ 1500 1 h

C n +-Co-n + 200 30 min
D p +-Co-p÷ 200 30 min
E p+-Co-n' 1500* 1 h

• Present address: Per Halvledare, Hasselbyvagen 20, S-163 52 SpAnga, F p+-Co-n+ 200* 30min
Sweden.

e-mail address: goran@ele.kth.se * Evaporated on the p-type water
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Fig. 2. The current density vs. voltage for the n+-CoSi 2-n+ and p+-CoSi2-
Fig. 1. The four point probe and electrical characterization of n+-CoSi2- p+ samples.
n' and p+-CoSi 2-p+ samples.

linear and show different slopes for the n+-CoSi2-n+ and
wafers. The bonding/silicidation was carried out in N 2 at p+-CoSi2-p+ samples. The slopes are estimated by fitting
900 'C in a furnace. The bonded samples were then dipped straight lines with the least square method. The data are
in a 1: 10 HF-solution to remove the thin oxide grown on summarised in Table II. The p+-CoSi2-n+ samples show a
the back sides. An Al-layer, 1 pm thick, was deposited on
both sides, and annealed at 515'C for 20 min in N2 to
create good ohmic contacts. The bonded wafers were then
cut into pieces with a size about 16mm 2. Table II. The measured data of n+-CoSi2 -n+ and p+-CoSi2-p + samples

Silicide- Sample Calculated
Bonded thickness area Slope resistivity

3. Characterization Code structures (A) (mm
2
) (.Q mm

2
) (f) cm)

3.1. IV-measurement A n÷-CoSi2-n+ 5250 14.4 0.63 0.051
B p÷-CoSi2-P+ 5250 22.5 0.93 0.075

The contacts were electrically characterized with a specially c n+-CoSi2-n+ 700 15.0 0.65 0.052

designed four point probe. Figure 1 shows how to probe the D p+-CoSi2-P+ 700 16.8 0.88 0.071
sample and the main features of the four point probe. The
current source has a maximum current limit of 1.25 A. The
current and voltage are measured using a Fluke 8060A as a
current meter and a Hewlett Packard 34401A as a voltage 0.02

meter. When the voltage and current probes are switched no
measurable changes in the voltage were observed. The area
of the sample was measured using a calliper with a
resolution of 0.05 mm. The measurements were carried out
at a temperature of 295K.

3.2. SIMS-measurement 0

The characterization of the dopant concentration was made
by using an secondary-ion mass spectrometer (Cameca 4f)
0' as the primary ion and detecting 1 1B+. 3 p+ and
5 9 Co 2 

+F

-0.02

4. Results 0

Figure 2 shows the current density vs. voltage for the U (V)

samples n+-CoSi2-n+ and p+-CoSi2-p+. The graphs are Fig. 3. The current density vs. voltage for the p+-CoSi 2-n+ samples.
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non-ohmic behaviour as can be seen in Fig. 3. A further 1.1022

investigation of the p+-CoSi2-n+ sample with a thicker sili- C

cide (5250 A) was carried out to characterize the non-ohmic ' -

behaviour. A small part of the sample was etch out from 2-10"

one side to remove the silicon down to the silicide-layer. In
Fig. 4 a schematic drawing demonstrates the electrical • •'
probing of the sample. It is the same set-up as earlier even if ,
the "four point" geometry was not used. Figure 5 shows 1. 2.0°

how to make an estimation of the resistance between the 0

probes and the back side Al contacts. The contact resist- ' . '
ance can then be calculated as 2R. = (U, - U/I. The C 19 .
voltage over the p+-CoSi2 contacts can be estimated as o , I

Up = Up, -RI, and voltage over n+-CoSi2 contacts Un = I
U- up -ReI. Figure 6 shows that the non-ohmic behav- .
iour is caused by the p+-CoSi2 interface. For SIMS analysis, 1'101.

__."'""_ I _ _ _ _ _ _ _ __ _ _ _ _ _ _ _

Sl1-10 17

-1000 -500 0 500 1000

A pDepth (nm)
Fig. 7. The dopant concentration vs. depth characterized with SIMS.

+ 

NA

U S6 [In CoSi2  one sample was etched down to the silicide through the
n-layer and a second sample was etched down to the silicide
through the p-layer. Figure 7 shows (sample E) the boron

Fig. 4. Electrical characterization of the p+-CoSi 2-n+-and CoSi 2-n' inter- ahosph the polayer. the
faces for the p+-CoSi2-n÷ sample with 5250ACoSi2-1ayer. and phosphorus profiles in the p÷-CoSi2-n+ layer. The

cobalt signal indicates the position of the CoSi 2-layer. Phos-

phorus has diffused over the p-side and by compensating
the boron has created a p-n junction.

A

/ +5. Discussion
+, ,The n+-CoSi2n+ and p+-CoSi2-p+ samples display an

Uy 7 ohmic behaviour. The resistances of the sample consist of

several parts: the contact resistance in the Al-silicon inter-
faces, the bulk resistance in the silicon, the contact resist-
ance in the silicide-silicon interfaces and finally the

Fig. 5. Sketch illustrating the method used in order to measure the voltage resistance of the silicide layer. It is not possible to divide the

drop between the Al back side contacts and the probes. resistance o the separat compossing onlyvone
resistance into their separate components using only one

measurement. Because the estimated resistance of the
bonded samples correspond to that calculated from the res-

0.02 istivity of the wafers (0.1-0.05 f( cm), the contact resistance/ ,' cannot be estimated. The different slopes of n+-CoSi2-n+

and p+-CoSi2-p+ samples are most likely the result of the

different bulk resistivities of the n-type and p-type wafers.
EE ," The p+-CoSi2-n+ silicide sample had a non-ohmic behav-

iour originating in the p+-CoSi 2 interface. As in n+-CoSi 2-

," 0 n + samples, the n+-CoSi2 interface displays an ohmic
behaviour. The SIMS measurements show that the non-
ohmic behaviour is caused by diffusion of the phosphorus

-"Un through the bonding interface. The phosphorus concentra-
S--- Up tion is significantly higher than that of boron in the p÷-

CoSi2 interface. The boron profile shows a drop in the

-0.02 1 CoSi2 , which is not well understood. Boron diffuses easily
-0.5 00 at 900 'C in cobalt disilicide, therefore a uniform concentra-

tion profile would be expected [3]. Similarly boron profiles

U (V) in cobalt disilicide have been previously reported [4] simi-

Fig. 6. The current density vs. voltage for the p+-CoSi2-n÷ and CoSi2 -n+ larly unexplained. Should one desire an ohmic behaviour for
interfaces. p+-CoSi2-n+, this could then be achieve by increasing the
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boron concentration and decreasing the phosphorus con- interface. The SIMS measurement shows that this non
centration. The phosphorus concentration must be esti- ohmic behaviour is caused by diffusion of the phosphorus
mated with respect to the tunneling range and the expected through the bonding/silicide interface.
contact resistance of the silicide-silicon interface. Another
way to solve the problem could may be to use a diffusion
barrier or change to another n-dopant possibly antimony, Acknowledgement
which does not diffuse easily in CoSi2 [3]. The authors gratefully acknowledge Dr. F. M. d'Heurle for valuable dis-

cussion. We thank M. Linnarsson for running the SIMS analysis.

6. Conclusions

We have shown that it is possible to create ohmic contacts
with n+-CoSi2-n+ and p+-CoSi 2-p+ structures using wafer
bonding. The contact resistance when compared to the bulk 1. Thungstr6m, G., Frbjdh, C. and Petersson, C. S., To be published in

silicon resistance is negligible. Contacts with p -CoSi 2-n' Mat. Res. Soc. Symp. Proc. 337 (1994).
struconuresistan is non-ohmicblehaviour. Co ct rical p+-osu-n 2. Ismail, M. S. and Bower, R. B., Electronic Lett. 27, 1153 (1991).
structures show a non-ohmic behaviour. Electrical measure- 3. Thomas, 0. et al., J. Appl. Phys. 64, 2973 (1988).

ment of the p + -CoSi 2 and n+-CoSi2 interfaces indicate 4. Zaring, C., Svensson, B. G. and Ostling, M., Mat. Res. Soc. Symp.

clearly that the non-ohmic behaviour is caused by p+-CoSi 2  Proc. 260, 157 (1992).
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Abstract the (011) azimuth, attributed to islands elongated along

InAs/InP quantum well structures with an epitaxially controlled amount of (0i1).

island growth are investigated by excitation spectroscopy and magneto- A typical low-temperature photoluminescence spectrum
luminescence. From the diamagnetic shift of the luminesence, an approx- of a growth-interrupted sample (sample A) is shown in Fig.
imate value of the exciton radius is obtained. The very small lateral radius 1. The multiple peaks correspond to emission of QW's of
of below 6 un is evidence of reduced dimensionality and lateral confine- different, but well-defined thicknesses. Applying a simple
merit effects. bandstructure calculation taking into account strain effects

[4], the following assignment can be made [1, 2]: the lumi-

The subject of self-organized growth in the epitaxy of group nescence peak at 1020 nm corresponds to emission from two

III-V material systems has recently become an exceptional monolayer thick QW's, while the emission peaked at lower

challenge to the crystal growing community. Having tried in energies corresponds to 3, 4, ... etc. monolayer QW's. The

the past first to grow highly homogeneous quantum wells so-called excitation spectrum, Fig. 1 to the left, shows effi-

(QW) structures and later to laterally process them into cient excitation at energies beyond the bandgap of InP. The

quantum wires or quantum dots, the community is now detection wavelength is set to 1280 nm of the 5 mono layer
searching for growing procedures yielding the same result in thick QW. The efficiency continuously drops of for energies

a single step. This search requires specialized in- and ex-situ below the InP gap. Because of the weak absorption strength

characterization methods to provide a detailed knowledge and because of the hampered carrier transfer between dis-

of the structural and the electronic properties. Here we connected islands, no excitation into any of the thinner wells

analyze the method of magneto-optical spectroscopy for is observed. Information about the island diameter could
elucidating the lateral size quantisation and structural thus not be obtained from the excited level spectroscopy.
properties of strained InAs/InP QW systems. Measurement
in magnetic fields up to 20 T are performed. 0.8 .. .. , .2.5

We investigate for the first time systems with an a priori
unknown confinement factor obtained by self-organized 0.7 "• #G262 2

island growth [1]. The island size could so far not be deter- G.6 T=2.1 K

mined from structural analyses, but it may fall in the range • 0=

of several pm down to fractions of a nm. It has been recently , 0.5 1.5

proposed that the diameter of the island in these systems is, 0.4 4

of the order of 10 nm, sufficient for lateral confinement [2]. 0
The ultra-thin InAs/InP QW are grown by chemical . 0.3

beam epitaxy (CBE). On top of a 0.25 pm thick InP buffer - 0.2 .f
layer, a single, two monolayer thick InAs QW layer is J 0.5
deposited. It is found that a growth interruption of approx- 0.1
imately 10 s leads to a spontaneous deformation of the layer
into a manifold of QW islands of different thicknesses [1, 3]. 0 0

Samples produced without growth interruption show the 600 800 100o 1200 1400 1600

typical 2D reflection high energy electron diffraction wavelength (nm)
(RHEED) pattern. The sample of this kind investigated here Fig. 1. Luminescence and photo luminescence excitation intensities of a

will be refer to as sample B. The REED pattern changes two monolayer thick InAs/InP quantum well grown with growth inter-

during the growth interruption into a spotty picture along ruption, sample A.
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Instead, the magneto-luminescence technique is applied, crescent-shaped GaAs/AlGaAs quantum wires of known
where use is made of the fact that the diamagnetic shift of confinement. Our values for respectively mx, my and m- of
an exciton depends on its reduced effective mass p, and is approximately 3.2, 2.9 and 8.3 geV/T 2 are much smaller
proportional to the exciton diameter in the plane normal to than the values measured for the QW wires of 7, 4.5 and
the applied magnetic field [5-8]. 16.3 gieV/T 2 , for wire dimensions of approximately 20 nm by

Measurements were thus taken with the magnetic field 10 nm [5], and also much smaller than the values of 12, 4 or
oriented in 3 major crystallographic directions defined as less and 20geV/T 2 for wires of approximately 35 nm by
follows: the z-direction is normal to the QW layer (001), and 5.5 nm [6]. Our second qualitative argument is based on the
x, y are the two perpendiculars in plane directions parallel observed anisotropy. The diamagnetic shift along the x
to the cleaved edges. The HF-induced etch pit V-grooves on direction is slightly larger than that along the y direction,
the substrate side are directed along the x-axes defining this suggesting an in-plane cigar-shaped exciton, elongated
axis as the (011). along the same direction as that determined by RHEED.

Measurements were performed at low temperature, We attribute this shape to an anisotropic confinement, since
T ; 5 K and at magnetic fields of up to 20 T. Low-field we expect that such embedded structures are isotropically
spectra (up to 11T) were recorded by a Bruker 113v stressed. The anisotropy is, however, rather weak and is
Fourier transform spectrometer, where the sample lumines- observed only in the measurements at high magnetic fields.
cence was imaged from the spectrometer exit port onto an Furthermore, no polarization of the emitted light was
InGaAs p-i-n detector located in front of the interferometer observed.
chamber. The high-field spectra were obtained from scan- It has been argued [5] that under given circumstances,
ning a HR640 single monochromator equipped with a the diamagnetic shift of a laterally confined exciton can be
cooled Ge-detector. described analog to the exciton in a biaxial crystal [9]. The

The peak position of the luminescence was determined by anisotropic confinement and resulting band-mixing [10],
fitting the luminescence intensities in the vicinity of the peak which normally complicate the evaluation are phenomeno-
to a function consisting of a Lorentzian superimposed on a logically introduced in the form of an anisotropic exciton
small linear background. The line shape, intensities and mass pi (i = x, y, z). The exciton radius ai is estimated as
background level were found to be independent of the mag- usual from ai = (4xh2 e/e2 ,i), where e is the dielectric con-
netic field. The magnetic field dependence of the lumines- stant, and where the other constants have their usual
cence can thus be described by a single free parameter: the meaning. The reduced masses are obtained from the mag-
peak position E. In all three directions we observe that the netic field dependence of the peak position given by mi =

peak positions shif as E, = Eo + mi B2, where mi is the (kB 2/ppU P), where u is an appropriate average over all
anisotropic diamagnetic shift parameter. This is shown for directions -1  3-1(yp'1 + uy-1 + uZ ), and k is given by
the 4 mono-layer QW in Fig. 2 neglecting E(°) for clarity 4ni2 h l2/e2 . The calculated average exciton mass and the
reasons. It should be noted that we had to reposition the exciton radius ax. Y defined as Ia-.a,, are plotted in Fig. 3.
samples in order to achieve the three experimental arrange- The direction of smallest extension is, as expected, along
ments. This caused an uncertainty in E(°) of approximately the growth direction. We also obtain that the exciton radius
3 meV. a. increases with decreasing well width. We interpret this as

A first indication for localization in our InAs/InP struc- due to leakage of the electron wave function into the InP
tures is obtained from the comparison of the results shown barrier. The average in-plane radius is almost independent
in Fig. 2 with diamagnetic shift parameters as measured in of the energy, i.e. the QW thickness, and its typical value of

about 5.5 nm compares very well with the radii obtained for
4 .QW wires [5] of 8.6 nm along and 5.5 perpendicular to the

wires. There the radius a. was determined to be 2.4nm,

10 . . . . . .. . . . . . . . 0.18
az #262

8 ax~82 -- a 0.16

62

1 0.14
A2

0 ---- - ::::!0.12 c

0 00.1

0 4 8 12 16 20 0.9 1 1.1 1.2 1.3 1.4

magnetic field (T) energy (eV)
Fig. 3. Exciton radius parallel (a.) and perpendicular (a, ,) to the growth

Fig. 2. Diamagnetic shift of the emission line peaked at approximately direction and averaged exciton mass determined from the diamagnetic shift
1.052 eV of sample A. of the luminescence of sample A.
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Table I. Measured diamagnetic shift parameters and calculated anisotropic exciton
radii

position mý mY m. a. ay a.
sample (ev) (peV/T2 ) (gieV/f 2) (peV/T2 ) (nm) (nm) (nm)

A 1.12 4.2 3.2 9.8 4.9 6.5 2.1
B 1.11 3.2 3.5 8.3 5.5 5.1 2.5

which is the same value as we obtain for the 3 monolayer model of an anisotropic effective mass exciton is found to
QW case. form a useful basis for discussions. The origin of the confine-

Striking, however, is the observed similarity of the results ment, since it is observed in samples grown with and
from samples A and B, shown in Table I. This agreement without growth interruption is still not understood.
suggests that the homogeneity on the length scale of an
exciton does not depend on the growth interruption, and
thus on island formation. From the comparison with the
better defined quantum wire systems, we are led to believe
that the excitonic recombination is governed by confine-
ment effects. From this we conclude that the InAs-layer of
sample B is also not homogeneous. Indeed the recombi- 1. Carlin, J. F., Houdr6, R., Rudra, A. and Ilegems, M., Appl. Phys. Lett.

nation consists of a doublet. For the slightly stronger high- 59, 3018 (1991).
enation ponsistsa o at doulwet. Forbthe anlin-ply ongerad 2. Brasil, M. J. S. P., Nahory, R. E., Tamargo, M. C. and Schwarz, S. A.,energy peak at 1.16 eV, we obtain an in-plane radius of Ap.Py.Lt.6,6819)Appl. Phys. Lett. 63, 2688 (1993).
approximately 7 nm, the highest value of all the investigated 3. Houdr6, R., Carlin, J. F., Rudra, A., Ling, J. and Ilegems, M., Super-

features. lattices and Microstructures 13, 67 (1993).

Unexplained at this stage is the fact that the RHEED 4. Marzin, J. Y., in "Heterojunctions and Semiconductor Superlattices"

analyses is suggestive of a 2D-growth mechanism for sample (Edited by G. Allen, G. Bastard, M. Lannoo and M. Voos) (Springer,
Berlin 1986), p 161.

B. This technique is perhaps only sensitive to larger scale 5. Nagamune, Y. et al., Phys. Rev. Lett. 69, 2963 (1992).

features and does not resolve short range fluctuations, 6. Plaut, A. S., Kash, K., Kapon, E., Hwang, D. H. and Colas, E., Proc.

which however could cause the observed confinement. EP2DS-10 (1993), Surface Science 305, 576 (1994).

We conclude that the diamagnetic shift of the magneto- 7. Sakaki, H., Arakawa, Y., Nishioka, M. and Yoshino, J., Appl. Phys.

luminescence in InAs/InP QW, although tiny, can be resolv- Lett. 46, 83 (1985).

ed by measurements performed in high magnetic fields. The 8. Weman, H. et al., Superlattices and Microstructures 13, 5 (1993).
9. Taguchi, S., Goto, T., Takeda, M. and Kido, G., J. of Phys. Soc. Jpn.

obtained exciton radii are close to those observed in 57,3256(1988).

quantum wires of well-defined size. The oversimplified 10. Bauer, G. E. W. and Ando, T., Phys. Rev. B38, 6015 (1988).
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Abstract double crystal X-ray diffraction, secondary ion mass spec-
We have studied initial strain relaxation and optical quality in lattice mis- troscopy (SIMS) and PL excitation etc., have also been
matched In.Ga1 ,As/GaAs single quantum wells as a function of In used. Since the spatial resolution of PL is limited by the
content, x, using several structural and optical characterisation techniques. exciton Bohr diameter, typically about 300 A, the PL is less
Influences of cap layer thickness on material qualities were also examined.
Samples were grown with solid source molecular beam epitaxy. The initial sensitive when there are small islands as compared with
relaxation was predominated by formation of misfit dislocations for TEM and RHEED. The PL resolution of measuring strain
x < 0.25 and three-dimensional (3D) islands for x > 0.3. Both phenomena relief by formation of misfit dislocations is determined from
were observed in the transition region. Presence of misfit dislocations gave the excitonic peak shift. In an ideal sample with uniform
rise to degraded optical qualities in terms of luminescence efficiency and alloy compositions and strain relaxation, a peak shift of
linewidth. In the case of 3D islanding, the optical signal was strong but
broadened or even split into several peaks. Critical layer thickness (CLT), 1 meV corresponds to strain relief of about (Aa/a)II =

defined as onset of strain relaxation decreased with In content. The x- 2 • 10-4. Critical layer thickness, defined as the onset of
dependent CLT was explained by energy consideration. Capping a GaAs either dislocation formation or 3D islanding, was measured
layer on a partially relaxed alloy overlayer increased the residual strain and as a function of In content within an experimental
thus improved optical qualities. resolution. The results were explained using energy con-

siderations. We also found that the GaAs cap layer thick-
It is well known that lattice misfit in semiconductor het- ness had significant influence on strain recovery and optical

erostructures, e.g. a thin InGaAs overlayer grown on a quality.
GaAs substrate, can be elastically accommodated when the A large number of samples were grown by molecular
alloy layer thickness is less than a critical value [1]. After beam epitaxy in both Varian GEN II and 360 systems. Cali-
the critical layer thickness (CLT) is reached, the structure brations of growth rates and alloy compositions were made
relaxes and its material qualities deteriorate. There have by RHEED oscillations. In each sample a 0.5 jim thick
been a number of experimental evidences showing that the GaAs buffer layer was first deposited at 580 'C. The growth
initial strain relaxation in this system is caused by formation temperature was then reduced to 520-530 'C for the remain-
of misfit dislocations at the heterointerface when the In ing parts. Both a pyrometer and a specially designed probe
content, x, is less than 0.25 [2-6], and by a morphological [17] were used to measure growth temperature. Detailed
change from two-dimensional layer-by-layer growth to experimental set-ups for different diagnostic techniques have
three-dimensional (3D) island nucleation for larger x-values been reported before [18'-20].
[7-14]. Use of surface sensitive techniques, such as scanning Misfit dislocations were directly observed in plan-view
tunnelling microscopy (STM), reflection high energy elec- TEM images at a initial stage of relaxation for x < 0.3.
tron diffraction (RHEED) and transmission electron micros- Figure l(a) shows a typical TEM picture image under the
copy (TEM), has revealed that these islands can be either two beam condition of g(220) for a partially relaxed, 250 A
dislocation free [14] or nucleated on misfit dislocations thick Ino.2Gao. 8As/GaAs single QW capped with a 50A
[10]. Thus the growth mode of In.Gal_,As follows the thick GaAs layer. Misfit dislocations appear as an array and
Stranski-Krastanov mode [15]. A quantum well (QW) distribute asymmetrically along the two [± 110] directions.
structure is formed when the alloy is capped by a GaAs Using the g" b # 0 rule, where b is the Burgers vector of
layer. Understanding strain relaxation in such embedded misfit dislocations, we identified that they were of 600 type.
structures are of practical importance, since they are The asymmetric distribution was also reported before [4,
employed in device structures. The GaAs cap layer not only 21] and was attributed to different nucleation rates and
exerts a strain force on the alloy layer same as the GaAs gliding velocities of oe and fP dislocations [22]. The average
substrate, but also induces In segregation [16]. Hence, both distance between adjacent dislocations is about
interface morphology and strain relaxation in QW struc- 0.8 + 0.3 gtm, resulting in a strain relaxation degree of
tures are different from those in thin alloy overlayers. (2.5 ± 1)_ 10-4. Figure l(b) shows PL spectra from the same

In this paper we report initial strain relaxation and sample and the reference sample, which has a 5000A thick
optical quality in lattice mismatched InGal ,As/GaAs cap layer and is nearly fully strained. For the relaxed struc-
single QWs for the whole In content range. We have used ture, the peak energy shifts to a lower energy, the linewidth
TEM and photoluminescence (PL) to examine structural broadens and the intensity decreases. These spectral features
and optical qualities, since STM and RHEED are unable to indicate degraded optical quality. The red shift of the PL
detect features on the interfaces and in the alloy layer transition energy is indicative of a reduced alloy band gap.
beneath the sample surface. Other techniques, such as Its magnitude is nearly proportional to the residual strain.
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(a) (a)

(b) 2.0
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Fig. 1. (a) Plan-view TEM image of a 250A thick Ino.2Ga0 .8As/GaAs
single QW capped by a 50A thick GaAs layer. Misfit dislocations are Energy (eV)
clearly observed as an array and distributed asymmetrically along the two
diagonal directions. (b) Photoluminescence spectra from the same sample Fig. 2. (a) Cross-section TEM image of Ino. 3 6Gao.64As/GaAs single QWs

shown in (a) and from the reference sample with a 5000A thick cap layer, with well thicknesses of 10, 20 and 30A. A wavy interface observed in the

which has a strong and narrow PL-peak. 30 A thick QW indicates the presence of 3D islands. (b) Photoluminescence
spectra from Ino. 5Gao. 5As/GaAs single QWs with 4, 5 and 7 monolayer
thick alloy layers under different excitation intensities. The 3D islanding

Misfit dislocations trap photo-excited carriers and therefore starts in the 5 monolayer QW. The related PL shows a resolved peak split.

the radiative recombination is reduced. Moreover, dis-
location formation causes a non-uniform strain relaxation thick QW, however, shows a flat lower interface, while the
and thus broadens the luminescence peak. upper one is wavy, indicating presence of 3D islands. The

For x > 0.3, 3D islands were observed to prevail at initial average size of these islands is larger than 200 A, i.e. compa-
strain relaxation. Figure 2(a) shows a cross-section TEM rable to the exciton Bohr diameter. Formation of 3D islands
image from In 0.36Gao. 64As/GaAs single QWs with 10, 20 could cause strain relaxation [14]. This is non-uniform,
and 30 A thick alloy layers separated by 200 A thick GaAs. large on top and in the middle of an island and small at its
For the 10 and 20 A thick QWs, both upper and lower inter- peripheral. Typical PL spectra in the presence of 3D islands
faces are flat. The corresponding PL signals (not shown) are shown in Fig. 2(b) from Ino.5Gao._As/GaAs single QWs
have a strong intensity and a narrow linewidth. The 30A under different excitation intensities. Three-dimensional
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islanding occurs in the 5 monolayer thick QW. The PL A similar approach is applicable to the case of 3D islands.,
signal is broad and two peaks are resolved. The lower Decrease of strain energy by forming 3D islands occurs at
energy peak dominates at low excitations, while it saturates the expense of increased surface energy. Since the strain
and the higher energy peak emerges at high excitations, relief within an island is non-uniform and depends on its
Since the transition energy in the island areas is smaller due geometrical parameters, it is not straightforward to establish
to a relatively larger well thickness, the excitons are easily a relation between the strain energy and the characteristic
trapped in such areas to form localized excitons. Increasing geometrical sizes to make a quantitative comparison. An
excitation intensity will saturate this localized exciton alternative choice is to use the energy balance. The CLT,'
recombination and the carriers start to occupy states in L3D, is defined when the amount of reduced strain energy
areas between islands. The related excitonic transition has a and increased surface energy are equal. The residual strain
higher energy because of a thinner well thickness. The PL at the CLT then drops abruptly from the f-value, depending
signal then shifts to a higher energy. In general, presence of on the strain relaxation efficiency. This consideration is
3D islands does not significantly reduce luminescence effi- simple and intuitive, though the obtained L3D-value could
ciency. The peak split is resolved when the average lateral be larger than that from the energy minimization. The
size of 3D islands is much larger than the exciton Bohr reduced strain energy per area, AE, can be written as
diameter. 1 + v

Using the PL and TEM techniques, we have examined AE, = 2P1Gf 2L3D1 _ V (2)
the CLT in In.Ga, LAs/GaAs single QWs for the whole In
content range. The results are summarized in Fig. 3. The where G is the shear modulus and 'is the relaxation effi-
CLT is the virtual boundary between the solid dots denot- ciency of 3D islands. Modelling the islands as hemispheres
ing dislocation-free two-dimensional alloy layer and the with radius, r, the increased surface energy per area, AEs, is
open circles (3D islands) or crosses (misfit dislocations). The AE, = dyer 2y (3)
initial strain relaxation is caused predominantly by forma- where d is the sheet density of 3D islands and y is the
tion of misfit dislocations for x < 0.25 and by 3D islands for surface tension. The island radius is related to film thickness
x > 0.3. There is a transition region for 0.25 < x < 0.3, in and island density by
which both features are concomitant. Strain relief by forma- /3L3D" /3

tion of misfit dislocations was predicted a long time ago r = (4)
[23]. Matthews and Blakeslee suggested [24] that misfit dis- 27rd (
locations were formed at interfaces as kinks. Assuming that Combining eqs (2)-(4), the CLT defined at the onset of 3D
the misfit between GaAs and InGaAs, f, is accommodated island growth follows
by both elastic strain, s, and misfit dislocations, minimizing
the sum of strain and dislocation energy and setting =f 3 d -- V f- (5)
yield an expression for CLT, Ldis, as L3D 32, 3  vJ f5

_v For simplicity, we assume il= 1, i.e. the 3D islands are fully
b 1ý = bI relaxed. The island density has been measured by STM

4 1+ 4 I (1) [14]. The results revealed that the density was approx-
imately proportional to x2 . After substitution of numerical

for double-kink misfit dislocations, where b is edge com- values in eq. (5), the CLT has a simple dependence on x,
ponent of the Burgers vector, v is the Poisson ratio and a is in A
a dislocation core cut-off parameter which is approximately 1 (6)
4. This is shown by the solid line, Ldi,, in Fig. 3 which fits L3D - (6

the CLT for x < 0.3. This curve is denoted by L3D in Fig. 3. The CLT decreases

200 with In content and is below the LdiS-curve for x > 0.33, in

...... good agreement with experimental observations. It can be.Ldis easily proven that AE, < AE,, after the overlayer thickness
0• 2D exceeds the LaD. This indicates that formation of 3D islandsS 150

3D o 3D is energetically favourable. The dotted line in Fig. 3 is the
x dislocation CLT-curve derived from the single-kink Matthews model

100 ......... Single-kink [25] applicable to a thin In.Ga, _1 As overlayer for compari-ng'. * ° son.
\* It must be emphasized that the energy consideration of

- 50 strain relaxation is only a necessary but not sufficient condi-
"�" tion. Kinetical barrers often exist and impede relaxation.

. ".. . . For example, the Peierls-Nabarro friction force [26] is

• 0 important in semiconductors at low growth temperatures.
U 0 0.2 0.4 0.6 0.8 This force prevents threading dislocations or dislocation

half-loops from gliding to form misfit dislocation kinks [25].
In content, x Surface diffusion, which leads to 3D islanding, also highly

Fig. 3. Summary of strain relaxation and CLT in In.Ga, _As/GaAs single depends on growth temperature and growth rate [27]. We
QWs as a function of In content. Symbols are experimental data while the have previously measured L3D as a function of the growth
lines are the theoretical predictions. temperature for 0.36 •< x < 1 [19, 28, 29]. The results

Physica Scripta T54



Lattice mismatch InGaAs/GaAs Single Quantum Wells 87

showed that the CLT decreased with increased growth tern- the experimental observations. The influence of the GaAs

perature. The temperature dependence was more significant cap layer thickness on residual strain was found to be sig-

for 0.36 < x < 0.5. The measured L3D-curve could be well nificant. The residual strain recovered and optical qualities

fitted by the single-kink Matthews model [25] including the improved with increasing GaAs cap layer thickness.
Peierls-Nabarro friction force, assuming that 3D islands Acknowledgements
nucleated on misfit dislocations [30]. We thank M. J. Ekenstedt, J. Y. Yao, Z. H. Lai, J. V. Thordson and U.

Experimental evidences of activation of misfit dislocations S6dervall for their valuable contributions to this work. The Swedish Board

in In.Gal_.As/GaAs system are few. The only report [31] for Industrial and Technical Development (NUTEK), Swedish Research

to our knowledge is from PL measurements on Council for Engineering Sciences (TFR) and the Swedish National Science

InGal_ ,As/GaAs (0.1 < x < 0.5) single QWs annealed at Research Council (NFR) are acknowledged for their financial support.

825 °C for 30 minutes. The change of PL linewidth for References
x < 0.2 was within + 1 meV and the peak shifted to higher 1. Matthews, J. W., "Dislocations in Solids" (Edited by F. R. N.

energy with annealing. Hence, there were no obvious optical Nabarro) (North-Holland Publ. Co., Amsterdam 1979), p. 461.

degradation of the annealed samples that could indicate 2. Gourley, P. L., Fritz, I. J. and Dawson, L. R., Appl. Phys. Lett. 52, 377

thermal activation of misfit dislocations. In fact, both In dif- ~ (1988).
3. Herbeaux, C., Di Persio, J. and Lefebvre, A., Appl. Phys. Lett. 54,

fusion [32] and segregation [16] at such a high annealing 1004(1989).

temprature were significant, resulting in an inclined QW 4. Breen, K. R., Uppal, P. N. and Ahearn, J. S., J. Vac. Sci. Technol. B7,

potential profile and thus increased interband transition 758(1989).

energies. 5. Chang, K. H., Bhattacharya, P. K. and Gibala, R., J. Appl. Phys. 66,

Finally, we have examined the effect of GaAs cap layer 2993 (1989).
6. Grundmann, M., Lienert, U., Christen, J., Bimberg, D., Fischer-

thickness on residual strain and optical quality. Typical Colbrie, A. and Miller, J. N., J. Vac. Sci. Technol. B8, 751 (1990).

PL spectra are shown in Fig. l(b) for 250 A thick 7. Goldstein, L., Glas, F., Marzin, J. Y., Charasse, M. N. and Le Roux,

Ino.2Gao. 8As/GaAs single QWs with 50 and 5000A thick G., Appl. Phys. Lett. 47, 1099 (1985).

GaAs cap layers, respectively. Photoluminescence spectra 8. Yao, J. Y., Andersson, T. G. and Dunlop, G. L., Appl. Phys. Lett. 53,
1420(1988).

from other samples with a cap layer thickness between 50 9. Radulescu, D. C., Schaff, W. J., Eastman, L. E., Ballingall, J. M., Ram-
and 5000A are shown elsewhere [33]. The PL spectra seyer, G. 0. and Hersee, S. D., J. Vac. Sci. Technol. B7,111(1989).

revealed that the transition peak shifted to a higher energy, 10. Guha, S., Madhukar, A. and Rajkumar, K. C., Appl. Phys. Lett. 57,

the intensity increased and the linewidth became narrow 2110(1990).

with increasing GaAs cap layer thickness. These changes 11. Wang, S. M., Andersson, T. G., Kulakovskii, V. D. and Yao, J. Y.,

indicated improved optical quality. The TEM measure- Superlatt. Microstruct. 9, 123 (1991).
12. Yao, J. Y., Andersson, T. G. and Dunlop, G. L., J. Appl. Phys. 69,

ments showed a reduced dislocation density and therefore 2224(1991).

the residual strain recovered with cap layer thickness. It is 13. Ceschin, A. M. and Massies, J., J. Cryst. Growth 114, 693 (1991).

interesting that misfit dislocations do exist in the sample 14. Snyder, C. W., Orr, B. G., Kessler, D. and Sander, L. M., Phys. Rev.

with a 5000 A thick cap layer having excellent optical qualit- Lett. 66, 3032 (1991).
wiesthown in Fig. thick c a verageavingtecellentween op ical a- 15. Stranski, I. N. and von Krastanov, L., Akad. Wiss. Let. Mainz. Math.-
ies shown in Fig. 1(b). The average distance between neigh- Natur. KI. lIb, 146 (1939).
bouring dislocations was found to be larger than 1 gam. This 16. Moison, J. M., Guille, C., Houzay, F., Barthe, F. and Van Rompay,

implies that the optical qualities do not necessarily degrade M., Phys. Rev. B40, 6149 (1989).

when there exist a very small amount of dislocations. It also 17. Ekenstedt, M. J. and Andersson, T. G., J. Vac. Sci. Technol. B9, 1605

reveals that TEM has a better resolution than PL in mea- (1991).
18. Andersson, T. G., Chen, Z. G., Kulakovskii, V. D., Uddin, A. and

suring strain relaxation. Indium segregation was confirmed Vallin, J. T., Appl. Phys. Lett. 51, 752 (1987).

from the SIMS measurements and was found significant in 19. Wang, S. M., Andersson, T. G. and Ekenstedt, M. J., Appl. Phys. Lett.

the thick cap layer samples. There are several reasons for 59, 2156 (1991).

strain recovery with cap layer thickness. A thin cap layer 20. Wang, S. M., Andersson, T. G., Chen, W. Q., S6dervall, U. and

imposes a tensile strain force on misfit dislocations. This Thordson, J., J. Cryst. Growth 135, 455 (1994).
force has a tendency to push back the existed dislocation 21. Kavanagh, K. L., Capano, M. A., Hobbs, L. W., Barbour, J. C.,

Mar~e, P. M. J., Schaff, W. J., Meyer, J. W., Pettit, D., Woodall, J. M.,

kinks. The In segregation gives rise to reduced In contents Stroscio, J. A. and Feenstra, R. M., J. Appl. Phys. 64,4843 (1988).

near the interfaces. The alloy layer with a lower In content 22. Abrahams, M. S., Blanc, J. and Buiocchi, C. J. Appl. Phys. Lett. 21,

has a larger ability to accommodate the misfit. With 185(1972).

increase of cap layer thickness, the dislocation line tension, 23. van der Medrve, J. H., J. Appl. Phys. 34, 123 (1962).

which is counteracted by the strain force, increases [34]. 24. Matthews, J. W. and Blakeslee, A. E., J. Cryst. Growth 27, 118 (1974).
25. Matthews, J. W., J. Vac. Sci. Technol. 12, 126 (1975).

The residual strain then recovers. 26. Nabarro, F. R. N., "Theory of Crystal Dislocations" (Clarendon,

In conclusion, we have studied initial strain relaxation Oxford 1967).

and CLT in lattice mismatched InxGal -,As/GaAs single 27. Grandjean, N. and Massies, J., Semicond. Sci. Technol. 8, 2031 (1993).

QWs for the whole In content range. Strain relief was found 28. Ekenstedt, M. J., Wang, S. M. and Andersson, T. G., Appl. Phys. Lett.

by formation of misfit dislocations for x < 0.25 and of 3D 58, (1991).
29. Wang, S. M., Andersson, T. G. and Ekenstedt, M. J., Appl. Phys. Lett.

islands for x > 0.3. Presence of misfit dislocations and 3D 61, 3139 (1992).

islands led to degradation of the optical quality. The strain 30. Price, G. L., Phys. Rev. Lett. 66,469 (1991).

relief by misfit dislocations was explained by Matthews and 31. Elman, B., Koteles, E. S., Melman, P., Jagannath, C., Armiento, C. A.

Blakeslee's mechanical equilibrium model. An expression for and Rothman, M., J. Appl. Phys. 68, 1351 (1990).
32. Lee, J. C. and Schlesinger, T. E., J. Vac. Sci. Technol. B5, 1187 (1987).

the CLT based on the onset of 3D island growth was 33. Wang, S. M., Andersson, T. G., Lai, Z. H. and Thordson, J. V., Semi-

derived using energy balance model. The L3D-curve was cond. Sci. Technol. 9, 1230(1994).

below the Ldis-curve for x > 0.33, in good agreement with 34. Twigg, M. E., J. Appl. Phys. 68, 5109 (1990).

Physica Scripta T54



Physica Scripta. Vol. T54, 88-91, 1994

Electron Correlation Effects in Quantum Dots

A. Matulis*

Semiconductor Physics Institute, Gostauto 11, 2600 Vilnius, Lithuania

Received May 2, 1994; accepted June 14, 1994

Abstract 2. Formulation of the problem

Convergent renormalized perturbation series in powers of the electron- Consider N electrons in a two-dimensional quantum dot
electron interaction are proposed for calculating the energy of a quantum described by the following Schrbdinger equation
dot. The method is illustrated by calculating the ground state of a quantum
dot consisting of two electrons and the ground state of exciton in quantum h2 2
dot model. Comparison between the present results and those of an exact 112 M*w2lr? + e
numerical integration shows the great accuracy of the proposed method in - 2m* V + 0 + E- - 1-ri-rj
the whole range of the electron-electron coupling constant values.

(2.1)
1. Introduction

where wo is the confinement frequency parameter. For
Recently quantum dots containing one, two and more elec- future purposes we will introduce dimensionless units by
trons, say quantum dot "helium" and higher "elements" making the following transformation: 1) r -• aor, where
respectively were created and investigated [1-3]. The ao = vh/mwo, 2) the energy will be measured in h1o0 units.
exchange and correlation effects were shown to be of great Using these dimensionless notations we obtain the following
importance [4]. The theoretical investigation of the corre- eigenvalue problem
lation effects is mainly based on the straightforward numeri-
cal Hamiltonian diagonalization in the many particle -1r3+ AE- E(2 TI- = 0. (2.2)
function space [4, 5]. It is a rather laborious procedure. 2 -< I + i -1=

We propose to treat the electron system in the quantum
dot in more simple way making use of the expansion in a Making use the perturbation methods the eigenvalue can
power series in electron-electron (ee) interaction. The corre- be expanded into power series. Let us suppose that we know
lation effects are known to manifest themselves in the that expansion
second order of that expansion already. Actually, the expan-
sion is in powers of the dimensionless ee-interaction coup- E(2) = Eo + AE1 + 22E2 . (2.3)
ling constant A = ao/au where ao is the characteristicquingum constadimensiont = a here 0  is the oharacriustic The coefficients E0 , El and E2 can be expressed by unper-

quanum ot imesion aB- 6 2/me 2 s th Bor rdiu in turbed one electron energies in the parabolic quantum dot
which s is the static dielectric constant of the medium in

which the electrons are located in and m* is the electron s(i) = 1 + I miI + 2ni (2.4)
effective mass. Thus, the effective coupling constant can be
easily varied by changing the confining potential. Typically, and the Coulomb matrix elements
values 2 >t 2 are of interest experimentally. f. f 1

The primitive A-expansion is only useful in the case of Vi j. T, Vi = 6sj, si' 6sh sj, d 2r, d2 r 2  I

small coupling constant, i.e. for vary narrow quantum dots. f .... J r, -

In order to cover the shole range of A values we constructed
the renormalized A-expansion as was previously used in the X lk*(iIri)ik*(jI r2)Ok(I' r2)0(i'j r,)

case of the nonparabolic oscillator problem (see, for =
example, [6]). The renormalized A-expansion is constructed . s' Si. +j, i'+ N,,. mfl1J, l+rJ

by means of two orders of simple A-expansion, the asymp- x R1 (mi ni, ini. I mj nj, in1 , nj.), (2.5)
totic expansion for large A values and taking into account
the scaling properties of the Schrbdinger equation. R(m~n,, m2n2 ImMn3 , m4 , n4)

For illustrative purposes we considered the ground state f 2n eU.
of the two electron system and electron-hole system in a = r dr r' dr' dqp
parabolic quantum dot and compared the obtained results Jo Jo o 'r 2 + r'2 

- 2rr' cos (qp)
with the exact numerical solution. An agreement within 1%
was found for all A values. x R(m1, n1 lr)R(m2 , n2 r)R(m3 , n3 I r')R(m4 , n4 lr') (2.6)

Here symbol i = {m*, ni, si} stands for the set of one elec-
• Electronic mail: matulis@kktl.pfi.lt tron quantum numbers.
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The matrix element should be calculated with the oscil- following asymptotic eigenvalue expansion holds
lator functions

E(A) = co A2 13 + c,. (3.5)1

0(i 1 r) = eim"'R(mi, n1 I r) (2.7) Now we shall expand the eigenvalue E(ý, A) into a ý and A
power series choosing the lowest possible polynomial

which can be expressed via associated Laguerre polynomials E(1 - fi, f) = bo + bdfi + b2fi 2 + b3fi3 + b4fl4

R(m, n Ir) = + n! r 1,, er 2 /2L1(r 2). (2.8) = (bo + b, + b2 + b3 + b4 )•(m + n)!
- (ba + 2b2 + 3b 3 + 4b4 X1 - fl) + , (3.6)

The coefficients of that expansion should be determined

3. Renormalized series by adjusting that expansion to the eigenvalue A-series (2.3)
and to the quasi-classical asymptotic solution (3.5). The only

It is obvious that the two orders of A-expansion (2.3) could problem we are faced with is the mapping of the A param-
be useful for small A values only. Now we shall try to eter in the ýA-plane. Following Ref. [6] we introduce the
improve the convergence of the obtained A-expansion by mapping onto the straight line
some renormalization procedure. We construct the renor-
malized A-expansion following the procedure described in • = 1-
[6]. The main idea of this renormalization is a scaling trans-
formation of the Schrbdinger equation which enables to
transform the large A value problem into another problem It is supposed that 0 < P < 1.
which can be solved. So, in the case A - 0 we use the expansion

Instead of considering the basic eigenvalue problem (2.2)
we will study the generalized eigenvalue problem as is / - (1_#_1
described by the following Schrbdinger equation E(1 - fl fl) = (1 - f)E 1, (1 )3/2

[ (- "2 V; + ½Ir2 ) + A - E(ý, A)]+L- =0. (3.1) = (1- t){Eo + E1 (1 -fi)3/2 + E2 (1

The difference between this equation and the basic equa-
tion is the additional parameter ý which is included in the =Eo+(El-E'o)P+ L-+E 2 J2 + ... (3.8)
kinetic part of the Hamiltonian. As a consequence the eigen-

value of this new problem will be a function of two param-
eters: A and ý. It is clear that one can obtain the eigenvalue and in the case f - 1, the expansion
of the basic problem as

E(A) = E(1, A). (3.2) E(1 - P, P) (I - f)E 1,

After performing the coordinate transformation r -. = r
one notices that the eigenvalue satisfies the following scaling
condition

E(ý, A) = ýE(1, g-3
1 2). (3.3)

Now comparing eqs (3.8), (3.9) and (3.6) we obtain theThis condition connects the eigenvalues on the trajectory expansion coefficients

in the parameter ýA-plane A = A0 ý3/2. Although according

to eq. (3.2) we need the eigenvalue on the line ý = 1 we can b0 = E0,
use the other suitable value on the above trajectory. As a
consequence we notice that the problem of large A can be b, = E1 - Eo,
reduced to the problem of small ý. The parameter ý2 can be
considered as a reciprocal electron mass. Therefore, the lim- b2 = E1/2 + E2 ,
iting case of -. 0 is the quasi-classical approximation of b_ -E 0 - 4E, - 2E2 +l10c 0 3 + cl,
the quantum dot problem which has been studied in [8, 9].

The quasi-classical approximation can be obtained by b4 = Eo + 5E 1/2 + E 2 - 7co/3 - c, (3.10)
noticing that in the case with very large electron mass, i.e.
when -. 0, the electrons should be located near the and finally arrive at the renormalized series for the con-
minimum of the potential. So, calculating the derivative and sidered eigenvalue E`e"(A)
equating it to zero Eren = (1 - fl)-1 (bo + b1fl + b 2 p

2 + b3 /
3 + b4 f

4), (3.11)

(N ( r, + £ rA--i) = 0 (3.4) _ (3.12)
S = I "~j A=- (1 (3.)3 12 "

one can show that the minimum is located at rk A A1/
3 and

consequently E(A) _ A213.Therefore we shall assume that the presented in a parametric way.
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4. Exciton in a quantum dot a parabolic quantum dot for which there exist exact results
The developed renorrnalization technique can be also to which we may compare our approximate results (see, for
applied to the exciton in a quantum dot problem. Actually, example [10]). Indeed introducing center-of-mass coordi-

according to [7] the exciton can be described by the follow- nates R = (r, + r2)/2 and relative coordinates r = r, - r2

gdimensionless Schr6dinger equation: one can separate the variables and reduce the two electron
ing dproblem (2.2) into two one-particle equations which can be
F 1] easily integrated.

I(Ve + koVh - r. - krh) - A Ire- h E(A)- = 0 Now let us consider the corresponding A-expansion.
(4.1) Knowing the ground state configuration m1 = M2 = nj =

n2 = 0 and taking eq. (2.4) into account we have E0 = 2.

where ko stands for electron and hole effective mass ratio The first order correction can be expressed as

and k, stands for the ratio of squared hole and electron
confinement potential frequencies. El = R0 (OO, 00100, 00) = /2"(5.1)

The eigenvalue A-expansion of Eq. (4.1) can be expressed 2

via the same Coulomb matrix elements with differently The second order correction is
scaled electron and hole wave functions. In fact it differs
from expansion (2.3) by A sign only. The asymptotic behav- E2 - R(In 00100 n) 0.345. (5.2)
iour of exciton equation, however, is quite different. In the 1,n1,n2 2(nh + n2 + 111)

case when A -+ o electron-hole system turns into the free The prime indicates that the term with I = nj = n2 = 0
exciton which is known to have the following asymptotic should be omitted.
eigenvalue A-dependence: We should notice that equating n1 or n 2 to zero in eq.

E(A) = do A2 + d1. (4.2) (5.2) one gets the second order Hartree-Fock correction. For
the ground state it is OF = -0.105. Comparing it with E 2

Due to the above asymptotic behaviour, for constructing we see that the Hartree-Fock contribution covers only the

the renormalized A-expansion the following generalized half of the second order correction what confirms that the
eigenvalue problem should be used: correlation energy is important.

The asymptotic expansion coefficients (3.5) were calcu-
VI [V2 +kV2 _ ý

2(r ± 2~)] _ A 1I (, ~I lated by finding the minimum of the potential and approx-
I e ko Ih e(re-1- Ire--rh A imating it by the corresponding parabolic quantum well.

Those coefficients are co = 3/24'" and c, = /3/2.
0 (4.3) Applying the considered technique to the model exciton

Performing the coordinate transformation r r/-A we problem of electron and hole having the same masses and

get the eigenvalue scaling equation confining frequencies we used the same A-expansion (with
the opposite A sign). We also used the asymptotic expansion

E(•, A) = ýE(1, A -1/2). (4.4) coefficients do = -1 and d, = 1. The first coefficient follows
from free exciton consideration and the second one is

Now, following the procedure described in the previous caused by the center-of-mass motion.
section, i.e. expanding eigenvalue according to eq. (3.6) and Making use eqs (3.10) and (4.7) the renormalized expan-
comparing it with eqs (2.3) and (4.2) with the aid of eq. (4.4) sion coefficients were calculated. All results are shown in
we get the final renormalized expansion: Fig. 1 for two electron system case and in Fig. 2 for exciton

case. Notice that the simple A-expansion can be successfully
Eren = (1 - fl)-i(b 0 + bf# + b2/32 + b3 f3 + b 4 fl

4
), (4.5)

A2  /2_122fl= • (,/I _+4/2-1 (4.6) 5

where the coefficients are defined as follows

b= E0 , 4 E

b2 =E2 - E1/2, ---
................................................

b3 =2do + d - Eo- 2E1 - 2E 2 ,

b4 = Eo + 3E 1/2 + E 2 - do - d, (4.7)

I1 2 8 4

5. Numerical illustration and conclusions
Fig. 1. The two electrons ground state energy versus ee-interaction plot: 1

In order to illustrate the accuracy of the above A-expansion - exact numerical result, 2 - asymptotic expansion, 3 - first order A-

we applied that technique to the system of two electrons in expansion, 4 - second order A-expansion, 5 - renormalized A-expansion.
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a malized expansion with the exact result were obtained for
excited states too.
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Abstract a strictly two dimensional mesoscopic 2DEG system in a

We investigate the spin splitting of the Landau bands (LB's) in a confined perpendicular magnetic field of intermediate strength. We

two-dimensional electron gas (2DEG) using the Hartree-Fock approx- thus observe a spontaneous spatial dependent polarization
imation (HFA) for the mutual Coulomb interaction of the electrons. The of the 2DEG within one mesoscopic system of the size of a
exchange term of the interaction causes a large splitting of the spin levels of quantum dot. We investigate the effects of the finite size of
a LB whenever the chemical potential lies between them. These oscillations the system on the LB's in the absence of any impurity scat-
of the splitting with the filling factor of the LB's are conveniently inter- tering of the electrons. The system size is chosen to be of the
preted as an oscillating enhancement of the effective g-factor, g*. The
reduction of g* when a LB is becoming completely filled is accompanied by order of several magnetic lengths I - h/--(eB). The LB's in
a spontaneous formation of a static spin-density wave state whose details the center of the system do then approach flat Landau levels
depend on the system size and temperature. indicating that an electron in the center does not feel the

boundary. We are thus able to observe effects caused by the
finite size of the system and the bulk character of some of

1. Introduction the electron states together with the fine interplay of these
The enhancement of the effective g-factor, g*, of a 2DEG in two effects characteristic to mesoscopic systems. To accom-
the quantum Hall regime has been studied experimentally plish these goals the mutual Coulomb interactions of the
and theoretically by several researchers [1]. Ando and exactly two-dimensional electrons in several LB's are
Uemura [2] presented a model of an unbounded 2DEG included in the Hartree-Fock approximation at finite tem-
where the broadening of the Landau levels due to impurity perature. The effects of the exchange interaction on the
scattering is treated in the self-consistent Born approx- screening of a simple Coulomb impurity by the 2DEG have
imation (SCBA). The dielectric function is calculated with been discussed elsewhere [8].
the inclusion of the lowest order exchange energy of the
screened Coulomb interaction in the self-energy of the elec-
trons. For a strong magnetic field the overlapping of
Landau levels with different indices is neglected. In addition 2. Model
to the enhancement of g* the exchange interaction can lead
to the spontaneous formation of spin-density [3] or charge- We consider Ns strictly two-dimensional electrons to model
density waves [4, 5] in two-dimensional electron systems. qualitatively a real heterostructure where the 2DEG is con-

The instability of the spin-density wave in wide parabolic fined to the lowest electrical subband. The 2DEG is con-
quantum wells has been studied by Brey and Halperin using fined to a disk of radius R in the 2D-plane by a potential
a modified HFA with a point-contact exchange interaction, step
They find a divergence of the electric susceptibility in the e -Rr\ 1-'
presence of a magnetic field of intermediate strength parallel VCo0 f(r) = Uo exp+ , (1)
to the quantum well and an infinitesimal fictious magnetic L +

field perpendicular to the quantum well [6]. This spin- where Ar = 22 A. To ensure charge neutrality of the system
density wave state has a wavevector along the quantum well a positive back-ground charge nb resides on the disk
parallel to the intermediate magnetic field and occurs only
when the quantum well is wide enough and the exchange F --r - (2)
interaction has a strength larger than a critical value. nb(r) = ii~exp (LAr + I]
Kempa et al. have investigated the spontaneous polarization
of an array of quantum dots into a ferroelectric or anti- with the average electron density of the system given by
ferroelectric state [7]. i, = NJ(itR 2). In the Hartree-Fock approximation the state

Here we shall study the spin splitting of LB's, the oscil- of each electron is described by a single-electron Schrod-
lations of g*, and the formation of spin-density wave state in inger equation

• vidar@raunvis.hi.is {H° + VY(r) + VKoNI(r)}A(r) -f d2r'A(r, r')41.(r') = e. 0,.(r) (3)

Physica Scripta T54



Enhancement of the g-Factor and Spin-Density Wave State 93

for an electron moving in a Hartree potential 30

e2 2r , nt r') - flb(r') 25
VH(r) = 2' r__(4)_20

Kd Ir -r'I (4 15

and a nonlocal Fock potential with W 50
e2 0(r') Ns=48 1'4s--62.

r ' =-- f / i), (5) -5_ _ _

K r -r', I

30
where f(sq - u) is the Fermi distribution at the finite tern- 25
perature T. nj(r) is the electron density - 20

15
n#(r) = I j(r) I2f(s. -ju), (6) , 10

r~~ 5
0

with the chemical potential p•. The label a represents the -5
radial quantum number n,, the angular quantum number
M, and the spin quantum number s = + ½. H0 is the single 0 5 10 15 20 25 30 0 5 10 15 20 25 30
particle Hamiltonian for one electron with spin in a con- M M
stant perpendicular external magnetic field [9, 10]. A Fig. 1. Energy spectra and chemical potential i (horizontal dashed line).
Landau band index n can be constructed from the quantum The total number of electrons N, is indicated in each subfigure. T = 10.0 K,

numbers n, and M as n = (I MI M)/2 + n,. The Landau R = i000A, U 0 = 80meV, and B = 3.0T. GaAs bulk parameters: m* =
0.067m, = 1.4, g*=-0.44.

levels of H' with energy Enmf = hwo,(n + -) + sg*(pB/h)B 0 124 g* -

are degenerate with respect to M with the degeneracy no =
(27W 2)- I per spin orientation. UB is the Bohr magneton (eh/
2mc). The filling factor of the Landau levels is defined by this second LB all below y drastically reducing the spin
v = iijno = 21rl 2ii,. It assumes even integer values when an splitting. The root mean square g-factor, g* for the lowest
even number of spin Landau levels is filled. The cyclotron three LB's is seen in Fig. 2, where the splitting of the LB's
frequency is given by o, = eB/(mc). Hartree-Fock energy has been interpreted as the normal Zeeman spin splitting
spectrum s8 and the corresponding wave functions are now (g*PuB/h)B with an effective g-factor. g*s clearly takes on the
found by solving (3)-(6) iteratively in the basis [10-12] of bare value of 0.44 for even integer filling factor v, when an
H0 . The chemical potential y is recalculated in each iter- equal number of spin up and down states are occupied. On
ation in order to preserve the total number of electrons N,. the other hand g*' peaks whenever v assumes values in the
The number of basis functions used in the diagonalization is neighborhood of odd integers, then p lies between two spin
chosen such that a further increase of the subset results in LB's with the same n. The unequal number of spin up and
an unchanged density nj(r). down states then leads to different exchange energies for the

two different spin directions [2]. The enhancement of the
g-factor is well known from Shubnftcov-de Haas experi-

3. Results ments and the concurrent splitting of all the Landau levels
has been established in optical measurements [13].

The calculations are carried out with GaAs parameters:
m* = 0.067m,, K = 12.4, and g* = -0.44. The occupation of
the LB's is varied by changing N, at a constant strength of
the magnetic field B = 3.0 T. Since the radius of the system 25
R> 1000A is much larger than the magnetic length I • 'T= 1K' -e--
148 A and the effective Bohr radius a* ; 97.9 A we can use 'T=10K'
the average filling factor v=27rl2h, to describe the 20 -

occupation of the lower bands in the interior of the system.
The cyclotron energy hco, ; 5.2meV, so a sufficient height A
of the confining potential is Uo = 80meV in order to 15,
include several LB's in the calculation. For B = 3.0T the N ,

bare spin splitting of the LB's (g*ltB/h)B "• 0.076meV is • 10 +
much smaller than their separation hco, and corresponds to V
* the thermal energy kB T at T ; 0.9 K.

Figure 1 shows the energy spectra of the electrons for 4 5
different values of N8 at T = 10 K. For N, = 48 the chemi-
cal potential y is located between the two lowest almost .'
spin degenerate LB's. When N. increases states of the LB 0
with quantum numbers (n = 1, s = + 1/2) become occupied 2 3 4
and drop below i until around N. = 62 all the bulk states of
that LB are occupied and are well separated from the empty Filling factor
LB with the same Landau level index n but opposite spin Fig. 2. g* , as a function of the average filling factor v for T = 1 K (solid),
s = - 1/2. Further increase in N, brings the bulk states of and 10 K (dashed). Other parameters are as in Fig. 1.
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We have discovered quite an interesting phenomenon 16 Ns=26Ns=34
whenever N, is increased such that v is changing from an 14 Ns2
odd integer to an even integer value, that is when the spin 12
splitting of the LB's is closing down. This situation is dis- • 10
played in Fig. 3 for the lowest LB. This apparent twisting of " 8
the LB's is repeated for a narrower range of v or N, for p in • 6
higher LB's. Figure 4 showing the total density nu(r) and the 4

electron density for each spin direction separately confirms 2
__0 ... .

that a static spin-density wave state forms spontaneously in 16
the system concurrently with the twisting of the LB's. 14 Ns=28 Ns-36

An important difference of the present spin-density wave 12
state in the 2D plane to the one parallel to B investigated by • 10 . ...
Brey and Halperin [6] is the fact that the wavelength of the • 8......
present modulation varies strongly with v. This is caused by 6
the strong dependence of the effective interaction, or the 4 "..
screening, in the 2D plane on v [10, 14-16]. One might 2 /

expect the enhancement of g* and the spin-density wave 0 ------

state to interfere with the formation of incompressible 16 Ns=30 Ns=38
regions of the 2DEG seen in the model of McEuen et al. 14

[16]. 12 .\

To exclude numerical deficiencies we have tested the sta- .0 ..
bility of the spin-density structures by increasing the 68...... ,
number of basis states included in the numerical calculation. 64\. ." - "-

The exact shape and formation of the spin-density waves 2 *.

state does depend on the size of the system emphasizing that 0
we are observing a confined spin-density wave state here 16....................Ns=40
[8]. In larger systems the spin-density wave occurs sponta- 14 Ns=32

neously together with a charge-density wave that dominates 12
for stronger magnetic fields. Brey and Halperin can inhibit .2 10
the formation of a charge-density wave state in their model 6S6by keeping the exchange interaction not too strong [6]. Cal- 4
culations at a much higher temperature (T = 100K) show 2
no sign of any spin splitting since the thermal energy is then 0 . ""
much larger than the Zeeman energy and of the same order 0 20 40 60 80 100 0 20 40 60 80 100

as the separation of the LB's, hco. The spin-density wave is r (nm) r (nm)
better developed and exists for a larger region of v for 10 K Fig. 4. The electron density n(r) x 10 nm2 for both spin directions (solid),
than 1 K. At the higher temperature the occupation of the spin up s = + 1/2 (dashed), and spin down s = - 1/2 (dotted) as functions

different spin orientations is almost the same, such that of the radius r of the system. Other parameters are as in Fig. 1.

small perturbations to the Landau levels can have large

effects in the self-consistent evaluation of the LB's. The• •.. t.• .. €.t i• jj . •..••exchange interaction reduces the Coulomb repulsion

30 between electrons of opposite spin orientation, and thus
25 favors the spontaneous formation of a spin-density wave.,-, 20

S 15 The reduced dimensionality of the electron gas strengthens
E 10 the electron-electron interaction and gives the spatial order-
w 5 1 .,,,ing of the spins an extra weight in the competition with the

0 Ns=26 -- - effects of the magnetic field that tend to order the spins all
-5 in the same direction. At much higher temperatures thermal
30 excitations make states in neighboring LB's accessible for
25 rearrangement of the 2DEG to neutralize any forces that

-,20 might otherwise lead to splitting of LB's or spatial varia-
A 15 tions of the spin or charge densities.
,_ 10

0
Ns=28Ns3

____--____---... .. .. 4. Summary
0 5 10 15 20 25 30 0 5 10 15 20 25 30

M M In a mesoscopic system of a confined 2DEG we have been

Fig. 3. Energy spectra and chemical potential u (horizontal dashed line), able to demonstrate both bulk effects and phenomena
The total number of electrons N. is indicated in each subfigure. Other caused by the finite size of the system, in the absence of any
parameters are as in Fig. 1. impurity scattering of the electrons. The 2D system is large
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enough so that the LB's approach flat Landau levels for low tative comparison with experimental results and the qualit-
values of the angular quantum number M. This can be ative validity of the model in the limit of a 2DEG with a
interpreted as the formation of 2D bulk states inside the finite thickness has to be established. Models of 2DEG in
system. The ensuing singular density of states together with quantum dots of finite thickness seem to indicate the qualit-
the exchange interaction causes the well known oscillations ative applicability of such calculations as far as the electric
of the energy separation of the LB's with the same Landau subbands are well separated [18].
level index n but opposite spin orientations as a function of The present results give an indication what to expect in
the filling factor v. Here we have seen that the enhancement optical measurements of the properties of a 2DEG in lightly
of g* occurs not only in the LB where p is located but in all doped quantum wells and heterostructures, but calculations
the LB's included in the model. Similar behavior has been of the cyclotron resonance or the plasmonic structure of the
established in optical measurements of a 2DEG by Kukush- model are necessary in order to compare with experimental
kin [13]. In a large system of 2D electrons the state of data.
homogeneous density becomes unstable and a charge-
density wave forms spontaneously [4, 5, 17]. In a small
system the formation of such a wave is energetically unfa- Acknowledgements
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Abstract Later we shall discuss the conditions prevailing in the edge

In a mid-plateau situation there exists a reversible uphill flow (in the direc- regions.

tion of the Hall field EY) of the electron liquid with the current density Jjq.. Experiments show that the longitudinal resistivity
Inelastic processes cause excitations to be scattered downhill with the increases dramatically when the Fermi level lies in the
current density J,.., which satisfies the condition J.... + Jnq. = 0. The region of the extended states. This shows that scattering
conversion at the edge of the reversible uphill flow to the dissipative down- processes among extended states are much more efficient
hill flow is mediated by the edge states. It is shown that transverse circula- than scattering between localized states. At very low tem-
tion of electrons implies the temperature independence of the ratio
APxlp" , where pl" is the minimal value of the longitudinal resistivity at peratures the longitudinal conductivity is determined by
the given temperature T, and Ap.Y = pjv(T) - py(O). scattering between localized states, but at somewhat higher

temperatues there is a regime where scattering between
extended states dominates entirely [1], and it is this regime

1. Introduction we shall discuss in the following. The regions with extended
states have small but finite widths. However, we shall use

Superimposed on the longitudinal transport current I there the approximation where, at I = 0, the extended states of a
is a transverse circulation of electrons. This circulation con- given Landau band all have the same energy.
sists of two opposite flows: a reversible uphill flow of the The density of excitations (electrons in the v + Ith
electron liquid and an irreversible downhill flow of excita- Landau level, and holes in the vth Landau level) is exponen-
tions. In the uphill flow electrons move in the direction of tially small in the regime we consider. Blocking of scattering
the Hall field EY, so this flow implies the storage of potential processes because of the Pauli principle can therefore be
energy. The driving field for the uphill flow is the longitudi- neglected. The density of electrons in extended states in the
nal electric field E,. The downhill flow of excitations can v + ith Landau level is
take place only-via phonon emission. Therefore, in a steady
state, this flow dissipates potential energy at the same rate n exp 8v+I-it
as it is stored by the uphill flow. In ordinary conduction the = nk+i "f~v+1) - n+1 e kT /
work done by the driving field is initially stored as kinetic where nv+1 is the density of extended states in the v + Ith
energy, which, subsequently, is dissipated at the same rate as Landau level and f is the Fermi fuction. Correspondingly
it is stored. It is one of the remarkable features of the the density of holes in the vth Landau level is
quantum Hall effect that it is potential energy rather than
kinetic energy which is stored and dissipated. n p Y --. (

In a steady state, conservation of electrons implies that nh %n expk kT ) (2)
the rate at which electrons enter the edge region by the
reversible uphill flow must be equal to the rate at which In the current carrying state, because of the Hall field, the

they leave the edge region by the irreversible downhill flow. Landau levels become tilted such as indicated in Fig. 2,

Considering a mid-plateau situation, where the Fermi level
lies between the vth and the v + Ith Landau level, the con-
version mechanism is the following: as a result of the uphill
flow, edge states in the vth and lower Landau levels, which
for I = 0 were unoccupied, will now be filled up to such an
extent that electrons tunnel (or are inelastically scattered) (DB L
into states in the almost empty v + lth Landau level at the
rate required to obtain a steady state. Lx

.- x

2. The downhill flow of excitations E

Initially we focus on a region of the sample, the shaded
region in Fig. 1, which is far away from source and drain
(and other contacts) and which has a width LY, which is Fig. 1. Geometry of the sample. The current I is flowing in the x-direction.

much larger than the magnetic length, but still so small that The magnetic field points in the z-direction and the Hall field is pointing in

the Hall field can be treated as constant within the region. the negative y-direction, i.e. EY < 0.
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£ showing that the overall contribution, from scattering pro-
cesses between any two states I i> and I j>, to the downhill
motion of the electrons, is proportional to the occupational
probability and thus to the density of electrons ne in the

h > v + ith Landau level. Since the current density of these elec-
,j> trons can be written as ne t#, Ey e, we conclude that the trans-

verse mobility ue must be independent of the temperature.
The same holds for the mobility, uh, of the holes in the vth
Landau level. Electron-electron interaction does not con-

EvI 1 (Y) tribute to the downhill flow because if one electron is scat-
I •tered a certain distance downhill energy conservation

requires that another electron is scattered the same distance
uphill. Using (1) and (2) we find the following expression for

11, (y) the transverse excitation current density

.Jexc. = en, exp ( - 8v)Mh + en,+,

_ V ( exp1- lu E (6)
Ly

3. The uphill flow of the electron liquid

Yi Yj In a standard Hall bar experiment the total transverse
Fig. 2. Landau levels for I #0. The Fermi level, p = p(y), lies between the current must be zero. At finite temperatures the system can
vth and the v + Ith Landau level, satisfy this requirement only by establishing a longitudinal

electric field E,. Let us start by discussing the influence of a
finite longitudinal field within the free electron model, where

which depicts the energy of the extended states (of the vth the basis consists of wavefunctions each of which is a
and the v + lth Landau level) as a function of their centre of product of a plane wave in the x-direction and a harmonic
mass coordinate yj = <i I y I i> = . 'PWy'P dx dy. We con- oscillator wave function in the y-direction. The centre of
sider the scattering of an electron from the state I i> to the mass coordinate, Yo, of the oscillator wave function is deter-
state Ij> in the v + Ith Landau level. Since the energy e, is mined by the momentum in the perpendicular direction
smaller than si, energy conservation requires the emission of PX+ (7)
a phonon with the energy haoq = 8i- E = -Vi(yj - YA = Yo =- + o7 B
e I Ey I (yj - ye). The stated scattering process carries the elec-

tron the distance yj - yj in the y-direction. Because of dis- However, for Ex : 0, p, is no longer a constant of motion.
order, which breaks the lattice-translational invariance, Instead we have
crystal momentum is not conserved. The reversed process, dp.
where by the absorption of a phonon, an electron is scat- - = _-eEx (8)
tered from the state I j> to the state I i>, is less probable than dt

the original process, because whereas the probability for which by use of (7) implies
phonon emission is proportional to (nq + 1), the probability
for phonon absorption is proportional only to n., where nq vy- - -dp,_ -E (9)
is the average number of phonons of the given kind. This dt eB dt B
asymmetry between emission and absorption implies that meaning that the entire electron system moves to the left in
the overall transverse motion (due to inelastic scattering Fig. 2, i.e. in the negative y-direction. The presence of a
processes of the electrons in the v + lth Landau level) is finite longitudinal field results in a reversible transverse
downhill, i.e. in the direction of the y-axis. More specifically uphill flow of the electron liquid. The current density associ-

* the probability per second for the process I i> - I j> can be ated with this flow is
written as

P= Kijf(e.)[1 -f(sf)](n, + 1) (3) Jiiq. = n(-e)v, = v -- e E., = v e E. (10)
h B hI10

where K 0i (except for a constant) is the absolute square of a This, of couse, is not very surprising, because the very
matrix element, which, via the electron-phonon interaction, essence of the QHE, at T = 0, is precisely that the electron
connects the two states. And where, according to Fig. 2, liquid responds to the presence of an electric field with a
f(s 3) =f(ej). The probability per second for the process current density which is perpendicular to that field [2]. At
I]P 10fi) is finite temperatures the electron liquid responds in the same

P= Kj1 f(sj)[1 -f(ji)]n, (4) way, but now the scattering of excitations also contributes
with Ko = Kj. It is seen that to the total current density. For T 0 0 the longitudinal field

E. is finite. Unavoidably, therefore, the current density
P1j - Pj= K1 i f(Ei[1 -f(Ea)] "• Ki f(s) (5) associated with the flow of the electron liquid must have a
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component which is perpendicular to the x-axis, and which equal to the rate of dissipation per unit area J,. Ey =

is given by (10). oxxE2. The role played by kinetic energy in ordinary con-
As we pass a given transport current I through the duction, in the quantum Hall effect is played by the poten-

system, it responds by generating a Hall field. The presence tial energy.
of the Hall field causes excitations to be scattered downhill,
so that a transverse current density J.. results. To obtain a
steady state the system is bound to establish a longitudinal
electric field with such a strength that Jliq. cancels J .. , 6. The temperature independence Ap.,Ylp'~

ee2 In terms of conductivities the requirement that the total
Jnhq. + Jexc. = v Ex + Je.. =0 (11) transverse current must be zero takes the form 0 = urYXEx

+ ux., Ey. From (11) and (6) it follows that a,,. is equal to

4. Steady state conditions at the edges the expression in the bracket on the right side of equation
(6). Suppose we can vary p, say by changing the electron

In order to make a circulation out of the two opposite flows density. We can then determine the value of c that mini-

Jxc. and Jliq., we must consider what happens at the edges. mizes ai . We find

Consider for example the edge that is below in Fig. 1 and to

the left in Fig. 2. By the uphill motion of the electron liquid, Oa 0 T= (nV_ h / ( + v+1 (
this edge region receives electrons at the rate Jni./e per unit _ = 0 , exp -u = n+ 1J exp 28 T ] (14)

length. To obtain a steady state, electrons must leave the /

edge region at the same rate. Electrons leave the edge region implying
by scattering and tunnel processes in the vth and the v + Ith /

Landau level. In the vth level it is more convenient to a in= 2e(n n+ p•L,112 exp ( 9 +1- (15)
describe the matter in terms of holes, meaning that electrons XX = • 2kT
are scattered out of the edge region at the rate I Jh°l. Ile per
unit length, where jho' is the hole contribution to the exci- We now want to determine Aay• = ayx(T) - a1y(0) at thetation current density. To account for the flow of electrons value of u, where aux is minimal. In the free electron modelin the v + nth Landau level we must invoke the edge states. a filled Landau level gives rise to a current density Jx =Edge states in the vth and lower Landau levels, which for e2/h (-Er). If all the extenced states in a Landau band are

I = 0 were unoccupied, will now be filled up to such an occupied, again, because of the compensation theorem [3],
extent that electrons tunnel (or are inelastically scattered) we have the same current density. Therefore, if the extended
into states in the almost empty v + lth Landau level at the states of the v + lth Landau level were all filled, they would
rate required to obtain a steady state, i.e. at the rate J1q./e contribute to the current density by the amount e2 /h (-lEe).

-- I J•I lie per unit length. In this way electrons, which However, since only the fraction exp-(a•+1 -- p/kT) of
came up the hill by the reversible motion of the electrons in these state is occupied we get the contribution e2/h exp

the vth and lower Landau levels, are circulated back - (8, + I - p/kT) (- Es). Similarly, the presence of holes in

(downhill) across the sample via the dissipative electron- the v the Landau level reduces the current density by the

phonon processes taking place within the v + lth Landau amount e /h exp (-y - sjkT) (-E). Thus it follows that

level. At the other edge the electrons coming downhill the current density at the finite temperature T is changed

tunnel or are scattered into empty states of the vth and relative to the zero temperature case by the amount

lower Landau levels. [ ( +I - P P A1

5. Energy conversions h lexp ( -exp (_ kT + EY) (16)

Let us start by considering ordinary conduction in a wire. We have AJ. = Aa%• (- Ey), where we have used
The rate of work done by external sources is VL • I, where -axy = a,. From (14) and (16) it then follows that
VL is the voltage drop along the wire. This work is initially e2 1- _ (/ + e/2

stored in the form of kinetic energy of the electrons. Aary = ' Uh-| .. ./ v /Y+I
However, in a steady state, because of friction, this kinetic h L\n.+iu)eJ nv/Ih 1v
energy is dissipated at the same rate as it is stored. Then / EV
consider the quantum Hall effect. In this case the rate of x exp + -kT (17)

work done by external sources is
Using that

(12VL"- I = Lxx E- Ly v e 2 Ey (12) Uigta
hAp• Au.

The reversible uphill flow of the electron liquid stores poten- Pm' x
tial energy at the rate we find

Jniq.'-IEYI=v-- ExlEyl (13) Apxy = e [ 1 1 (18)

pmn E 2h nv Ph Z' I-'e (18)
per unit area. This rate is equal to the rate of work per unit

area VL • I/L LY, showing that all the work is initially which is temperature independent because the mobilities are
stored as potential energy. In a steady state the rate (13) is temperature independent.
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7. Discussion and conclusions 0.01 ppm level of accuracy. Only an argument which, essen-

The QHE displays several interesting non-local effects [4]. tially, involves no approximations can explain such an accu-

One might therefore question the meaningfulness of apply- racy. Therefore, the present theory is unable to explain this

ing a local relationship between the electric field and the staggering accuracy.
The picture of a transverse circulation of electrons, super-current density. However, in a recent investigation [5], it imposed on the longitudinal transport current, provides a

has been argued that a considerable part of the transport physical interpretation of the experimentally imposed con-

current flows in the bulk, and that here there exists a quasi- dition Jie = a Et + aio Eo = 0 by the identifications:

local relationship between the electric field and the current = iq. + , and by exiningahowsh

density, when the Fermi level lies in a region with localized Jexc. = aXX EY and Jjj. = ay, E,, and by explaining how the

states. In the valleys and around the mountains of the dis- two flows are converted into each other at the edges. Trans-
verse circulation of electrons also applies to the FQHE,order potential, we have circulating currents, which are exethainhscseh xiaiocurtisaredb

completely unrelated to the macroscopic electric field, except that in this case the excitation current is carried by

induced by the transport current. Let J0 denote the current quasi-electrons and quasi-holes.

density associated with these circulating currents for the
I = 0 case. For # 0, we can then define the excess current
density J = JactuaI - J0, and it is this excess current density, References
which, in the bulk, as a reasonable approximation, can be
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Abstract The main drawback of ODESR, however, originates from

Optically detected magnetic resonance measurements of the effective the prerequisite for observing the spin resonance: it is the
g-value (g*) of electrons in type-I GaIn5 _-As/InP quantum wells are pre- introduction of spin transitions within the lifetime of the
sented. The observation of spin resonance on the circularily polarized lumi- radiatively recombining carriers. For the standard ODESR
nescence is explained in terms of recombination in a one-side p-modulation technique using cw microwaves the time needed for indu-
doped quantum well and spin thermalization. Quantum confinement cing a spin transition is experimentally limited to be larger
changes the electron effective g-value. It further induces a strongly aniso-
tropic g-tensor. A calculation for the g*-component agrees well with the
experimental data, but the anisotropy can be explained only qualitatively, existing, which have been obtained for type-II superlattices

[6-9]. Here the electrons and holes are separated in real
space. This separation of the carriers leads to optical life

Introduction times in the microsecond range. However, in the technologi-
ok cally important type-I (direct in space) QW systems, likeSpin-orbit coupling in semiconductors leads within k"-AlxGa1 LxAs/GaAs or InP/In1 ~xGaxAs, such investigations

theory to the definition of the effective g-factor g* [1, 2]. hav i general fl ince the radia iverc ination

The motivation for this is very much the same as that for have in general failed, since the radiative recombination

the definition of the effective mass m*. As m* describes the t ype QWosm lob

influence of the crystal potential on the space coordinates of In type-I QW's longer lifetimes can be obtained in

an electron, and their time derivatives, g* represents the samples to which an electric field perpendicular to the QW

effect of the crystal potential on the spin coordinates. Equiv- plane was applied by means of electrical contacts [10]. This

alently to the effective mass it describes the semiconductor's is, however, incompatible with the ODESR technique using
band structure. The band structure is well known for most a microwave cavity. We used instead a single-sided, p-bulk semiconductors, but it is less thoroughly understood modulation doping for creating an electric field and thus
in low-dimensional structures (quantum wells, quantum reducing the radiative recombination rates. The data for
wines, lo-iesoaquantum wots).Thisunderstanbel qtaintm b electron g*-values in Ga0 .4 71n0o.5 As/InP QWs show a clear
wires, quantum dots). This understanding can be obtained by dependence of g* on QW width and a strong, confinement-
measuring the band structure parameters m* and/or g*, induced anisotropy of the g-tensor. In this article we focus
which are then compared with theory, e.g. k -p-calculations. on how circular polarization of the photoluminescence (PL)

It is well known that magnetic resonance techniques, such is connected to the spin states and how the magnetic
as electron spin resonance (ESR) and cyclotron resonance
(CR), allow the most precise determination of g* and m*. resononance signal is detected.
However for reduced dimensionality several obstacles are Experimental
encountered. First, the reduction of sample volume increases
the demands on sensitivity making optical detection neces- The Ga•In1 _•As/InP single QW samples, or samples con-
sary (optically detected ESR (ODESR) [3] and optically taining several QWs of different thicknesses, used in this
detected CR (ODCR) [4]). Second, scattering increases with investigation have been grown by low pressure metal organic
decreasing size of the low dimensional structure, thus ren- vapour phase epitaxy at 620 'C on semi-insulating InP: Fe
dering the measurement more imprecise. Here ESR seems to as described elsewhere [11]. The QWs were lattice matched
be less affected than CR [5]. Furthermore the role of CR (X~a = 0.47) with varying QW thickness (d). The structure is
can be questioned, when the size of, e.g., a quantum dot is the same for all samples: the QW is grown on top of a
smaller than the cyclotron radius. 400 nm InP buffer layer followed by a 5 nm spacer and a
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single-sided p-modulation doping, a 10nm layer with an
acceptor concentration of 1-2 x 10'8cm-a, and finally a
60 nm capping layer. 1

The PL was excited by an Ar÷ laser operating at 514 nm 2
with typical incident power densities 0.1-0.3 W/cm2 . The PL • -
was dispersed with a f/0.22m double grating spectrometer ,
and detected with a Ge photodiode cooled to 77K. The • 0

degree of circular polarization, i.e. the difference of right- anl 30 60 9(
(a') and left-circularly (a-) polarized components of the e3U angle (deg)

PL, (a' - a-) was analysed by a photoelastic modulator t)

and a linear polarizer placed in front of the monochro- +I

mator. The samples were immersed in pumped LHe at 0 500

-1.6K. They were located in an open TEO,, cylindrical
microwave cavity, itself placed in the center of a 4T split coil
superconducting magnet. The ODESR experiments were _ .
carried out by applying 24 or 36 GHz microwaves, scanning 0.6 0.8 1.0 1.2 1.4 1.6

the magnetic field and recording (a+ - a-) of distinct PL Magnetic field (T)
features in Faraday configuration using the monochromator Mgei il T

Fig. 1. ODMR (36 GHz) detected on the magnetic circularly polarized PL
as band pass filter with 2-8 meV band width. of a 10nm Ga0 A4 71n0 .5 3As/InP SQW at T = 1.6K for four different angles.

The inset shows the anisotropy of g*. Solid circles are experimental data

Results and the solid line is a fit using the expression for axial symmetry (see text).

The PL spectra from all the Gao.471no.0 3As/InP QWs were manner values for g0* and g* were obtained for lattice
determined by single peaks at energies between 0.83 eV matched QWs with thicknesses between 6 and 15 nm, as
(d = 15 nm) and 0.89 eV (d = 6 nm). Full peak width at half well as for a quasi three-dimensional d = 100 nm thick refer-
maximum were between 8 meV and 15 meV respectively. ence layer. The results are summarized in Fig. 2.
These PL features are due to direct recombination of free With varying quantum confinement the absolute values of
carriers between the first electron and heavy hole subbands. g* and g*, as well as the ratio gl/g* changed. In the quasi
Excitons are quenched because of the two-dimensional hole three-dimensional case a g* = 4.01 + 0.04 resonance was
gas present in the QWs [12]. Due to the one side modula- obtained. The resonance was isotropic within the experi-
tion doping induced electric field the energies of the PL mental uncertainty. With increasing quantization the aniso-
peaks are slightly shifted away from the values usually tropy increases to gl/g* = 4 for d = 6 nm, the thinnest QW
observed in symmetrical QWs of this material system. for which ODESR could be observed.

When applying a magnetic field a circular polarization of
the PL was observed. The degree (u+ - a-) of this circular Discussion
polarization was linearly dependent on magnetic field for
fields below 2 T. It was below 4% at a field of 1 T. When For an explanation of the experimental findings we first
measuring (u' - a-) as a function of magnetic field at 1.6 look at the band structure of the (InGa)As/InP QWs.
and 4.2 K, the slope at 4.2 K was typically 0.7 times the one Quantum confinement lifts the four fold degeneracy of the
at 1.6 K. valence band edge pushing the first heavy hole states

Switching the microwaves on, the ODESR was observed I J, Mj> = 11, +2> above the highest light hole state
as a resonant -decreasein the -(a+ - u-) signal at a certain IJ, Mj> = 13, +-!>. The a+ (a-) component of the.PL
field. This resonant magnetic field changed when rotating originates from transitions from the I S, Ms> = 2½, -4> (14,
the sample through an angle 0 from B I (001>, i.e. parallel to + ½>) electron state to the Mj = -- (+ 4) heavy hole state
the QW axis with 0 being zero, towards BII[ilO>, i.e. lying
in the QW plane. As an example the ODESR spectra of a ]/
10nm wide Ga0 .47 Ino. 53As/InP QW are shown in Fig. 1 for 0
four angles 0. The maximum angle of detection was between
70' and 80', since the projection of (a+ - a-) along the 0
direction of detection decreased with increasing angle. Here 0

(a' - r-) is defined with respect to the QW axis. 0 0
Using the resonant magnetic field Bre. and the constant , -2 0

microwave energy AEw the g-values were calculated in spin *
S = 4 formalism by the relation AEw = g*Ji5 B,0 0 ( is the 0
Bohr magneton). The g-values as a function of 0 were-0
analysed using the standard expression for a g-tensor in -4-
axial symmetry:.

g*(O) = Igl2 cos' 0 -+- g*+ 2 sin2 '. (1) 0 10 20 100quantum well width d (rnm)
A fit to the experimental g-values for the 10nm wide Fig. 2. g* (solid circles) and g* (open circles) for different well widths in

Gao.4.71no.53As/InP QW is shown in the inset of Fig. 1, Gao.4 71no.5 3As/InP QWs. The solid line is the result of a calculation (see

where g* has been used as the free parameter. In this text).
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[13] (see Fig. 3). The heavy hole is the only occupied hole The observation of ODESR signals in type-I QW struc-
state. In case of equal population in the M, = ± + and tures is apparently facilitated by the spatial separation of
Ms ± Kramers doublets the PL does not show circular the electron and hole wave-functions caused by the single-
polarization, since the a+ and a- components have equal sided modulation doping. Self-consistent calculations of
transition probability. With a magnetic field electrons and overlap integrals give an increase of approximately two
holes will thermalize into the lowest of the Zeeman split orders of magnitude, corresponding to an increase of the
states respectively, and are hence polarized. However, the optical lifetime from the intrinsic ; 1 ns to ; 0.1 gs, the
ratio of the hole- (Ph) and electron-polarization (Pe) is deter- region where spin-flip transitions can be made to occur.
mined by Ph/Pe = const X Ah 2kT/ge EF [14], where kT, gh Another possible reason may be the admixture of p-type
and ge are the thermal energy, hole- and electron g-value states in the pure spin-up and spin-down s-type wave-
respectively. We estimate the Fermi energy EF for the two. functions of the conduction band due to the electric field,
dimensional hole gas (N. • 1012 cm- 2) to be 5-20 meV. It is k "p interaction and inversion asymmetry [15]. This could,
therefore certainly larger than kT ,t 0.14meV. Thus the in principle, lead to a relaxation of the pure magnetic dipole
hole polarization can be neglected, and only the population selection rules and an increased spin-flip probability
difference within the electron Kramers doublet gives rise to through electric dipole spin transitions. Time-resolved mea-
circular polarization of the PL. surements to further elucidate this question are in progress.

This population difference is a necessary condition for The experimental technique used in this investigation is
performing spin resonance. However, the photo generated based on an occupation difference in the spin population. It
electrons at the conduction band edge seem to thermalize is, however, well known that the relaxation of the electronic
only partly, before recombining radiatively. In case of equi- spin polarization is accompanied by a build up of a nuclear
librium the (a + - a-)-signal would at low magnetic fields spin polarization via flip-flop processes (Overhauser effect)
be proportional to T 1 [14]. This was not found in our [16]. The result is that the polarized nuclei produce a mag-
experiments. Under magnetic resonance conditions the netic field that introduces a shift of the spin resonance posi-
induced spin transitions transfer population from the Ms = tion. An estimate [17], including Ga-, As- and In-nuclei,
- to the Ms = + ½ states and hence alter the (a+ - a)- gives in our case a lOmT shift, being within the experimen-
signal. Here the Ms = - 1 state is lowest in energy, since a+ tal uncertainty of g*.
and a - are connected to Ms = -12 and + 1 states respec- Bulk k p theory can explain qualitatively the depen-
tively, and (a' - a-) > 0. From the resonant magnetic field dence of the experimental g*-values on QW width, as well
the g-value is calculated. Its sign can also be derived: The as the large anisotropy of the g-tensor. In this first, quasi
sign of the magnetic field with respect to detection direction, three-dimensional approach interface- and asymmetric
in our case negative, leads to negative g-values. potential effects on the spin splitting [18] are neglected. g*

The observed anisotropy in the spin resonance signal reads:
could, in accordance with previous studies of type-II 2 3
systems, be taken as evidence for a hole spin resonance [7, - 1 -- P2
8]. For heavy holes an analysis for the I J, Mj> = 3½, ± ½) go 3mm 2(Eg - Ee> -- Ehhl)

states gives g* = 4 and g* = 0 [7, 9]. The discrepancy 1 1 (2)
between the present results and these values is therefore a -2(Eg + Ee. - Elhl) (Eg + E., -- Esh]' (2)
strong indication that holes are not involved. Furthermore
the Fermi level of the holes is located several meV below the and g*:
valence edge. A hole-resonance (at k = kF) is highly unlikely g* ._ 2 p2( I 1 (3) -E)
since the magnetic resonance is detected on the band edge go 3m \(Eg + E,3 - Ehl) (Eg + Er (3)
PL (k = 0). Here both hole spin states are occupied render-

ing spin resonance impossible. where in the g*-values for non-degenerate heavy- and light-
hole bands [2] the bandgap energy E., the valence band
spin orbit splitting E~h and two dimensional subband ener-
gies have been used. The subband energies E.1 , Ehh, and
Elhb for the lowest electron, heavy- and light-hole states

B = 0 B • o respectively were determined for a flat QW potential. Equa-
tions (2) and (3) explain the increase of g* and g* towards

i1 1 11 1 zero. The difference of equations (2) and (3) describes the
2-2> 2 1---> 22 anisotropy of the g-tensor:

g g 2* ( 1 1 i)+=2p (4)

G_ G go 3m Eg + Ee. - Ehh1) (Eg + EeI - Elh1

It increases with decreasing QW width. However, the calcu-

133> 3 3 3_ 3 3> lated g*-values deviate by up to 30% from the experimental
2 2 - - 2 2 > 2 2 values. A calculation, including either higher order terms in

3 1 3 1 1> k or using a Kane-model, was done by Ivchenko et al. [19]
2 2 22 2-2 22 for the GaAs/(AlGa)As system. Adapted to

Fig. 3. The valence- and conduction band edges in spin representation Gao.4 71no.53 As/InP it can lead to a better fit. It still does
with and without magnetic field. The circular components a+ and a- are not include interface- and asymmetric potential effects on
the radiative transitions relevant in our experiments, the spin splitting.
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Therefore we used a more realistic model for calculating on quantum confinement has been described theoretically.
the g*-values as a function of QW width in the Quantum confinement further induced a strong anisotropy
Gao.471 no. 5 3As/InP system [20]. It leads to quantitatively of the g-tensor. However, g* could not be calculated suffi-
good agreement with the experimental data (see Fig. 2). In ciently exact.
this self-consistent, sub-band calculation an 8 x 8 Kane- The technical support of H. Bolay and E. Lux is acknow-
Hamiltonian is used. In the calculation of the spin-splitting, ledged. This work has been financed by the Swedish Natural
the Zeeman interaction, the effects of the asymmetric poten- Science Research Council and the Deutsche Forschungsge-
tial, and the interface effects, are taken into account. The meinschaft, B.K. is grateful for a scholarship from the Fried-
material parameters are taken from Ref. [21], and the bulk rich Ebert Foundation.
Zeeman splitting factor g* = -4.1 was chosen to fit the
experimental data. The agreement with experiment is quite
satisfactory, bearing in mind that the inversion-asymmetry
spin-splitting, proportional to kV, has not been taken into
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Abstract AB-flux. We investigate a simple example of a one-

Electro-static potentials for samples with the topology of a ring and pen- dimensional loop structure (see Fig. 2) which permits a solu-
etrated by an Aharonov-Bohm flux are discussed. The sensitivity of the tion for the characteristic potential v(r). This example
electron-density distribution to small variations in the flux generates an provides a demonstration that interaction can enhance the
effective electro-static potential which is itself a periodic function of flux. persistent current above its value in the absence of inter-
We investigate a simple model in which the flux sensitive potential leads to actions. The characteristic potential v(r) is used to define a
a persistent current which is enhanced compared to that of a loop of non-
interacting electrons. For sample geometries with contacts the sensitivity of flux-induced capacitance which is the ratio of the charge
the electro-static potential to flux leads to a flux-induced capacitance. This increment on the conductor divided by the increment in
capacitance gives the variation in charge due to an increment in flux. The flux. The flux-induced capacitance is an odd (periodic) func-
flux-induced capacitance is contrasted with the electro-chemical capac- tion of flux. For samples with contacts we introduce a char-
itance which gives the variation in charge due to an increment in an acteristic potential u(r) which gives the variation of the local
electro-chemical potential. The discussion is formulated in terms of charac-
teristic functions which give the variation of the electro-static potential in potential inside the conductor in response to an increment
the interior of the conductor due to an increment in the external control of an electro-chemical potential at a contact. This character-
parameters (flux, electro-chemical potentials). istic function allows the evaluation of the electro-chemical

capacitance. The electro-chemical capacitance is an even
1. Introduction periodic function of flux with period (o = hc/e. The electro-

chemical capacitance can be measured with the help of
In this work we discuss the electro-static potential in the small time-dependent, oscillating voltages applied to a capa-
interior of small mesoscopic conductors with the topology citor. The flux-induced capacitance is measured by applying
of a ring (see Fig. 1). An Aharonov-Bohm flux (AB-flux) a small oscillatory flux superimposed on a steady state AB-
penetrates the hole of the loop. Typically the electron- flux.
density distribution in such a loop is non-uniform and is a Recent work [1] by Thomas, Pr~tre and this author on
sensitive function of the AB-flux. The nonuniform density the admittance of mesoscopic capacitors emphasized the
generates an electro-static potential which is also a function need to distinguish between electric and electro-chemical
of the flux. We introduce a characteristic potential v(r) capacitances. Capacitance coefficients are not electro-static
which gives the variation of the electro-static potential in entities determined by the geometry of the sample alone but
the interior of conductors in response to an increment of the are electro-chemical quantities which depend on the proper-

ties of the conductor [2]. The non-geometrical contributions
to the capacitance coefficients arise due to the fact that elec-
tric fields impinging on a conductor are not screened imme-
diately at the surface of the conductor but penetrate over a

ILI )distance of a screening length into the "bulk" of the conduc-
tor [3]. Clearly field penetration is very important for meso-
scopic conductors [1] since one or more dimensions of such

/zI t- • .... -" P

Fig. 1. (a) Ring with a lead connected to an electron reservoir with an U
electro-chemical potential u1. (b) The ring is separated by an insulator from U ,
a second conductor (gate) which is connected to an electron-reservoir at an Fig. 2. Normal electron ring which is via a tunneling barrier with capac-
electro-chemical potential #. itance C connected to a short wire (stub) of finite length.
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a small system might in fact be comparable to a screening new equilibrium state with potential U(p1I + dp1 , 42 + dpU2 ,
length! A dramatic demonstration of the non-geometrical D + dID, r). The difference dU between these two equi-
nature of capacitances is given by Chen et al. [4] who show librium potentials can be expanded in powers of the
that magnetic fields can completely quench certain elements increment in electro-chemical potential and the increment in
of a capacitance tensor. flux. To linear order we have

In samples without transmission the capacitance coeffi-
cients are an equilibrium phenomenon which reflects e dU(p1 , P2, 1, r) = ul(r) dy, + u2(r) dP 2 + v(r) dD. (1)
properties of the ground state. Another interesting ground Here Uk(r) = e dU(pl, PU2, F, r)/dpk IdUk=O, with k = 1, 2 and
state property of a small mesoscopic ring is the equilibrium v(r) = e dU(pl,, P2, D, r)/d4'O hd=o are the characteristic func-
persistent current. The existence of such currents in meso- tions [2]. We will use the characteristic functions Uk(r) to
scopic disordered normal rings was predicted by this author derive expressions for the electro-chemical capacitance
in collaboration with Imry and Landauer [5]. In earlier C, = dQ/du. In analogy to the electro-chemical capacitance
work persistent currents were discussed for large molecules we also derive with to he elp of the characterstic function v awe6alsoderiveuwithaheghelpsof thecharatersticnfunctionivh
[6, 7], Landau diamagnetism [8], and in connection with flux-induced capacitance C, = dQ/d4. For the conductor of
superconductivity [9, 10]. For many years equilibrium cur- Fig. 1(a) which is in an electrically isolating environment an
rents in mesoscopic conductors remained of interest to only increase in the electro-chemical potential of the reservoir or
a small community [11-15]. Experimental observation of an increase in flux cannot change the overall charge. For
such equilibrium currents in an ensemble of rings by Levy et this conductor both the electro-chemical capacitance and
al. [16], in single metallic loops by Chandrasekhar et al. the flux-induced capacitance vanish. The conductor of Fig.
[17], and single semiconductor rings by Mailly et al. [18] 1(a) is thus of interest only as a simple limiting case.
generated a considerable theoretical literature. We can refer For the conductor of Fig. 2(b), the characteristic poten-
the reader here to only a few representative contributions tials ul and u2 have the following interesting properties [2]:
investigating the persistent current of non-interacting [19- (1) For r deep in reservoir k the local potential must
21] and interacting [22-26] electrons. Persistent currents follow the electro-chemical potential of that reservoir and
occur not only in isolated rings but also in rings connected hence uk(r) = 1.
via leads to electron reservoirs [12, 14, 21, 27, 28]. The (2) A change in the electro-chemical potential of reservoir
experiment of Mailly et al. [18] in fact measures persistent k cannot affect the potential deep inside any other reservoir.
currents in both closed and open rings of roughly the same Thus for r deep inside reservoir 1 # k the characteristic func-
amplitude. Since both capacitances and persistent currents tion must vanish, uk(r) = 0.
reflect properties of the ground state it is intriguing to (3) If we change all electro-chemical potentials simulta-
explore possible connections between the two phenomena. neously and by an equal amount dpk = dp then we have

only changed our (global) energy scale. Hence at every space
2. Self-consistent potential of a normal loop point r the potential U must also change by dp. This implies

that the sum of all characteristic functions at every spaceConsider the conductors in Fig. 1. The conductor of Fig. point is equal to 1,

l(a) is via a lead connected to an electron reservoir [12, 27,

28]. It is otherwise in an electrically isolating environment: Y Uk(r) = 1. (2)
There are no electric field lines penetrating the surface of a k

volume which is at a sufficient distance from the loop and In contrast to the characteristic potentials Uk which
intersects the reservoir far enough from the connection to approach 1 in contact k, an increment in flux polarizes the

the lead. Typically conductors are not in such an electrically sample but does not affect the state of the system deep

isolated environment but couple via long range Coulomb inside a reservoir. Hence the characteristic function v(r) van-

forces to other nearby metallic conductors. Such a situation ishes deep inside the electron reservoirs.

is investigated for the conductor of Fig. l(b). Here the con- To teat theColom intera oitsu
ductr o Fig l~) i sepratd vi aninslato frm a To treat the Coulomb interactions it is useful to take the

secondconductor , of Fig a) e, is ich separa ted v ntor a crom- a density functional theory as a guide [29, 30]. A discussion of
second conductor, a gate, which is connected to an electron- persistent currents based on this approach is given in Ref.
reservoir at electro-chemical potential JU2- Again we will forpestntcrnsbadonhiapochsgvninRfresrvir assuat e tro-chemiae potenistiavolumA we wh ilclfors [25]. We are interested in the magnitude of the variation of
clarity assume that there exists a volume which encloses the potential with flux. To this extent we will discuss the
both conductors and a portion of the reservoirs such that closed loop structure in Fig. 2. If the ioop is taken to be in

no electric-field lines penetrate its surface. In both structures
an electrically isolating environment the electro-staticone of the conductors forms a loop that is threaded by an potential is a function of flux only. (There is no dependence

AR-flux. The equilibrium electro-static potential ROD J2, P2on a chemical potential). The single particle wave functions
D, r) for these conductors is a function of the electro- of the ground state of the ring are thus determined by a
chemical potentials, the flux and a complicated function of Hamiltonian
position. The flux-dependence of the potential is generated
by the electron-density of the loop which is flux dependent 1 / 21t r \2
whenever the loop is not rotationally invariant. We are Heff- 2(p -h-L' oo) + eUef('D, r) (3)
interested in the variation of the electro-static potential
under small changes of the external control parameters Pi, Here (D is the flux, 0o = he/e is the single charge flux
PU2 and D. Small increases dp,, dpU2 , db in the electro- quantum, and L = 27rR is the circumference of the loop. The
chemical potentials and or the flux will bring the conductor effective potential eUesf(f, r) contains in addition to the
from equilibrium state with potential U(lt, p2, D, r) to a electro-static potential an exchange potential [29, 30]. The
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total kinetic energy of the electrons in the loop is coupled to this loop (see Fig. 2). This structure incorp-
orates some features which are typically encountered in

Ek. = EJ(D, U(D, r)) - 3 rn(D, r)eUeffQ(F, r) (4) multi-channel rings with finite cross-sections [14, 15]: As a
function of flux a single particle energy exhibits regions in

where EJ(F, Uefi(A, r)) are the eigenvalues of eq. (3) and which the state is nearly flux-insensitive dEJdD ,- 0 and
n(4, r) is the electron-density. The sum is over all occupied behaves as if it were a localized state. These localized
levels. The persistent current of this loop is the flux- regions are interrupted by rapid changes as a function of
derivative of the free energy. At kT = 0 the free energy is flux and the state behaves as it if were highly mobile. We
equal to the total internal energy Ei., = EkI. + Eý + Eex, can view such a multichannel spectrum as a hybridization of
where E, is the Coulomb interaction energy and Eex is the a highly mobile subsystem with a subsystem of localized
exchange and correlation energy [29, 30]. At kT = 0 the states. The simple enough example of Fig. 2 allows to inves-
persistent current of a closed loop is determined by tigate the interplay of states which are localized in the stub

with highly mobile states in the loop.
Ieq(D) = - C dE•t/dtD. (5) We assume that the electro-static potential can be taken

The persistent current does not in an explicit way depend uniform inside the stub and can be taken uniform inside the
on the characteristic function u(() introduced above. This is loop. Let U, denote the electro-static potential [31] (bottom
a consequence of the fact that for potential variations away of the conduction band) inside the stub (index s). The elec-
from the true equilibrium potential the internal energy is trostatic potential inside the ring (index r) is U,. If the
stationary [30]. As remarked already in Ref. [25], the total barrier is not transparent the states in the stub have energy
flux derivative in eq. (5) can be replaced by a partial deriv- E,. + eU,, with m = 1, 2, ... , M. The spectrum of the
ative taken at constant potential U. Nevertheless, the poten- states in the ring is E, J(D) + eU, with n = 1, 2, ... , N. A
tial variation with flux is important: The spectrum of the spectrum of such a system is shown in Fig. 3(a). The energies
interacting and the non-interacting system are not the same. of the flux sensitive (mobile) states of the loop are drawn as

For the open conductors of Fig. 1 it is the grand canon- solid lines. The energies of the flux-insensitive (localized)
ical potential, 0) = Ei,, - E Nk Jk that counts. The persistent states of the stub are shown as broken lines. The N elec-

k trons in the loop give a persistent current
current in these structures is N

Iq((D) = - c df/dtD. (6) I('D) = - c E dE,, ((D)/dI (9)
n=1

The electro-chemical capacitance coefficients are shown in Fig. 4.

C, kLQD) = - e2 d2Q/dpk d,4. (7) Now let us make the barrier transparent. Now the stub
and the ring form one combined system. Assume that the
transparency of the barrier is very small. The spectrum of

CO, (JD) = -- e d2(f/dD dpk. (8) the combined system will undergo only very small changes
where levels of the disconnected system intersect. In a first

From this definition of the flux-induced capacitance another step we evaluate the spectrum of the combined system
alternate interpretation of the second order mixed deyre- taking the potentials U, and U, to be known. In a second
atives of the grand canonical potential becomes apparent. step we will include the Coulomb interaction to determine
Sinelateq to a "cnduc tefuitance" is, - ec~d~q these potentials. Consider any two levels E. and E,. which in
related to a "conductance" G, ,k = cCO, k = -ec(dleJdk) the absence of transmission intersect. In the combined
which is a measure of the sensitivity of the persistent current
to a small change in the electro-chemical potential. The flux- (a) (b)
induced capacitances are thus connected to the gate voltage E Eh
dependence of the persistent current.

We make a clear distinction between closed loops with a
fixed number of carriers and open loops which are via leads
connected to electron reservoirs. Much of the mesoscopic
literature attempts to treat closed loops in a grand canon-
ical ensemble and corrects this with a flux dependent chemi-
cal potential. Here electro-chemical potentials characterize -

metallic contacts. For interacting systems it is in addition
necessary to distinguish the electrically isolated ring from
rings which interact via long range Coulomb forces with
other nearby conductors. We use as a reference state a self-
consistent equilibrium state. The Coulomb interactions are
determined by the actual sample specific charge distribution I -""--I I - -f--

and not with respect to a flux averaged or ensemble average -00 - (Do -D - 00
charge density. 2

3. Coulomb driven suppression of level hybridization Fig. 3. Energy spectrum as a function of flux for the conductor of Fig. 2. (a)
The ring and the stub are completely disconnected. (b) The barrier between

Consider a one-dimensional loop with a weak disorder the ring and the stub is transparent. Coulomb interactions are not taken
potential. A stub, a wire of finite length, is via a barrier into account.
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I N - 1 electron loop. This behavior is shown in Fig. 4. The
current of N - 1 electron states is typically of opposite sign
and smaller in magnitude than that of the N electron loop.
Thus the current of the hybridized system is typically
smaller in magnitude than the persistent current of the
decoupled system. Below we will now show that if the
Coulomb interactions are taken into account and are of suf-

S--ficient strength the current of the combined system is in fact
restored to a value close to that of the uncoupled system.

- The hybridized states with energies E' are coherent
N Isuperpositions of a state that was originally localized in the

Ju.• stub and a state that originally was confined to the ring. As
* :• °'•'a consequence of the superposition the state E' has only a

fractional charge Q, + inside the stub and has a fractional
.. J - • charge Q,+ inside the ring. Similarly the state with energy

- .0 E'_ has a fractional charge Q,_ inside the stub and has a
fractional charge Q,- inside the ring. These charges can be

2 2found by differentiating the energies of these states with
respect to the potentials U. and U,. With a = r, s we find
for the partial charges

IN Q., =dEh /dU± . (13)

"Of course the total charge in each filled state is Q,±
+ Q,± = e. From eq. (13) we see immediately that if both

states + are filled then the combined charge of these two
states in the stub is Q.+ + Q,- = e and in the ring is Q,+

Fig. 4. Persistent current IN (solid line) and I'N (dashed line) of the corn- + Q,- = e. Consequently a net charge motion from the
pletely disconnected system with N and N - 1 electrons in the ring. For a ring into the stub occurs only if the topmost occupied
transparent barrier and in the absence of interactions the persistent current (empty) state in the ring intersects an empty (occupied) state
is Ih (dotted line). 4, is the flux at which the topmost energy level of the in the stub as shown in Fig. 3(b). Thus the Coulomb inter-
loop hyberdizes with a localized state of the stub. In the presence of inter- action is entirely determined by the charge motion in the
actions the persistent current IN is recovered even for a transparent barrier. topmost level E'
system the energy levels of these two states have the hybrid- Before we proceed to evaluate the potentials we calculate
ized energies the variation of the charges of the topmost occupied level

E' in response to a small variation of the potentials. There
E = (1/2)(E + eU + E, + eU, ± A) (10) is a Lindhard function HI#, with a = r, s and f = r, s which

where the energy gap between the two levels is given by gives the charge response in the stub or in the ring due to a
variation of the potential in the stub or in the ring, dQ5 =

A=((E,+eU8 -- E,--eU,)2 +41t1 2)1/2. (11) --Hap dUp. From eq. (13) we find 1. = d2Eh_/dU. dUn.

Here I t I is the energy which couples the states of the ring Using eq. (10) we find after a little algebra 17,, = i,, =

and the stub. The spectrum Et' with = 1, ... , M + N of the --17s = -17s, = -HI where

combined system is shown in Fig. 3(b). It consists of pairs of H7 = 2e 2 1 t 12/A3  (14)
states with eigenvalues given by eq. (10) and consists of
states E' = E. + eU, which do not intersect any level of In the absence of interactions, i.e. for fixed potentials U5 and
the loop but fall into a gap. The persistent current of the U,, the Lindhard function exhibits a sharp peek of mag-

hybridized system (in the absence of Coulomb interactions) nitude 1/It I at the point of hybridization and is small as

is given by IhQ(D) = -Y c dE4/d'D. In the absence of inter- soon as the difference in energies of the two states exceeds
I I t 12. Next we want to characterize the variation in charge in

actions the flux dependence still originates from the flux the stub and in the ring as a function of flux. For fixed
dependence of the energies E,,.• Since the hybridized states potentials an increment d4 in the flux causes a change in
occur, except for the topmost occupied state, in pairs the the charge on the stub given by (dQfdF)u =
current is the sum of the persistent current of the uncoupled -(d(dE'_/dUj)/d4D)u. Since at constant potential the flux
Sloop with N - 1 electrons plus the contribution of the dependence of the energy stems from E,. N only we find
topmost occupied state with energy E'_ in the hybridized (dQjd'F)u = -(d 2Eh_/dU, dE,, NXdE,.N/d•). But d2Eh_/
system, dU, dE,,N = (1/c) d2Eh/dU, dU, and hence using eq. (14)

I = 'N- 1Q) - c dE'L/d4D. (12) we find for the flux-induced charge variation

For a small flux we have dE h/d'D - dEN/d'D and the persist- (dQJld)) = (1/e)fl(dE,, N/do) (15)

ent current of the combined system is the same as that of Since the total charge in each state is conserved an
the disconnected system. But for a flux far beyond the increment in flux leads to a charge (dQ,/d0)u =
hybridization point 'D, we have dE'_/dD - 0. Thus beyond -(1/e)HI(dE,,N/d0) in the ring. We are now ready to deter-
the hybridization point the persistent current is that of an mine the self-consistent potentials.
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An increment dM in the AB-flux changes the charge in the of the topmost state and eU,(rD) is Eh(D) - eU,(d) = E,, A(D)
stub by an amount (dQ,/dD)u dO. Screening of these charges + E. with Eo a flux independent energy. Up to flux inde-
causes a variation of the potentials by dU, and dU,. pendent terms the total energy is that of the completely
According to the Lindhard function this causes an addi- decoupled ring. Thus in the limit of small capacitance the
tional charge variation in the stub given by persistent current of the interacting system is the same as
-1H dUQ + dU,. The Coulomb interaction is taken into that of the original, completely decoupled system. This is a
account with the help of a geometrical capacitance C consequence of the suppression of level hybridization
between the stub and the ring. Taking the total charge through Coulomb interaction.
variation on the stub to be equal to that permitted by the Below we investigate the characteristic potential v for
Coulomb interaction gives conductors which are open (see Fig. 1), i.e. connected to

electron-reservoirs. This permits us to investigate the capac-
(dQfldb)v dC - IH dUs + [l dU,. = C(dUs - dU,). (16) itances and permits us to investigate the effect on the char-
The charge in the ring obeys an equation which term by acteristic potential of other nearby metallic bodies.
term is identical to eq. (16) except for the sign of the charges.
Thus eq. (16) determines only the difference in potentials. 4. Characteristic potentials for an open normal loop
The solution of eq. (16) is the difference v = v,- v, of thecharacteristic potentials vs = e dUf/dF, v,. = e dU,/d•F, Consider the open conductors of Fig. 1. We now relate the

characteristic potentials for these conductors to electron
v = e d(U, - U,)/dD = H/(C + Hl)(dE•, N/do) (17) densities. A variation in the electro-chemical potential y,' =

Integration of eq. (17) gives EF, k(r) + eU(r) by dpk can be accomplished in two ways:
We can either increase the Fermi energy by dEFk = dpk or

e(U, - U,)= dF'fI/(C + IHXdE,.N/dD'). (18) the electric potential by e dUk = dpk. We imagine a two
f step process: in the first step we increase the chemical

The Lindhard function rI is also a function of the difference potential in reservoir k by dyk, keeping the electro-static

of the potentials e(U, - U,). Thus eq. (20) is similar to the potential fixed. As a consequence, an additional charge

self-consistent equations encountered in other problems, for density (dn(r, k)/dE)u dyk is injected into the conductor. In a

instance the BCS gap equation. We note that the Lindhard second step we switch on the Coulomb interaction. The
functinc modifes the geomeq trical capaane thand gves risd added charges create an additional induced electrical poten-
function modifies the geometrical capacitance and gives rise tial which in turn gives rise to an induced charge distribu-
to a quantum correction. The charge induced in response to tion dnil(r). Thus the total change in charge density due to
an external potential is determined by an effective capac- an electro-chemical potential variation in conductor k is
itance [1, 4] lCeff = 11C + 1/l. dnk(r) = (dn(r, k)/dE)u dJtk + dni~n k(r). Similarly, the varia-

Fortunately there is a simple limiting case in which the tion of the electron density due to a change in flux consists
solution of the self-consistent equation is obvious. For a of two contributions: We first evaluate the change in elec-
very small geometrical capacitance the r.h.s. of eq. (18) isvnerendent s l tepom entrials capacitane thaeristic ofteq.ta is tron density keeping the electric potential fixed. In a second
independent of the potentials. The characteristic potential is step we evaluate the potential due the polarization of the
then determined by the energy derivative of the topmost sample caused by the increase in flux and calculate the con-
state of the completely decoupled system, v(D) = dEN/db. tribution of this potential due to the variation in charge
Integration gives density, dnk(r) = (dn(r, k)/d'D), dM + dnifld k(r). In the pres-

e(U. - U,) = E, N(7 D) - E, N(O) + eUo (19) ence of a variation of the electro-chemical potential and a

where Uo is the potential difference between the conduction variation in flux we have thus

band bottoms of the ring and the stub at zero flux. Using dnr dn,(r) + (dnk(r) +
eq. (19) in eq. (11) we find that for the topmost occupied d-'-)UL dk + )-- Md)+ dnink dJ4 (22)

level A = ((Es - E, N(O) - eUo)2 + 41 t 12)1/2 is independent The induced density d i
of flux. W, Jr) in conductor k generated by a

Let us now show that in the limit of vanishing capac- variation in the electro-static potential dU(r) can be speci-

itance the persistent current of the interacting system is fled by the Lindhard function (or polarization function)

equal to that of the decoupled system. At kT = 0 the total IHk(r, r'),

energy for the interacting system is the sum of the kinetic r
energy (see eq. (4)) and the interaction energy [29, 30] E,, dni.d, k(r) = -fJ dar'Hlk(r, r')e dU(r') (23)

N+M

E, +(M) Y_ Eh. - Q. U. - eQr Ur + E,. (20) with a potential given by eq. (2). In eq. (23) the integral d'r'
n= 1 can be taken over all space enclosed by a volume which

Evaluating this energy we find contains both conductors including a portion of the
reservoirs [2]. (This convention applies also to subsequentEMo(D) Y_ E, . + Y Er .0) + EN--(0) volume integrals in this work). To obtain an overall charge

M= = ' + • E neutral system the volume has to be chosen so large that no

- eU,(0) - Q(U. - U,) + E, (2 1) electric field lines penetrate its surface. Equation (23) is just
- +the continuous space analog of the Lindhard function speci-

But for very small capacitance the charge imbalance Q van- fled by eq. (15) for the closed system. Invariance of the
ishes and the interaction energy is a flux independent con- charge distribution under simultaneous changes in all
stant. Furthermore, the difference of the hybridized energy electro-chemical potentials [1, 2] implies that the integral
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over the first or the second spatial argument of the Lind- The same relationship follows from the condition that the
hard function is equal to the density of states in conductor sum of all induced charge densities plus the test charge is
k, zero. Equation (29) will be used to demonstrate charge and

current conservation of the results derived below.
(dnk(r)/dE)u = f dar'Hk(r, r'). (24) 5. Electro-chemical and flux-induced capacitance

The density response described by the Lindhard function is The characteristic potentials derived above can now be used
a consequence of a change in the equilibrium potential. to find the electro-chemical capacitance and a flux-induced
Since an equilibrium density is an even function of magnetic capacitance. Using eqs. (22), (23), and (27), the total charge
flux, the Lindhard function is also an even function of the in conductor k can be expressed in terms of density of states
magnetic flux, Ik(QI, r', r) = Hk(--D, r', r). This has the con- and Green's function. Differentiating the total charge dQk
sequence that the electro-chemical capacitance is an even with respect to the voltage dV, = djude gives an electro-
function of the magnetic flux. We emphasize that these sym- chemical capacitance [2] Ck, = e dQk/dul given by
metry properties are characteristic for conductors connected
to a single reservoir: Reciprocity symmetries apply for Ckl = e2  dar dar'(dnk(r)/dE)U(65k 6(r - r')

multiprobe conductors [2, 4].
In the insulator (index k = 0) separating the conductors, a - g(r, r'XdnL(r')/dE))u. (30)

potential variation can polarize the insulator and induce a Equation (30) expresses the capacitances in terms of the
charge density dnid, 0 (r) = - f d r'flo(r, r')e d U(r'). No exter- density of states of the reference state and Green's function
nal charges reach the insulating region and thus instead of which mediates the Coulomb interactions. Conservation of
eq. (24) we find that the volume integral of the Lindhard charge relates the capacitance coefficients of our two-
function over either the first or the second argument van- terminal conductor as follows: C 1 1 = C 2 2 = -C 1 2 =

ishes, f d'r'H0o(r, r') = f d'r'11(r', r) = 0. Note that the Lind- _ C21 . To see this one makes use of eq. (29). Below we will
hard function which we introduced for the closed loop (see use the abbreviation C, = C11 where the index y reminds us
eq. (14)) also has this property. that we deal not with an electro-static capacitance but with

Next we write down Poisson's equation for the potential an electro-chemical capacitance.
U. If we expand U with respect to dytk we find that the char- Next, in analogy to the electro-chemical capacitance coef-
acteristic function uk is determined by [2] ficients just discussed we consider the flux induced capac-

1 •=2 itance C, k = dQk/d(D. This is the ratio of the piled up
- AUk(r) + 47re2 dJr' u rI(r, r'),k(r') charge in conductor k and the increment in flux D. We find

f 1=0 the flux-induced capacitances
= 4ite2(dnk(r)/dE)u. (25)

Equation (25) contains the sum of all Lindhard functions of CO,k = e Jd3r J d3r'(6,k 6(r - r') - (dnk(r)/dE)vg(r, r'))

all the conductors I = 1, 2 and of the insulating region I = 0.
The density of states of conductor k plays the role of a
source term for the characteristic function Uk. Similarly the These two coefficients are related. Charge conservation
characteristic function v(r) is a solution of the Poisson equa- implies that the sum of these two coefficients is zero. This
tion can again be demonstrated by using eq. (29). Hence we are

1 o=2 left with one coefficient only and denote it by CO, CO =
- Av(r) + 47re 2  d d3 r'Z11I(r, r')v(r') CO, 1 = - CO, 2. Whereas the electro-chemical capacitance is

f1 =0 an even (and periodic) function of flux the flux-induced

= 4xe 2(dnh(r)/d'1)u. (26) capacitance is an odd (and periodic) function of flux.
Consider now for a moment the conductor of Fig. l(a)

The flux-sensitivity of the electron density in the conductor which is an electrically neutral environment. Then according
with the loop is the source term of the characteristic func- to eq. (29) the spatial integral over r of Green's function and
tion v. If the source term is replaced by a test charge eb(r the density of states is just equal to 1. Hence in this case
- re) which is concentrated at one point ro the solution to both C. and C, vanish.

eq. (25) and eq. (26) is Green's function g(r, re). With the In the presence of time-dependent chemical potentials and
help of Green's function we find for the characteristic func- in the presence of a time-dependent oscillating flux the
tion, current I(t) measured at terminal 1 is determined by

I,(t) = dQ,/dt and the current at terminal 2 (the gate) is
Uk(r) = d3r'g(r, r')(dnk(r')/dE)u. (27) determined by 12 = dQ2/dt. Since charge is conserved, the

current is conserved, I 1 (t) + 12 (0 = 0. The current depends
Similarly the characteristic function v(r) is given by only on the difference of the chemical potentials. Taking the

oscillating chemical potential difference to be dy, - d9 2 =

v(r) = d3r'g(r, r')(dn1 (r')/dcD)u. (28) e d V, exp (- iot) and keeping the flux fixed gives rise to a
f/ current dI, = - iwoCA d V,,. Measurement of this current in

Equation (2) implies for Green's function the property [2] a zero-impedance external circuit determines the electro-
chemical capacitance. An oscillatory flux with Fourier com-

I d3 r'g(r, r') _ (dnk(r')/dE)u = 1. (29) ponent d'D, exp (- iot) gives a current dI, = -iwoC® dtF
"k in a zero-impedance external circuit.
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Abstract Here ro = e2/(mc 2 ) is the classical electron radius. oe = 1, 2

Electronic Raman scattering from a doped circular quantum dot is studied and 3 specify, respectively, the heavy, the light and the split-
within the random phase approximation. The Raman spectrum of the spin off valence band. A, is the energy gap between the conduc-
density fluctuation channel consists of only sharp peaks due to single- tion and the cath valence band (with A1 = A2), and s, =
particle excitations. However, for the charge density fluctuation channel, S2 = 1 and S3 = - 2. p = (x I p, I s> is the momentum matrix
the broadened plasmon peak in a small quantum dot may overlap with the element between the s-like conduction band and the valence
sharp single-particle peaks, resulting in fine structures in the Raman spec-
trum. band which transforms like x. We should notice that (1)

with the coupling constants (2) and (3) is valid only when
1. Introduction the incident and the scattered photon frequencies are not
Raman scattering is a useful tool for studying the electronic very close to A, or to A3 .Rama sctteingis usfultoolforstuyin th elctrnic The two terms in H1 .t represent the charge density fluc-

spectra of semiconductors [1]. The Raman spectrum of a tuation (CDF) and the spin density fluctuation (SDF).

system depends on the characteristic features of both the Under the scattering geometries eitey and ef _L ea, the CDF

single-particle and the plasmon excitations. In a quantum and the SDF give, respectively, the Raman scattering cross

dot of the size about 1000A, the single-particle excitation sections as

energies are discrete, resulting in sharp peaks in Raman
spectra. On the other hand, the plasmon frequency is also datd _ 2  

1
2

influenced by the size of system because it is a collective dil dco 0cd 7 t
excitation of electron-hole pairs. In particular, the broaden- daUd 2 2 X e,) 2 1 S
ing of the plasmon peak is of the order vf/a [2, 3], where vf - r2 2•sd(ei e (0, q), (5)
is the Fermi velocity and a the dimension of the dot. There- dK dto it

fore, in a small quantum dot it is possible that the where S~d and Sd are the corresponding spectral functions.
broadened plasmon mode may overlap with the sharp To obtain Sod and Ssd, we need to calculate the polarisa-
single-particle peaks. When this occurs, fine structures tion operator. Within the RPA, it can be expressed as
appear in the plasmon excitation. In this paper the Raman
spectrum of a perfect quantum dot will be calculated with =e2
the random phase approximation (RPA). (r, r'; ov) K c -o-i ' (6)

2. Theory where K is the dielectric constant of the surrounding

Consider the Raman scattering from a semiconductor medium and 0,•(r) is the single-particle wave function with

quantum dot. The effective interaction Hamiltonian between eigenenergy El. We consider the case that the dipoleapproximation, qa • 1 is valid. Then, for the SDF channel,
electrons and the electromagnetic wave can be written as rP a gives

[4] RPA gives

Hi, = yed I -eeI [nt(q) + n1 (q)] Sjo)(w, q) = q 2 Im [• I X"' 01
2(f(gv) -f(BA)(,

+ iydIej x eI [nI(q) - n (q)]ai.ii + h.c, (1) Lv, A - s - (7)

where q is the difference of wave vectors between the incom- where x,, = (, I x IVQ. On the other hand, there is no
simple expression for Sjc(o, q). In the dipole approximation

ing (represented by the operator a! ) and the scattered wave Sad(a, q) is the imaginary part of the dipole polarisability of
the quantum dot in a homogeneous electric field E,, along

[ 2p 2  , Aal the direction of q (parallel to x-axis), and can be written in
Vcd ro1 1+3 L 2_2J, (2) the general form

Ysd=- Z -- (3) Sja(co, q) = q2 Im . (8)
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The problem now is to calculate the dipole moment P, of Substituting (18) and (17) into (16), and integrating over the
the dot in a homogeneous field. angular variable, we arrive at

To go further, we must specify the quantum dot in order
to solve for the eigensolutions. Here we consider a perfect n(p) = dp'| dp"fl (p, p")D(p", p)n.(p')p'p,
circular dot of radius a, surrounded by an infinite potential f
barrier. The position in the dot is labelled by p = (p, 4)). The I f
normalised single-particle eigenfunctions are + n J dp'Ix(p, p,)p, 2, (19)

4i7I(p, 4)) - cl7Jm,(k"1-p) exp (-im4)), (9) where

where J1 .1 is the Bessel function of the first kind. m = 0, + 1, 4, p') = 1 dexp (20)
+ 2 ... and p = 0, 1, 2, ... are angular and radial quantum 2 Jo Vp2 + p - 2p'p cos 4(
numbers, respectively. In terms of these functions, the elec-trical dipole moment is given by To obtain these results, we have considered the dipole solu-

tion of (16), for which one can use the convenient form
i =adPý-' (p)qOrn(p)p 2, 0)ex.(P) = p exp (i4)). At low temperature 1-11 reduces to

p0(10) 2e2  2TP' (p)T,,'.(p')wL
fl(P, P') = -2-e Y2 (21)

and from (7) we readily obtain the low temperature result as K + '<o, >o (It,) -(0V + i6) 2

where ,. (p) = + i ,(p)p).

So•(0, q) = -q (Xm V)26(,) -- c.), (11) The coupled eqs (19) and (21) can be solved via the matrix
2 V +I<o'f>0 representation. Let us first define

where co"v=E'1 -i:+' is the single-particle excitation { f ' ' 'whr 9A, v A YM -p f• dp m (p)Ddo'n,(~

energy. The Raman spectrum for the eille, scattering A, if Jul

geometry then consists of sharp peaks, since in RPA treat- 1 " 2. 2/"'
ment for the SDF channel the electron correlation is + -_ f dpp2 T (09 _, (` v (22)men ( Jv)2 _ ( + ib)2 (22)
neglected. S ,

For the CDF channel in the e, I e, scattering geometry and
the problem is more complicated, because of the induced
charge ni.d(r) and the induced potential 4Oi•(r) which are .M, V - dp dp'Tm, v(p)'D(p, p')T'' v4p')pp'. (23)
functions of r = (p, z). While the induced potential is given K, K J IS

by the induced charge To simplify the notation, we introduce a single parameter ca

r l1 (or fP or y) to represent the three indices (m, u, v) in all vari-
0)Z.J(r) = drct ni.d(r'), (12) ables having m for superscript and (u, v) for subscripts. Let

us further define a matrix A with elements

the induced charge itself can be expressed in terms of the A., P aP -2 , Coco, c•,p. (24)
total potential 4)(r) = 4)1.d(r) + 4)ext(r) as Then, it can be proved that to solve the two coupled eqs (19)

C and (21) is equivalent to solving the eigenvalue problem of
nlfd(r) J dr'f(r, r, 09)4)(r'). (13) the matrix A

If we introduce the surface charge density Y Aa, p = (12)2z, y. (25)
p

) d r(4 After obtaining the eigensolutions, the spectral function
n(p) = JdzninAr) (14) S~d can be expressed as

and surface polarisation operator Scd = 2. Z, -/ - (z,)Z1  (
2 O p

AP, P') = Fdz dz'fl(r, r'), (15) The positions of the peaks in the Raman spectra are deter-
J mined by the Stokes shifts which are just the elementary

excitation energies 1,. The spectral weight of each peak is
then from (13) and (12) we obtain given by

n.,(p) = d2p d2p' p p) + djpsl-,(p, p')O)x,(p'). (16) W,, = r O; pXPz •P, (27)

Since the quantum dot has circular symmetry, we can

perform the expansions 3. Numerical results

n.,(p) = n.(p) exp (i4)), (17) Based on the analytical expressions derived above, we have

1 calculated the Raman spectra of 2D circular GaAs quantum
fi,(p, P') = 2 Z l,.(p, p') exp (im(4) - 4)')) (18) dots of radius a and 2D electron density n. The material

(27r)2 parameters for GaAs are m* = 0.067m, and K = 12.4. We
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have studied dots with radius in the range from a = 500 A 0.6
to a = 1000A, and the electron density from n = 10"t cm-2

to n= 10' 2 m-2. When a is reduced the separation
between adjacent single-particle levels increases, and the
Stokes shift of the Raman scattering due to the SDF
channel is enhanced. If the enhancement is sufficiently large,
the electron-hole excitations will overlap with the plasmon
mode. When this happens, the Raman spectrum due to the 0.4
CDF will exhibit single-particle oscillation superimposed on >_1
the broad plasmon peak. We will illustrate this interesting "
behaviour with our numerical results.

Figure 1 shows the complete Raman spectrum for a dot
of larger radius a = 1000A with n = 9.17 10' 1 cm-2. The

.overlap between the SDF part and the CDF part is 0.2
extremely small, and the CDF part is due to a conventional
plasma excitation. The separation between the SDF part
and the CDF part is caused by the long-range Coulomb
interaction.

When the size of the dot is reduced to a = 500 A, the
Raman spectra for n = 5.86" 101 cm-2 are shown in Fig. 2
for the eilles scattering geometry (the SDF channel), and in 0
Fig. 3 for the e, _ e, scattering geometry (the CDF channel). 4 9 14
The CDF spectrum overlaps very much with the SDF spec- Stokes Shift (me V)
trum, and so in the CDF spectrum we see quantum oscil-
lation over the plasma excitation at energy 06 = 10.86 meV Fig. 2. The SDF-channel Raman spectrum of a 2D circular GaAs quantum
(Mode 6 in Fig. 3). dot of radius 500 A, and electron density 5.86" 1011 cm-2 The spectrum is

To demonstrate the characteristic features of the collec- normalised to 1.

tive excitation modes in the CDF Raman spectrum, in Fig.
4 we analyze mode 2 (solid line) and mode 6 (dashed line) of
Fig. 3. Each collective excitation mode can be expressed as a combination is plotted in Fig. 4 as the probability vs. the
linear combination of the electron-hole excitation modes, electron-hole excitation mode number. It is clear from Fig.
which are enumerated according to the increasing electron- 4 that the mode 6 is more collectively excited than the mode
hole excitation energy. The square of the coefficient of linear 2.

1 0.6

OF Mode 6

0.4
ODF

0.5

0.2
Mode 2

0 _L--0
0 5 10 4 9 14

Stokes Shift (me V) Stokes Shift (meV)
Fig. 1. The Raman spectra of a 2D circular GaAs quantum dot of radius
1000 A, and electron density 9.17 "101 cm- 2. The spectrum due to the spin Fig. 3. The CDF-channel Raman spectrum of a 2D circular GaAs
density fluctuation (SDF) channel is separated from that due to the charge quantum dot of radius 500A, and electron density 5.86" 1011 cm-2. The
density fluctuation (CDF) channel. Each spectrum is normalised to 1. spectrum is normalised to 1.
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4. Final remark
We would like to mention two points relevant to our

0.4 present work. First, it has been found [6] that the corre-

lation effect is important in an a small quantum dot.
Second, the quantum oscillation appeared in the plasma
mode remains even if the shape of the quantum dot is

p0.3 irregularly rough, as can be shown with the approach of
Dyson ensembles [7].
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Abstract the dependence on the wavefunctions is made clear. An iso-

A self-consistent calculation of the local electromagnetic field inside a tropic parabolic potential is used as a model for the confine-
spherical quantum dot is presented. The confinement potential is taken to ment, so that the wavefunctions are those of the well known
be parabolic and isotropic, and the interaction between the field and the harmonic oscillator. We restrict ourselves to the case of a
quantum dot electrons is described by a nonlocal paramagnetic response single electron quantum dot, and only conduction intraband
function. A particular feature of the treatment is that the calculation is transitions are considered. The only states which are taken
carried out without making use of the electric dipole approximation. As a into account are (in hydrogen-like notation): Is, 2p, 2p,
consequence the magnitude of the electromagnetic field has a finite value at
all positions in space. A resonance condition is set up for the local field, and 2p-, and consequently the quantum dot is regarded as a
and an expression for the resonance frequency is obtained. It is found that 4-level system in which the three excited states are degener-
the resonance frequency is blue-shifted with respect to the electronic tran- ate in energy.
sition frequency. The theory is applied to a GaAs quantum dot embedded
in a Gal_,AlAs medium. For this system the local field factor is calcu-
lated, and the frequency shift is evaluated. 2. General formalism

The local electric field, in the frequency (co) domain, is calcu-

1. Introduction lated using the formalism developed in [7] and reviewed in
[8]. This formalism is based on an integral equation which

The interest in the electromagnetic properties of quantum relates the field E(r) at space point r to the Fourier trans-
dots or "solid-state atoms" has increased dramatically with formed current density j(q) as follows:
the recent development of nanometer lithographic tech- 1 f
niques. One way of realizing dot structures is by means of E(r) = E0 (r) - iyo O (0•) G(q) .j(q) e' r d3 q, (1)
local interdiffusion in a semiconducting medium, hereby (27)J

producing extremely localized electron and hole states. where E°(r) is the background field and G(q) is the Green's
Quantum dots have been investigated extensively using e.g. function in Fourier space for the geometry in question. In
photoluminescence [1] or magnetospectroscopy [2], and the following the nonlinear and diamagnetic contributions
experimental as well as theoretical reports on their non- to the current density are neglected. This implies that the
linear properties have been presented [3-4]. In addition, current density in physical space j(r) is related to the electric
experimental [5] and theoretical [6] studies of the radiative field through the nonlocal relation [9]
decay rate of excitons in quantum dots have been published
recently. j(r) = | G(r, r') - E(r') d3r', (2)

The spatial extent of the electron and hole wavefunctions 1
are often significantly smaller than the wavelength of the where the conductivity tensor a(r, r') for real wavefunctions
electromagnetic field, and so the (electric) dipole approx- is given by
imation gives a satisfactory description of the far-field
properties. However, it is well known that conceptual diffi- a(r, r') = - ia {jl.(r)jl.(r') +jl(r)jly(r,) +jl.(r)jl.(r')}. (3)
culties, such as a singularity in the near-field, are connected Yo (0
with the calculation of the electric field at the site of an
atom embedded in a homogenous medium, when the elec- Here

tric dipole approximation is adopted. In addition a rigorous eh
treatment of the local field will provide a resonance condi- Jia = - 2 {0k2 pa V4'Is - tls V02p.}, (4)
tion, which will be absent within the framework of the
dipole approximation. This in turn indicates that the denotes the transition current density for the transition Is to
observed resonances in e.g. absorption spectra are shifted 2p, and the quantity a is given by
from the electronic transition frequencies. P P F F

In this paper the local field is calculated without making a =/to h(o) + iv) + E1 - E2 +/t h(co + iv) + E2 - E1  ' (5)
use of the electric dipole approximation. The calculation is

based on a self-consistent scattering formalism, in which the where pro, is the matrix element of the thermal equilibrium
field is obtained from the solution of an integral equation. density matrix operator, v is the relaxation frequency, and
The nonlocal nature of the interaction between the electrons Em is the energy eigenvalue for the state m (m = 1, 2). After
and the electromagnetic field is taken into account, so that some manipulations it is realized that the solution to the
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integral equation may be written [7, 8] and so the integrations must be performed carefully. After a
rather lengthy calculation it is found that

E~r) =E
0 (r) a {y7~1°•x(r) + °y~F1 r(r) + y?•F 1 (r)}, (6) 1ei/

1+)aN = Er l(r) = I eh

where the following notation is used v

Fl.(r) = ' *fG(q)-j.j(q)ei1`r d3 q, [((7)( + 2
(7) - l(r) + 0 r2(r)] sin y

Pr g qO r)
N f Fl.(r) "jl.(r) d3 r, (8) 1 2 2 1

and (qor) qo r
f (15)

Y { f EO(r) "ji.(r) d3 r. (9)

Here q. = (w°/c) (/), •(w) being the dielectric function of

Here j•,,(q) is the Fourier transformed transition current the ambient medium, y is the angle between r and e., and

density. The symmetry properties of the model imply that the Q functions are defined through

the functions F1,(r) and F1 .(r) immediately can be obtained qfo qf
once the explicit expression for F1 x(r) is known. Thus, in the (r) = 2 _ q2 f(qr)e- 2/4P2 dq (16)
following we shall pay particular attention to this function. 0

with
3. Isotropic harmonic oscillator

The two states ls and 2p, are taken as the gound state and f,(qr) =cos qr for n even

first excited state of a 3-dimensional, isotropic harmonic sin qr for n odd

oscillator. The wavefunctions for these states are Asanticipated the integrals contain a singularity. Due to the
p312r) = -/ e-,2r2/2, 10) generally complex values of e(a), however, the poles q = ± qo
r 3 e(10 will never be located on the real q-axis. Consequently absol-

ute convergence can be assumed. The explicit expressions
and for these integrals are obtained using results in [11]. The

p35/2 three components of the above vector are defined as follows:
02px(r) = /'2 xe7 2 2 2 , (11) the (3) component is along r, the (1) component is chosen so

that ex is contained in the (1)-(3) plane, and finally the (2)
where the x-axis is in the direction of the excited orbital, component is orthogonal to the (1)-(3) plane. In the limit
and P3 = (mcoo/h)1/2, ho1o being the energy separation r -- 0 the "near-field" is obtained. Using the general expres-
between the states. From the wavefunctions the transition sion above and the approximation I qo I < P3 it is found that
current density is immediately found, i.e.

eh f4 -P2r2 2 eh p34 (17)
jx(r) = -/ - (12) 67m(0) .02im .3, e /x iram

where ex is a unit vector in the direction of the excited Consequently it is verified that no sigularities exist in the

orbital. In sec. 5 also the integrated current density J,, is
needed. Using eq. (12) the explicit expression for this quan-
tity becomes 5. Local field factor

'i3 ehI #jm 2h , (13) In order to find the numerical value of the local field theSd2quantities y°x and N need to be evaluated. As the back-
ground field E' is assumed to be slowly varying one imme-

4. Calculation of the local field diately has [cf. eq. (9)]

In general the Green's function can be split into two parts: a Ej ; (18)

direct part (D) and an indirect part (I). In turn, the function The quantity N may in general be decomposed according to
Fjx(r) consists of two contributions N = ND + NI. (19)

Fix(r) = F~x(r) + F'x(r). (14) The indirect term vanishes in the present context, and the

The indirect part corresponds to field propagation involving remaining term can be calculated using polar coordinates
one or more reflections at the boundaries of the geometry in with y as the polar angle. When the assumption I qo I < <3 is
question. Consequently this part vanishes for a current used, the following result is found
source embedded in an infinite homogenous medium. The
remaining direct Green's function D (q) is discussed in [7] N = (e- (20)
and [10]. This part contains a singularity in Fourier space, ýmj 24 1

0/
2 qo2
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Using eqs. (6), (17), (18) and (20) the field at r = 0 can be On the basis of eq. (25) the blue-shift A of the resonance

written becomes

E(O) = LE°(O), (21) hA = hto - hcoo ,t 5.1 meV. (26)

where the local field factor L, which here is defined as the It must be emphasized that the predicted shift has a differ-

ratio between the local field and the background field, is a ent physical origin than the blue-shift, which is normally
scalar rather than a tensor. From the result obtained above discussed in relation to quantum dots. The confinement of

it is found that the electrons itself leads to a blue-shift of the transition fre-

2,1-aN quency [1]. Thus, this shift is a result of a change in the

L=1- I .+ aN (22) electronic Hamiltonian (H°) due to confinement, whereas
1+ aN" the shift obtained in the present work is a result of a

Let us now apply the present theory to a GaAs quantum confinement-dependent change in the interaction Hamilto-

dot embedded in a Ga I - AlxAs medium. For this system nian (Hi"t) between the electrons and the electromagnetic

the dielectric function can be calculated using data from field.

[12]. As electronic parameters the following values are used: In order to provide a qualitative demonstration of the

htoo = 110meV, hv = 7.5 meV and m = 0.068m 0 , where mo results of the present treatment the normalized local field is

is the free electron mass. These values correspond to a plotted in Fig. 2 as a function of the radial distance from the

wavefunction extent 1/pl of approximately lft ,t 30 A. center of the potential. Here the frequency is taken as

The quantity a is evaluated using the assumption that the hco = 120meV, the background field is polarized along ex,

Fermi-level lies in between the two levels. In the low tem- and the value y = Ir/2 is used.

perature approximation one consequently has P'i = 1 and In [4] it is stated that for quantum dots of high symmetry
PF2 = 0 SO that the internal field will be uniform and slowly varying across

the dot, except in the case of strong resonances. These argu-

a- (o 2Coo (23) ments are based on a comparison between the wavelength
h (o+iv) 2 -o of the optical field and the size of the quantum dot. The

Using these results, L has been calculated as a function of 0). present work shows that this is an inadequate measure of

The result is shown in Fig. 1. the effect of nonlocality, as it is the spatial behavior of the

A significant feature of this curve is that the local field local field and not the background field, which determines

resonance is blue-shifted with respect to the electronic tran- the "degree of nonlocality".

sition frequency. The shift can be found from the condition

Re [1 + aN] = 0. (24) 6. Summary

In the frequency range of interest one can take s) ; In this paper we have derived a general expression for the

11.1 [12]. The general solution to the resonance condition local field inside a quantum dot embedded in a homogenous

in the case where v & 0, then is given by medium. Starting from a self-consistent integral equation,
the direct part of the local field is identified. The electronic

S= o • + 1/--g 1/2, (25) confinement in the quantum dot is modelled by an isotropic,
2a 40 w Jparabolic potential, and only transitions between the

where ground state and the first excited state are taken into
account. It is verified that the magnitude of the local field

4 _//2-et (0 has a finite value at all positions in space. Finally a reson-
= 127r3/2 e0 eo Bh ance condition is set up for the near-field, and it is shown

that the local field resonance frequency is blue-shifted with
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Fig. 1. The local field factor L as a function of co. The vertical dashed line Fig. 2. The normalized local field as a function of the radial distance r. The
indicates the electronic transition frequency. The additional resonance real and imaginary parts are shown as the solid line and the dashed line,

around 35meV is the phonon resonance in GaAs. respectively. The frequency is taken as ho = 120meV.
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Abstract DBRT structure shown in the lower diagram in Fig. 1.

The single-electron theory of resonant-tunneling through a double-barrier Depending on the structure of a DBRT diode, there may
structure with perfect interfaces has been reviewed, and the future direction exist bound states in the spacer at the emitter side. If elec-
of theoretical development including the electron-electron interaction and trons tunnel from the emitter Fermi sea (or the bound state),
rough interfaces is outlined. The theoretical understanding of this system we call the emitter a 3D (or 2D) emitter.
reveals its potential application to quantum electronic devices. In this paper we will first review the important theoretical

works on tunneling through a n-doped unipolar DBRT
structure, within the framework of single-electron approx-

1. Introduction imation and assuming perfect interfaces. In most general
The molecular-beam epitaxy (MBE) technique has opened form the total Hamiltonian A' = •ei + Of + 0., consists
an entirely new area of condensed matter physics including
materials fabrication, experimental characterization, theo-
retical investigation, and device designs. So far the most
popular field of research is based on the MBE-fabricated N S S P
low-dimensional III-V systems such as quantum dots,
quantum wires, quantum wells and superlattices. Because of
the high carrier mobility in these heterostructures, they are
potential systems for modern high speed electronic devices.
However, one important aspect of the III-V semiconductors
is their far superior optical properties over the group IV
semiconductors. It is therefore of great interest to combine
the transport and optical properties of III-V materials, in
an effort towards the creation of a new generation of
quantum devices. bipola

In this paper we will restrict ourselves to the double-
carrier (DB) resonant-tunneling (RT) systems which, under a
DC bias V is schematically illustrated in Fig. 1, where inter-

'faces are parallel to the xy-plane and the tunneling is along

the z-axis. Ignoring the external circuit, from the left to the
right, the DBRT structure consists of a heavy doped region, (1) VW(c) unipolar
a spacer (S), a barrier, a well, another barrier, another spacer
(S), and another heavy doped region. In a bipolar DBRT
structure, the doping is n-type at one end, but p-type at the W __1
other end. In this case one has to consider both the electron V N
tunneling through the conduction band, and the hole tun-
neling through the valence band, as indicated by the upper
diagram in Fig. 1. A simpler system is the unipolar DBRT V (bias)
structure in which the dopings are either n-type or p-type.
Hence, only one energy is involved in the tunneling trans- Fig. 1. Schematic illustration of a bipolar and a unipolar double-barrier
port. For simplicity, let us consider the n-doped unipolar resonant-tunneling structure.
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of an electronic part satisfies the conservation of energy a'1 = a1 - hco1(Q, q) + 4k1

0 -1 = ej, pc acj p + E E c~cc - Skll', where kV1 = kI, - Q. Therefore, if the Fermi energy
i. P is comparable or larger than the LO phonon energy, we

may have a' _ c a. Consequently, as the Fermi energy in the
+ • [V's, p~c~ci + h.c.], (1) emitter is increased, the electron-recoil broadens the

"J, a, phonon-replica, which is also shifted towards the main peak.
where j = I (or r) refers to the left emitter (or right collector), When the Fermi energy reaches the LO-phonon energy, the
a part •f' for the surrounding field, and a part 0,'~ rep- phonon-replica and the main peak merge into one. This
resenting the interaction between the electron and the field. mechanism can change drastically the peak-to-valley ratio
8j., is the electronic energy in the emitter or the collector, of the tunneling current.
and E, is the quasibound state energy in the well with width The second case we review is the RT through a DB struc-
F. The tunneling matrix elements Vj, p, are calculated ture under a uniform magnetic field B. There are two inter-
according to Bardeen's prescription [1] using the potential esting cases: B1jI and BI . For BI 1, the Lorentz force
in Fig. 1. In this review we will consider Of for the phonon modifies kAI as the electron tunnels through the barrier at
field, the external uniform magnetic field, and an AC bias. the emitter side. Therefore, the field-free RT condition will

be destroyed, but can be restored by adjusting the bias. In
this way the electronic dispersion relation ck,1 in the

2. Single-electron theory of RT with perfect interfaces quantum well can be measured.
The more interesting situation is Bill. There have been

The first case we consider is the electron-phonon inter- extensive experimental effort to deduce from the I-V curve
action which breaks the phase coherence. The observed and the I-B curve the effective mass, the charge buildup in
phonon-replica in the I-V characteristic2 was previously the well, and the dimensionality (2D or 3D) of the emitter
analyzed by several theoretical attempts3- 7 using a one (see references in Ref. [10]). However, here we will outline a
dimensional phonon model. This model has neglected the recent theoretical study on phonon-assisted resonant mag-
electron recoils when it scatters inelastically against a LO netotunneling (PARMT) through a DBRT diode [10]. The
phonon and therefore underestimates the electron-phonon results are more interesting if the emitter is 2D, for which all
interaction, electronic energies in (1) are simply Landau levels aj + (nj

Recently, a three-dimensional model was considered [8], + !)ha4. Here we assume only one bound state energy aj in
and the results so-obtained will be outlined here. The elec- the emitter spacer (j = ), the well (j = c), and the collector
tronic energies in a 3D emitter and collector are Ej,,6 = sj~p spacer (j = r), and coY is the corresponding cyclotron fre-
+ E,,[, where p is the momentum component along the quency. To describe unambiguously the important results,

z-axis, and &,,, = h2k'/2m*. For simplicity, only one quasi- let us consider a dispersionless phonon spectrum with
bound state (az = c) energy E, = cc is considered. The energy hcoo. At low temperature one expects the formation
phonon Hamiltonian Of - OP, is simply of magnetic polaron due to the phonon emission, which was

indeed observed [11].
tph = Z hco1(Q, q)b. e, q b1, Qq, (2) At finite temperature there ir ao phonon absorption

i,Q~q
process which has never been obs'-ved in bulk semicon-

where q is the phonon momentum along the z-axis. The ductors, but may be detected mn a ,J)BRT diode because of
inelastic electron-LO phonon scatterings are expressed in the spatial confinement of the wave fuinctions. Without
terms of the Frbhlich Hamiltonian [9] inelastic electron-phonon scattering, the RT obeys the selec-

=iM Q)c ).Q k +1 +Q Cc, k•11 (3) tion rule El + (n, + -)hco' = cc + (n, + 1)h0,. However, the
Q. q, k 11 C condition for PARMT is E1 + (n, + 1)hco' = cc + (n, + 1)hcoa

The essential theoretical work is to calculate the probabil- - vhowo, where v is a positive integer. Consequently, if (nc
ity T(a1 , kAl) for an electron occupying the state (a1 , kil) in - nl)hofc = vhwoo, then the direct RT and the PARMT

the left emitter to be transmitted to the right collector, from occur at the same bias voltage. This double resonance has a

which the tunneling current can be obtained. T(&1 , kl1) can single broad peak in the I-V curve. On the other hand, if

be formulated according to the scattering theory, and the (nc - n, ± _)h_ c = vhco0 , the direct RT current peak is very

wide band approximation' (WBA) Y lV, ,Q=c 126 (s1  sharp and is sandwiched between two satellite PARMT
p peaks. The theoretical analysis of PARMT follows the

- ej, p) "• F" has been commonly used. The WBA is a justi- similar procedure as the case discussed above without an
fled approximation, but special care should be taken if the external magnetic field. In reality, v - 1 with available high
energy cc is very close to the bottom of the conduction band magnetic field. The details study with numerical calculation
edge in the emitter. After applying the WBA, the simplified [10] discovered a characteristic oscillation of the width and
form of T(a±, klI) is then analyzed with a cumulant expan- height of the main peak in the I-V curve when the ratio
sion, which can easily include higher order vertex contribu- co/o/cO changes between integer and half-integer. Such phe-
tions. It is important to mention that the weak LO phonon nomenon exhibits even at a temperature of 200 K. There-
dispersion is usually neglected. fore, if confirmed experimentally, this theoretical prediction

It was found in Ref. [8] that the I-V characteristics provides an additional method to determine the electronic
depends strongly on the Fermi energy (or the doping effective mass (via to•) in the quantum well under the
concentration) in the emitter. When an electron in the dynamical RT condition.
emitter with total energy E1 + Ek,, tunnels into the well and Finally we review the RT under a combined DC-AC bias.
emits a LO phonon, the final energy of the electron E'L + a1' In this case the total Hamiltonian is simply eq. (1) with the
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0.3 Via the EEI, this accumulated charge modifies the effective
single-electron potential and so alters all parameters in the
Hamiltonian. A very important direct consequence of the

0.2 n-doped EEI is the observed intrinsic bistability in the I-V curve
% [22]. Earlier works on this problem included only the

S0.1 Coulomb term of the EEI [23, 24]. A recent study [25]
-0.including the exchange-correlation term within the random

electrons phase approximation (RPA) indeed improved the agreement

0. with experiments. However, the validity of RPA for the
charge density in question is doubtful.

It is obvious that for DBRT structures, at least two issues
-ole need to be clarified in the future: the combined effect of
------------ electron-phonon interaction and surface-roughness scat-

-1.6 •tering, and a better treatment of the exchange-correlation
p-doped effect than the simple RPA.

1 1 4. Selfconsistent scheme for device modelling
0 250 500 750 1000

Position Along Grwth Direction (A) As we mentioned in the Introduction, the potential applica-

Fig. 2. Selfconsistent potential proffle and energy levels of a bipolar tion of DBRT diodes made from III-V semiconductor lies
RTLED under the condition of simultaneous RT. The dotted lines marks in optical devices, but making use of the fast RT to bring
the local Fermi energies of electrons and holes. electrons and holes into the well. Here we consider a RT

light emitting diode (LED), the main part of which is a

electronic energy 8,0 = 6, 1(t) + ek and E,, = ft) + Ek. bipolar DBRT structure. For such device modelling, one
This Hamiltonian has been studied by several authors [12- needs to solve selfconsistently the Schr6dinger equation and
This Hao nian, the ras tthe Poisson equation. The selfconsistent modelling suggests
18]. However, the central theme of the problem is the char-

acteristic response of a DBRT diode to an applied bias. Is the following RTLED. The symmetric bipolar DBRT diode

the response inductive or capacitive? Since the quasibound has the following specific structure with 50 A spacers.

state in the well has a finite life time 1/17, there is a time n+Alo.0 65Gao.9 3 5 As/Al 0.0 65Gao. 9 35 As/
delay of the current following the switch-on of the bias,
resulting in an intrinsic inductive characteristics of each RT Al°' 3Ga°TAs/GaAs/Al°-3Ga°'7As/
process. Only very recently a thorough theoretical analysis Alo. 04 1Gao.9 59As/p+Alo.0 4,Gao.95 9As.
[19] has cleared this physical picture, and provided a solid
framework for high frequency devices applications. With a T dopin con1 for donor andcombnedDC-C bis V + ~cot = 0 +V 1 sn ct, he 4 x 101 8 cm-2 for acceptor. Under a forward bias of -1.6

Volts the DBRT diode achieves simultaneous RT of both
current I(co, t) = I0 (o) + II(co, t) can be solved and so the electrons and holes, as shown in Fig. 2. The in-tunneling
admittance Y(co) is derived, from which we obtain the AC electrons and holes are confined in the well to recombine to
conductance G(co) - [Re Y- 1(o))]-' and the intrinsic induc- emit light. This is the first step to make an efficient LED.
tance L(co) 1 l/co Im Y- 1 (co).
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Abstract temperature is raised, the amplitude of the oscillations is

We calculate the magnetic moment ("persistent current") in a strongly cor- exponentially suppressed: I(T) - Io exp (- rxT/2To), where

related electron system - a Wigner crystal - in a one-dimensional ballistic To =_ hvF/L is the characteristic crossover temperature.
ring (quantum ring). The flux- and temperature dependence of the persist- Therefore the magnitude as well as the temperature depen-
ent current is shown to be essentially the same as for a system of non- dence of the persistent current carried by an ideal Wigner
interacting electrons. In contrast, by incorporating into the ring geometry a crystal looks completely identical to that of a current
tunnel barrier, that pins the Wigner crystal, the current is suppressed and
its temperature dependence is drastically changed. The competition carried by a free electron gas.
between two temperature effects - a reduced barrier height for macroscopic The situation changes drastically if a potential barrier,
tunneling and a loss of quantum coherence - results in a sharp peak in the somewhere along the ring, impedes the motion of the elec-
temperature dependence, which for a rigid Wigner crystal appears at trons. Charge transport in this case requires that electrons
T - 0.5hs/L, (s is the sound velocity of the Wigner crystal, L is the length tunnel through the barrier - the process which for strongly
of the ring). correlated electrons can be viewed as a macroscopic tunnel-

ing of a Wigner crystal-ring. In the case of high enough
In recent experiments [1, 2] persistent currents have been barrier (strong pinning) it is convenient to think of the
observed in the ballistic transport regime of mesoscopic motion of the crystal as a two-step process, where first a
rings formed in the laterally confined two-dimensional elec- single electron tunnels through the barrier producing a
tron gas of certain AlGaAs heterostructures [3]. The deformation of a finite portion of the Wigner crystal, which
current I and the associated magnetic moment were found then is relaxed [8,.91. This process necessarily depends on
to oscillate as a function of magnetic flux with period Do = the elastic properties of the crystal, and as a result the mag-
hc/e - the quantum unit of flux - and amplitude Io - evF/L nitude of the. persistent current will depend on the sound
(e is the electronic charge, VF the Fermi velocity, and L the velocity;, s;il.the Wigner lattice. As our analysis below will
length of the circumference of the ring). These results are in show, the te-iiperature dependence of the amplitude of the
excellent agreement with a theory of such Aharonov-Bohm AB oscillations is also affected in a qualitative way. The
(AB) oscillations based on a free electron model of the bal- presence of the tunnel-barrier, which pins the Wigner crystal
listic electrons [4, 5]. Since electron-electron interactions in and makes charge transfer possible only by macroscopic
the semiconductor ring are not weak, and since electron tunneling, strongly decreases the zero temperature value of
correlations must play an important role when the density the persistent current since for a repulsive interaction
of conducting electrons is low, this agreement is quite sur- quantum fluctuations in a strongly correlated electron
prising. In diffusive metal rings, for example, where the elec- system renormalize the barrier upward. The finite ring cir-
tronic mean free path is short (I s< L), it has been suggested cumference cuts off the divergent renormalization of the
that electron correlations significantly enhance the ampli- barrier height which occurs in the thermodynamic limit of a
tude of the AB oscillations [6]. Thus the question of how Luttinger liquid [10] or Wigner crystal [8, 9]. Thus the per-
Coulomb correlations in a system of ballistic electrons affect sistent current at zero temperature is greatly reduced but is
the magnitude of the persistent current is of significant inter- still finite. The competition between two effects of an
est. increased temperature - a temperature stimulated tunneling

In this letter we study persistent currents and AB oscil- and a loss-of phase coherence due to the enhancement of
lations in systems of spinless interacting electrons confined destructive interference - leads to a sharp maximum in the
to a one-dimensional ring; the electrons are assumed to be temperature dependence of the persistent current. For a
so strongly correlated that they form a Wigner crystal. In an rigid crystal this maximum occurs at T - 0.5T,, where T, =
ideal ring the mechanism of the persistent current is a dissi- hs/L > To. This effect makes it possible to measure the
pationless sliding of the crystal as a whole. We demonstrate Wigner crystal sound velocity in a ring with an "adjustable
that the resulting current oscillates as a function of magnetic barrier" (height controlled by a gate voltage).
flux with period ( 0 . Its amplitude at low temperatures is The starting point of our analysis is a model system,
exactly the same, Io = evF/L (vF = nth/ma is the Fermi where the Wigner crystal is regarded as an elastic chain of
velocity, a is the period of the Wigner crystal, m is the elec- spinless electrons forming a ring. In the presence of a poten-
tron mass) as for noninteracting electrons of the same tial barrier, smooth on the scale of a but well localized on
density in accordance with a general theorem [7]. If the the scale of L, the Lagrangian of such a system in the long
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wavelength approximation is [9] that the functional integral should first be calculated for tra-
jectories belonging to a definite homotopy class, and then

L a { s2(,) 2} _ Vo 6(x) cos (0). (1) the homotopically non-equivalent classes of trajectoriesshould be summed over.

Here 0 = 27ru(x)/a is the dynamical displacement field of In every homotopy class we will calculate the functional
the crystal and Vo is the magnitude of the pinning potential integral using the saddle point approximation, assuming the
(without loss of generality placed at the point x = 0). saddle point action to be large, S. > h, on the extremal tra-

We emphasize that (1) is an effective Lagrangian that jectory given by the solution of the classical equations of
describes the long wavelength aspects of the quantum motion in imaginary time. Below we will show that this
dynamics of the Wigner crystal. The short wavelength fluc- assumption is justified for a stiff Wigner crystal (a << 1).
tuations do not affect the global dynamics of the system, First we calculate the persistent current in the ideal,
and only result in a renormalization of the magnitude V0 of unpinned crystal (Vo = 0). In a perfect (or weakly pinned)
the potential, (already included in (1) but negligible for a stiff Wigner crystal, long-wave quantum fluctuations are cut off
Wigner crystal [9]). We assume that the ring circumference at the wavelength of the order of the crystal size L. It is
is large enough to justify dropping terms from (1) which are physically evident that we can imagine an ordered crystal
irrelevant in an infinite system. structure as long as the mean square fluctuations of the

In the presence of a magnetic field, directed normal to the dimensionless field 0,
plane of the ring, the one-dimensional Lagrangian (1) l/a dk sh \
acquires an additional term, Li, This term describes the (<2O> t k coth k , (5)
AB interaction of the Wigner crystal with the vector poten- Jf/Lk

tial of an electromagnetic field, A. = (D/L ((D is the magnetic are small so that (<20> < 1 (T is the temperature, a = 7rh/
flux through the ring). The AB interaction term, rewritten msa is a dimensionless parameter that characterizes the
using the real scalar displacement field 0, has the form of a strength of quantum fluctuations in the Wigner crystal). For
total time derivative, T - 0 this restriction imposes an upper bound on the chain

Li., = (h/L)((F/(o0)Q, (2) length L << ae"/a; for such samples the thermal fluctuations
are suppressed up to a temperature T < T.,/a (T, = hs/L).

and affects, as must be the case, only the quantum dynamics The situation is changed drastically for a strongly pinned
of the crystal. Wigner crystal where an "intermediate" cut off scale appears

The flux-induced persistent current I(D) = -cOF/1F, is [9].
defined in terms of the sensitivity of the free energy of the One can readily calculate the persistent current of an
ring to a magnetic flux. For the following analysis, it is con- ideal ring as the problem in the long wavelength limit is
venient to express the free energy F as a functional integral described by a quadratic Lagrangian. The external trajec-
over quantum- and thermal fluctuations of the displacement tory corresponding to the boundary condition (4) is linear in
field, imaginary time and independent of the x-coordinate,

F = -k, T In D1 )f(N-1) $DP e-SE[0•]/1}, (3) OT(z) = 2mrn(r/hf#). (6)
I fBy substituting (6) into (1, 2, 3), it is easy to find an exact

where the action SE derives from the Lagrangian (1), (2) in solution for the free energy in terms of the Jacobi function
the imaginary time representation. "Twisted" boundary con- 0, (see e.g. [15]). The asymptotic expressions for the persist-
ditions in imaginary time are imposed on the field 0 (see, ent current at high- and low-temperatures are
e.g. [11]): /

0.(T + fP, x) = 0.(r' x) + 2mrn. (4) lW 2 e- eTO I1)' l) sin 2 -), (7

Here n =0, +1, +2, ... is the topological (winding) IoC T«T (7)

number, classifying homotopically inequivalent trajectories. 1 - 2 + 6IJ, T , To
The physical meaning of the boundary condition (4) follows D

from the definition of the field 0 = 27xu(x)/a; a uniform shift Here {{x}} denotes the fractional part of x, and the parity
of the crystal by a distance equal to an integer times the dependent term 6 N is 1/2 (0) for N odd (even). Thus the per-
lattice constant a leads, in the ring geometry, to a state iden- sistent current carried by an ideal Wigner crystal is a
tical to the initial state after certain permutations of elec- periodic function of flux with period (D0 = hc/e and ampli-
trons. For the minimum shift by 1 x a (A0 = 2r), the initial tude I0 = evF/L at low temperatures. The oscillations are
state is recovered after (N - 1) successive permutations of exponentially damped at T Z To = hvF/L. The current has a
pairs of electrons. The corresponding extra phase 7r(N - 1), paramagnetic character when there is an even number of
that appears in the many-particle wave-function because the electrons in the ring (i.e. the induced magnetic moment is
electrons obey Fermi statistics, generates the factor parallel to the external magnetic field) and diamagnetic for
(- 1)"(N- ') in (3). As we will see below, this factor properly an odd number of electrons. All these properties of the per-
accounts for the parity effects in the response of one- sistent current coincide with those calculated using the
dimensional interacting electrons to a magnetic field [12- model of an ideal Fermi gas. For T = 0, this was first shown
14]. We note in passing that the analogous twisted in Ref. [7] for a general case of arbitrary Coulomb-like
boundary conditions appear when the Luttinger model is interaction.
applied to a ring geometry [13]. The appearance of the At finite temperatures there are in general additional con-
homotopy index n in the boundary condition (4) suggests tributions due to crystal deformations produced by ther-
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mally excited plasmons and due to electron-phonon nate x; we assume that 10 4 L/2, a criterion which one can
interaction. It is possible to show [16] that in a perfect show to be equivalent to a restriction on temperature, T <<
Wigner crystal ring the contribution of plasmon fluctuations a Vo.
to the action leads to the change of exponent in eq. (7) A multi-step solution is a sequence of single steps of type
TITO -, (T/To)[1 + cL3(T/EF)2] which is irrelevant if the tem- (8), corresponding to all possible intermediate rotations of
perature is less than the Fermi energy EF = mv2/2. As for the crystal
inelastic electron-phonon scattering, it results in a 0 -a
"broadening", hy, of the quantized energy levels of the al(r)= Z kb'?(x - = u- a = ±1. (9)

I I

quantum ring. This effect can be accounted for phenomeno-
logically by assuming a dissipative character of the Wigner The set of solutions {fif)}, corresponding to different con-
crystal dynamics. At temperatures T >> hy the dissipative figurations of single steps {a,} and time-sequences {,L} for

corrections to the Euclidean action are of the form 6S(") - the tunneling events, form the basis in the well-known dilute

h2y I n lITo, which leads to an additional exponential sup- instanton gas approximation.

pression of the persistent current. At T < T;, the multi-step solution (9) can be used as the

The thermal destruction of the persistent current can be extremal trajectory when calculating the partition function

characterized by a crossover temperature T7, where I oc that appears in the expression (3) for the free energy. In this

exp (- TIT,). From (7) one has T, = (2/x)XhvF/L), which is manner we get the zero temperature value of the persistent

twice as large as the crossover temperature found for a ring current as

of free electrons characterized by a constant chemical poten- es /T\ "•

tial [5, 17]. Rather than with the electron-electron corre- Iwc(T = 0) s 1•l --- . sin (21b/ 0o). (10)L \jzVo
lations [13] the factor of 2 difference is connected with the

fact that in our case the number of electrons - not the This result for the persistent current of a Wigner crystal in
chemical potential - is fixed [18]. the presence of a pinning potential barrier, clearly shows

Let us now consider the persistent current in a Wigner that the effect of the barrier is simply to suppress the zero
crystal in the presence of a potential barrier. A uniform temperature amplitude of the current. The net current
sliding motion of the crystal is impossible in this case, and depends on the elastic properties of the Wigner lattice that
charge transport along the ring is connected with macro- reflects the fact that for a strong pinning the charge trans-
scopic quantum tunneling (MQT) of the Wigner crystal. The port in the ring is due to macroscopic quantum tunneling of
character of the MQT is dictated by the pinning strength. the system through a deformed state of the crystal.
At strong pinning, tV0o T7, the mechanism for charge Except at very low temperatures, T < T7, the only rele-
transport around the ring includes tunneling of a finite vant saddle point trajectory is the single-step solution (8).
segment of the Wigner crystal through the barrier, as well as By using it one gets for the normalized current
the subsequent relaxation of the associated elastically Iwc(T) T It
deformed state of the crystal. In the weak pinning regime, exp f(T/TI) T • xVo

S7T, the Wigner crystal as a whole tunnels through the IwcO) T,

barrier (without essential distortions). The above mecha- Ir (sinh (7x))
nisms for macroscopic tunneling were first considered in f(x) = -x Ia - x (11)

connection with the tunneling of commensurate charge
density waves [8] and have also been used to describe the This result implies a non-monotonic temperature depen-
tunneling conductivity of a Wigner crystal [9]. In these con- dence of the persistent current; for a stiff crystal (small a) the
texts it was shown [8, 9] that in the case of strong pinning current has an exponentially sharp maximum at T - 0.5T7,
the dominating tunneling process is the elastic relaxation of with a width of the order of T0 7;. The physical reason for
the deformed state arising in the near-barrier region. this non-trivial temperature dependence - shown in Fig. 1

In the ring geometry a shift of the crystal as a whole by for different values of a - can be explained as follows: It is
the lattice period, a, may include one or several "tunneling easy to see from (8) that as the temperature is increased the
steps" (by a "tunneling step" we understand the combined picture of the elastic deformation propagating as a "sharp"
processes of tunneling and relaxation of the elastic instanton changes (at T - T7;) into a picture of a homoge-
deformation). In the case of strong pinning, the single-step neous sliding of the crystal as a whole. This temperature-
tunneling is described by the exact solution of the free equa- induced "softening" of the instanton reduces the
tion of motion (V0 = 0) in imaginary time with the twisted contribution to the action from the elastic deformation of
boundary condition (4) and n = + 1: the crystal. Hence, the persistent current should increase

(Fr( /with temperature. On the other hand this effect competes
0(,)(T)x= 2a arctan Icoth 7xi x tan with a thermal smearing of the phase coherence which-as

L \ hsf# ] h#l 2- J, we showed for the unpinned crystal - tends to reduce the

a= + 1. (8) current. The sharp peak in the temperature dependence of
the persistent current carried by a strongly pinned Wigner

A description of the dominating relaxation process in terms crystal, is a result of this very competition.
of this "periodic instanton"-solution [19] is valid in the At weak pinning a stiff Wigner crystal-ring tunnels
region outside the interval [-10, 10] containing the part of through the barrier as a whole and the persistent current
the crystal deformed by the initial tunneling process. The does not depend on the elastic properties of the chain.
length 10, which is inversely proportional to the potential However, if the barrier is high enough aTc; 1< VP 4 T7/a
V0 , appears only as a limit of the integration over coordi- (moderately weak pinning) the zero temperature current is
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20 tions do not change the persistent current in a perfect
Wigner crystal-ring at low temperatures, T << EF. Therefore
the effect of magnons via interactions with plasmons must

15 also be small. In principle tunneling can create spin excita-

S-=1/8 tions. However, in our case the pinning potential is assumed
to be smooth on the scale of the lattice spacing in the

Z3 10 Wigner crystal, a, and therefore the overlap of wavefunc-

S1/6 tions of neighboring electrons does not change appreciably
"0 during the tunneling process. Hence, although the first tun-

-- 5 1neling step in the two-step model used in our calculation
amounts to creating an excess charge e over a length 10, this

process is not accompanied by the creation of any excess
0 spin density; the subsequent relaxation involves only plas-

0 0.5 1 1.5 2 mons. In other words for a stiff Wigner crystal-ring the spin
TfrTs degrees of freedom completely decouple from the charge

excitations and therefore do not contribute to the persistent
Fig. 1. Temperature dependence of the normalized persistent current in a current.

strongly pinned Wigner crystal of different stiffness (measured by

o-' = 2msa/h; T, = hs/k, L, see text). The sharp peak for stiff crystals is a By measuring the dependence of the persistent current on

result of a competition between two effects of temperature: a reduced the barrier height at zero temperature (10) and its tem-
renormalized tunneling barrier and a loss of quantum coherence. perature dependence (11), one has an opportunity to deter-

mine independently the stiffness parameter, a = h/2msa, and
still greatly suppressed, the sound velocity, s, in this system of strongly correlated

/V'1/4 electrons. This gives us strong reasons to propose an experi-
IP(T -+ 0) ( ( )NJ 0(ioU~o) ment using a. gate-controlled barrier in a mesoscopic semi-

(TO) conductor ring in order to study Wigner crystallisation and

/ • ) s / (1)2 to measure the parameters of the crystal.
x exp - 27)sin 2r . (12) In conclusion we have shown that in an ideal ring with no

01 (Do ~impurity scattering, the persistent current carried by inter-

This is in contrast to the case of non-interacting electrons acting electrons - so strongly correlated that they form a
where even a large potential barrier (of the order of the Wigner crystal - is indistinguishable from the current
Fermi energy) only leads to a power-law suppression of the carried by a non-interacting Fermi gas. By incorporating a
persistent current [17]. potential barrier, Vo > hvF/L, in the ring structure, a qualit-

As temperature always makes tunneling easier, one may ative change of the magnitude and temperature dependence
expect an anomalous temperature behaviour of the persist- of the persistent current appears. With an adjustable barrier,
ent current even for a weakly pinned Wigner crystal-ring. these differences can be used for detecting and investigating
This is indeed the case, but unlike in the regime of strong the properties of the Wigner crystal.
pinning, the maximum of the persistent current (which is
now attained at a potential-dependent temperature T*-

V, o To) is weakly pronounced. Therefore the only distinc- Acknowlegements
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Abstract ation procedure during the SPICE simulation, yields the
correct charges and terminal currents in the convergence

A unified physics based capacitance model for MOSFETs suitable for limit. The capacitances are derived on the basis of analytical

implementation in circuit simulators is presented. This model is based on

the charge conserving, so-called Meyer-like approach proposed by Tur- expressions for the inversion and depletion charges, similar
chetti et al., and utilizes a unified charge control model to assure a contin- to those obtained by Ifiiguez and Moreno [7, 8]. In addi-
uous description of the MOSFET capacitances both above and below tion, in order to assure charge conservation, a so-called
threshold. The capacitances associated with the model are comparable to charge partitioning scheme must be enforced whereby the
those of the well-known BSIM model in the above-threshold regime, but it distributed inversion charge is partitioned between the
is more precise in the description of near-threshold and subthreshold
behaviour. Moreover, the discontinuities at the transitions between the source and the drain terminals. The complete model was
various regimes of operation are removed. The present modelling scheme implemented in our circuit simulator AIM-Spice [2].
was implemented in our circuit simulator AIM-Spice, and simulations of In this paper, we evaluate the present model by (i) com-
the dynamic behaviour of various demanding benchmark circuits clearly paring the present unified capacitances with their corre-
reveal its superiority over simulations using the simple Meyer model. sponding Ward-Dutton (W-D) counterparts as implemented

in the well-known BSIM model, and (ii) by simulating
various demanding benchmark test circuits such as charge

1. Introduction pumps, switched capacitor circuits and dynamic memory

Accurate modelling of MOSFET capacitance-voltage (C-V) cells. These tests clearly reveal shortcomings of the original

characteristics is needed for precise simulation of transient Meyer model and of the BSIM W-D model,

and small-signal behaviour of MOSFET/CMOS circuits.
Previously, we introduced a modification of the simple C-V 2. Model specifics
model by Meyer [1] in order to account for subthreshold The following steps are used for developing the MOSFET
conditions, using the concept of a unified channel capac- capacitance model:
itance [2]. However, a serious drawback of the Meyer capacita e model:
model is its use of reciprocal capacitances between the ter- c Express the inversion charge sheet density -lqn in theminals which causes a violation of charge conservation. This channel in terms of a charge control model.
problem whichaddresse by theiinction of t charge onservatio Use the basic drift-diffusion equations to formulate the
problem was addressed by the introduction of the charge drain current I, in terms of n, and integrate this equation
conserving, non-reciprocal capacitance model by Ward and drain currentin of na l intages.
Dutton [3]. (In fact, the Meyer capacitances are a subset of to find Ig as a function of the terminal voltages t* Integrate - qn1 over the gate area to obtain the total
the Ward-Dutton capacitances in the quasi-static approx- inversion charge Q1.
imation.) However, this model is relatively complex for
application in standard transient circuit analyses. chartiio Q1 b

Combining the Unified Charge Control Model (UCCM) * charge" QD.
[4] of FETs with a charge based model description, utilizing of the potential drop nsec across the semiconductor
a precise formulation of the bulk charge in terms of body (between the oxide interface and the substrate interior)
plot parameters, we were able to derive a more accurate, using the depletion approximation; write the gate-
charge conserving C-V model which simultaneously substrate voltage as VG, = 4/rx i + where 0.., is the
accounts for non-uniform doping profiles, subthreshold potential drop across the oxide; write the gate sheet
behaviour, and short channel effects [2, 5]. But this model is charge density as qns = qnj + qnb; use Gauss' law to write
also quite cumbersome to implement in SPICE since it does 0ag density as cng = the oxide capacit o writ
not yield analytical expressions for the charge distribution a qnr/ca, where cof is the oxide capacitance per unit
in the channel. area of the gate. Eliminate I'sB and eon between these

Here, we describe yet another unified C-V model for relationships to derive an expression for nb in terms of VB

MOSFETs, suitable for implementation in SPICE. This a ng.mode utlizs a appoxiate anlytial oluionof Integrate - qnb over the gate area to obtain the total
model utilizes an approximate, analytical solution of depletion charge QB.
UCCM in combination with the charge conserving, Meyer- a Calculate the capacitances as appropriate derivatives of
like approach proposed by Turchetti et al. [6] - all within *charges with respect to terminal voltages. For example,
the quasi-static approximation. This approach relies on the
use of the Meyer capacitances within a so-called companion the following are the Meyer capacitances used here:

model which, through the use of a charge conserving iter- C QG OQG ,QGCGs= -Os' CaD-= Vo CB--OB (1)
0 VS 0VGD0 G GBV

* Corresponding author. where QG = -(Q 1 + QB).
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In the Unified Charge Control Model, ni is related to the (a) 0.7
gate voltage VGs and the local quasi-Fermi potential VF by DSý
the expression [2, 4] 0.6

VGs - VT - ocVF = qVth ln(nj-,n) + a(ni - n.) (2) 0.5 2 V

where VT is the threshold voltage, o is a constant close to 8 0.4
unity that accounts for a shift in threshold voltage with 0
position in the channel, n is the subthreshold ideality factor, 0.3
VT'j = kB T/q is the thermal voltage, no is the inversion charge
density at threshold, and a ,t q/co.. 0.2

Following a straightforward derivation for a long-channel
MOSFET, we arrive at the following results for the inver- 0.1
sion charge and the depletion charge [7, 8], respectively:

2a 20 1 2 3 4 5 6 7 8 9 10
=dVth(n,• + ni.) + - (nid + nldnj + n) () VGs )

Q, -qWL 3(3)
2 t7Vth + a(nid + nie) (b) 0.6

B qWLn. - qWLni, + Q, (4) 0.5 VDS= 0 V
1 + 2anbJ2,Y2

S2 V
where -qnid and -qn 1 , are the inversion charge densities 0.4
evaluated from eq. (2) at source and the drain, respectively, I
and - qnb, is the depletion charge density at source given by C

"o 0.3

rbs(hi.s) = ZV (a) + -- (VB -_ VB) -- i - (5) 0.2 r
2 B F)a 2a0.

Here, VGB is the gate-substrate voltage, VFB is the flat-band 0.1
voltage, and y = 12qs Nd/coX is the body effect constant
where Nd is the doping density and E, is the dielectric per- 0.0 1
meability in the substrate. 0 1 2 3 4 5 6 7 8 9 10

In order to obtain analytical expressions for the charges VGS (V)
Q, and QB and the Meyer capacitances (or the W-D (c) 0.25
capacitances), we need a solution of eq. (2) with respect to
n,. Since this equation cannot be solved analytically, we
propose the following approximate solution [2, 9] 0.20

n, ý- 2nIn l + ½V exp (VVs - VT - CXvF]l1-Vth" ) 6 0 .15

This approximation is in good agreement with UCCM I
everywhere and has the correct asymptotic behaviour both 0 0.10
above and below threshold. Hence, analytical expressions - - - VDS=5V

for ni. and nid are obtained by using VF = 0 and V, = VDs, 0.05 2
respectively, in eq. (6). I

0 ov
0.00 •J,

3. Model evaluation 0 1 2 3 4 5 6 7 8 9 10

Although the Meyer capacitances are used in the SPICE VOS (V)

Newton-Raphson algorithm, they do not enter in the final Fig. 1. Comparisons of the normalized capacitances C~s/Co, (a), C GD/Co

results of the computational iteration procedure. Instead, (b), CGBPCoS (c), calculated from the present unified model (solid lines) with
the corresponding Ward-Dutton capacitances used in BSIM (dashed lines).the results are determined by the charge model used, such as

for examples eqs (2)-(6). However, the capacitances derived the present capacitances are continuous and smooth every-
from these charge models by means of eq. (1) give a better where, in agreement with experiments [2, 5], the non-unified
physical understanding of the quality of the model. BISM W-D capacitances are characterized by discontin-

The three Meyer capacitances are, in the quasi-static uities at threshold and discontinuous first derivatives with
approximation, identical to three of the nine W-D capac- respect to VGs at the saturation voltage. Such discontinuities
itances. Figure 1 shows a comparison between the present invariably lead to a reduction in convergence and computa-
unified Mayer capacitances and the corresponding W-D tional speed in SPICE simulations [10].
capacitances as modelled and implemented in BSIM. We The importance of using charge conserving MOSFET
notice that the overall agreement between these two models capacitance modelling in SPICE simulations was demon-
is quite good, except that the W-D BSIM model describes strated for different benchmark circuits. These circuits,
poorly the near-threshold and subthreshold regimes. While which include charge pumps, switched capacitor filters and
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Dynamic Random Access Memory (DRAM) cells, were
selected because of their sensitivity to charge non-! 9A 98

conservation. In all cases, the Meyer-like approach gave I [ -- #--

results which correspond very well with analytical estimates, t 9.

while the simple Meyer model often resulted in significant t "---- '-,

deviations. For example, in Fig. 2 we show AIM-Spice +
simulation results for a simple charge pump excited by a Vny

periodic pulse train at the input. We notice that the devi-
ation in the output using Meyer's model is large and some-
what erratic as a result of charge non-conservation.

Another example is shown in Fig. 3, where we simulate
the operation of a switched capacitor low-pass network. 1.6
Again, the results for the Meyer model deviates significantly 1.4

and erratically from the expected behaviour, while the latter 1.2

was very well reproduced by the Meyer-like approach. 1.0--

Our investigation of a three-transistor DRAM cell a)M 0.8
revealed that the use of Meyer's model resulted in failure to 0 --

identify a potentially serious down-shift in the DATA 0 0.6

output signal (from DATA = 1) during read operations. " 0.4 Vin=0V

This effect is caused by so-called clock feed-through and =

charge injection into the data holding capacitor, and a very 0
precise capacitance modeling incorporating both charge
conservation and a proper description of subthreshold -0.2
behaviour is required in order to characterize the effect -0.4 L
satisfactorily and to establish a correct feedback to the 0 1 2 3 4 5 6 7 8 9 10

design. Time (10 -7 S)

3. Summary Fig. 3. Comparison of simulated outputs from a switched capacitor low-
pass filter (shown on top) using the present Meyer-like modelling scheme

We have presented a unified and charge conserving capac- (solid curves) and the simple Meyer model (dashed curves).

itance modelling scheme for MOSFETs, for use in circuit
simulators. The method is based on the Unified Charge
Control Model, in combination with the so-called Meyer- like SPICE implementation. The capacitances associated

with this model compare well with the corresponding Ward-
Dutton capacitances implemented in the well-known BSIM

VG(t) model, but are more precise in the near-threshold and in the
subthreshold regimes and do not have discontinuities at the

V ) transitions between different regimes of operation.
t 4The present modelling scheme was implemented in our

.V circuit simulator AIM-Spice and was used for test simula-Y 1tions of several benchmark circuits. The test results show
t that the present modelling approach reproduces the

expected results very well, while simulations based on the
simple Meyer model show significant deviations, owing to

0.10 the lack of charge conservation.

0.05
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Abstract done to find optical geometries that overcome this fact and

The performance of GaAs/AlGaAs multiple quantum well infrared detec- enhance the absorption quantum efficiency (absorptance) I
tors is studied theoretically and experimentally, with special emphasis on of the detectors [7-13].
8-12 Wn thermal imaging applications. The dependence of detector per- One of the most efficient optical geometries presented in
formance on various factors like light coupling configurations (one and two the crossed (doubly periodic) grating with a waveguide
dimensional reflection gratings or 450 polished edge), detector temperature, (CGW) [10]. The crossed grating is etched into the top of
response wavelength and quantum well doping density is dealt with. An
absorption quantum efficiency of 87% is demonstrated using a crossed the detector mesa and the waveguide is defined by the
grating and a waveguide (CGW). It is also found that an optimised grating, the active QW layer and a cladding layer, from top
34 inn x 34 Im detector (a detector size suitable for large staring arrays, i.e. to bottom, see Fig. 2. In this work we compare the CGW
256 x 256 or larger) with 9.0 pm cut-off wavelength, f# = 2 optics and geometry with the standard 450 polished edge (EDGE)
70% optical transmission reaches background limited operation at 74K geometry. We also investigate the influence of QW sheet
detector temperature.

The potential of making highly uniform staring arrays utilising the
mature GaAs material and processing technology is demonstrated by uni- Conduction
formity measurements of detector dark current. The experiments show that E2
"a metalorganic vapour phase epitaxy (MOVPE) grown structure can have band
"a dark current standard deviation to mean value ratio over a 10mm long (n-doped)
linear detector array of less than 2%. E

The staring array performance in terms of noise equivalent temperature
difference (temporal NETD) is calculated to NETD < 20mK at 77 K detec-
tor temperature and NETD < 10 mK at 70K detector temperature.

1. Introduction Eg Eg
GaAs QW AIGaAs Barrier

Since the first demonstration of a GaAs/AlGaAs quantum
well infrared photo detector (QWIP) [1] the physics and
performance of QWIPs have been thoroughly studied [2]. Valence
Normally, semiconductor materials with small bandgaps band
E, (E, 0.1-0.2 eV) such as HgCdTe, enabling optical (p-doped) 2
detectors active in the 8-121gm long wavelength infrared
atmosphere transfer window (the LWIR window), are more Fig. 1. Energy band structure of a GaAs/AIGaAs quantum well (QW).
difficult to grow, process and fabricate into uniform devices Intersubband absorption between E1 and E2 (electrons) or H, and H2

than are larger band-gap (Eg > 1 eV) materials [3]. One of (holes) is schematically shown. The photo generated charge carriers at E2
the main driving forces for QWIP technology development or H2 are under the influence of an applied electric field giving rise to a

photo current. The Fermi energy level EF is indicated (for the case of an
is the ability to create semiconductor devices with a small n-doped QW).
bandgap optical behaviour combined with a large bandgap
mechanical and chemical stability. Therefore, GaAs/A1GaAs
QWIP technology is a viable candidate for large, high per-
formance, low cost LWIR (8-12 gm) focal plane arrays
(FPAs) [4-6]. CGWX

QWIPs operate on account of intersubband transitions in
doped quantum wells (QWs) which implies photoexcitation QW layers Grating EDGE
of electrons (holes) from a bound ground state E1 (H1 ) to a n-doped / I
quasi-bound or extended excited state E 2 (H2), see Fig. 1. GaAs
Excited charge carriers at E2 (H2) are freely mobile perpen- Cladding
dicularly to the QW planes, thus enabling photoconductive layer
action. As a result of low effective mass, QWIPs with
n-doped QWs offer the highest detectivity D*. The draw- GaAs substrate
back with n-doped QWIPs is that the quantum mechanical
selection rules forbid absorption of radiation with incidence Fig. 2. Cross section of a detector with an etched grating and waveguide

normal to the QW-layer plane and much work has been (CGW) as well as a standard EDGE detector.
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doping concentration, optical response wavelength and (covering - 10% of the grating area) and bottom contact
detector temperature on QWIP performance. Finally we use layer and finally a reflective Au layer is sputtered covering
the experimental single QWIP results to calculate the per- the whole grating area. For characterisation of the detec-
formance of detector arrays in terms of noise equivalent tors, a grating monochromator, a 1000K glowbar source
temperature difference (NETD) and photo generated current and a pyroelectric reference detector are used. A 1000K
to thermally generated dark current ratio (Nph/Nth ratio). black-body source is exploited for determining black-body

responsivities and detectivities as well as for calibration pur-

2. Experimental poses.

Four different structures A, B, C and D are grown onto 3. Single detector performance
GaAs semi-insulating substrates using a low pressure metal- The detector current Id in QWIPs consists of two parts, the
organic vapour phase epitaxy (MOVPE) reactor featuring photo generated current Iph and the undesired thermally
wafer rotation. All structures contain a 50 period generated dark current Ith. Ip, can be described by
(GaAs/Al]Gal -As) multi-QW stack sandwiched between a
1.0 pm bottom and a 1.3 prm top GaAs contact layer fA2

(n = 7 • 1017 cmn-) and an additional 3 gm Alo. 8oGa0 .2oAs Iph =A R, Popt dA

cladding layer located between the substrate and bottom
contact. The measured structure parameters, QW width where R1 is the spectral current responsivity and Pco the
aQw, barrier width abar, barrier Al-content XAI, QW doping spectral optical power illuminated on the detector. In thissheet concentration nQw are summarised in Table I. Struc- work we will set ,1 and 22 to 8 jtm and 12 jtm respectively,

shee cocentatin nw ar sumaried n Tble Stuc-since we are interested in the radiation generated in the
ture A, B and C have different QW doping sheet concentra- sin w in Te thera dai generated in th

tion nQw whereas structure D has a lower barrier Al-content LWIR window. The thermally generated dark current u th
XAI. has been investigated and modelled by several authors [2]

The detectors are fabricated as follows: gratings (linear, and here we will use the model presented in [14]. The most
crossed with square symmetry, or no grating) are etched by important parameters concerning the relationship between

reactive ion etching (RIE) into the GaAs top contact layer. Iph and Ith are nQw, detector temperature T, cut off wave-

The grating depth h = 0.80 jim throughout, while the other length A, (or cut off energy Ej) and the method of optical

grating parameters are fabricated with different sizes coupling. This is described by,

ranging from grating constant D = 2.3 to 3.0 gm, and Iph oc R, oc q = 1 - ec"•Qw

crossed grating box shape cavity width d ; 0.6D and linear
grating cavity width d ,: 0.5D. For the definition of the where cl is a constant invoking the method of optical coup-
grating parameters see Fig. 3 and [12]. Square shaped ling,
mesas of various sizes (from 25 to 500 jm side length) are IE -- EF•\
defined by wet etching down to the bottom contact layer. 1th c T " exp - kTJ
AuGe/Ni ohmic contacts are deposited onto the top

where E, = hc/1A and the Fermi level energy

Table I. Structural parameters for the four types of multi QW E, oc T - In [eC2 *lQw - 1]
IR detectors. The parameters are obtained from X-ray where c2 is a constant. Response measurements of different
diffraction rocking curves and C-V etch profiling types of detectors are carried out and the results are pre-

Barrier Al- QW doping sented in Table II. The absorption quantum efficiency
QW width, Barrier width, content, concentration, (absorptance) ?I are calculated using two independent
aQw abar Xbar now X 10- methods.

Structure (A) (A) (%) (cm-2) The first method (applied to structure A and C) is based

A 49 339 29.8 1.6 on the measurement of absorptance with a Fourier trans-
B 48 337 29.8 2.5 form infrared spectrometer using a 450 polished edge
C 50 339 30.2 4.1 geometry (EDGE), and subsequently the current response
D 52 348 29.0 1.9 R, of a detector with the same optical coupling geometry is

measured. From

qA
hc'

where R, is the current responsivity, h the Planck constant,
. -c the vacuum speed of light, q the electron charge, g the

photoconductive gain and p, the probability of an excited
7 electron to escape from the QW, we can calculate gp,.

_h 1 Knowing gp, it is possible to derive the absorptance, hence-
I .forth called rFrlR for other types of coupling geometries (i.e.

D grating detectors) simply by measuring R,.
The second method (applied to structure A, B, C and D)

Fig. 3. Detail of the geometry of the crossed grating viewed from the GaAs is based on deriving g from the detector generation-
side. D is the grating constant and d the cavity width. recombination (g-r) noise current i€.,. The noise current id
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Table II. Single detector data for the structures A, B, C and D. The detector type (light coupling method) are either of the type
45' polished edge (EDGE), or crossed grating and waveguide (CGW (D)) where (D) is the grating constant. The measurements
have been conducted at 77K on 150 x 1501pm square detector mesas with a detector bias of -4.0 V. The g-r noise currents
are measured at 77K background temperature. The two types of photoconductive gain (gFTIR, g,-.) and absorptance (11FTIR,

qg.,) refer to the two different methods of obtaining absorptance described in the text, respectively

Peak Dark g-r noise Peak current Peak Photocon-
wavelength, current, current, responsivity, detectivity, ductive gain, Absorptance,

Detector 'peak, 'th i-r R, D*( x 10") gFrd/g9-, 7FI'R/ql-,
Structure type (Im) (nA) (fA/./-Hy) (mA/W) (cm IHW-. ) () (%)

A EDGE (-) 8.3 - - 84 - 0.16/- 7.7/-

A CGW (2.6) 8.3 10 31 570 2.8 0.16/0.15 52/57
B CGW (2.6) 8.3 29 52 750 2.2 -/0.15 -/77

C EDGE (-) 8.3 - - 140 - 0.11/- 20/-

C CGW (2.6) 8.3 57 64 640 1.5 0.11/0.11 91/87

D CGW (2.8) 8.8 46 72 630 1.3 -/0.18 -/49

present in QWIPs is described by waveguide (LGW) have roughly a factor of 2 lower absorp-

i2 = i2 + i2 + i2 tance [12]. The spectral absorptance is shown in Fig. 4.
d g-, J 11fThe most important figure of merit for single IR detectors

where the Johnson noise current ij = /Tk-T/dR, k the is a normalised signal to noise ratio, the detectivity D*,
Boltzman constant, T the detector temperature and dR the obtained according to,
detector dynamic resistance. Properly fabricated, the detec-
tor 1/f noise current ilf is negligible. At normal operating D* -- " - AdAf,
conditions ig., is the dominating noise current. By using Id

g = i2-,/(4qId), where Ad is the optical detector area and Af the noise band-
width. Values of D* for the different structures and light

(where Id is the DC detector current) the fact that Pe -1 at coupling geometries are presented in Table II. Structure A
high enough detector bias, and the measured Rt it is pos- (lowest doping, lowest absorptance!) has the largest
sible to obtain the absorptance, henceforth labelled D* = 2.8 • 10" Jones. It is evident that high absorptance

Table II shows that the two methods are in good agree- alone is not the only factor to consider for QWIP opti-
ment within -5%. When comparing the CGW and the misation. For two structures with similar QW doping, a
standard EDGE light coupling methods, the CGW absorp- shift in peak wavelength Apeak from 8.3 pim (structure A) to
tance is a factor of 7 higher (structure A). For structure C, 8.8 gim (structure D) leads to a decrease in D* of -2. This
this factor is as low as 4.5 indicating that the CGW absorp- exemplifies the common knowledge that '.peak should be as
tance is near saturation (i.e. close to unity). As a result of short as the application permits and the difference between
increased QW sheet doping concentration, the CGW , peakand A, small.
absorptance %_, for structure A, B, and C has a rising trend
from 57%, 77% to 87%. Detectors with linear gratings and

100 4. Calculation of the performance of detector arrays

It is a straightforward procedure to arrange QWIPs into a
80- C:CGW(2.6)-- /_focal plane array of chosen size. Desirable array sizes can be

128 x 128, 256 x 256, 320 x 240 or larger. The usual way

70 B:CGW(2.6) to address each detector pixel is to flip-chip mount (via In-
bumps) the detector array to a silicon multiplexer readout

A:CGW(2.6) circuit. It is common practice for focal plane arrays to use
/D:cGW('8) the total number of collected charge carriers N or the

number of noise electrons n, during an integration period
40Q E Tint instead of detector current and noise current. This is
30- especially convenient when electrons are physically collected

in an integration capacitor, as for the case of direct injection
readout circuits. The relation between N (or n) and either

10• direct current or noise current I is: N = I - Tit/q. The inte-
gration time Tit is assumed to be 17ms below, correspond-

7 7.5 8 8.5 9 9.5 10 ing to a 60 Hz frame rate.
Wavelength (un) For detector arrays the noise equivalent temperature dif-

Fig. 4. Absorptance vs. wavelength for 150 x 1501tm detectors. The detec- ference NETD is a suitable measure of performance espe-
tors with a crossed grating and waveguide (CGW) have a grating constant

D = 2.6 pm (structure A, B, C) or D = 2.8 1m (structure D). The absorp- cially for thermal imaging applications. A calculation of
tance for the standard 450 polished edge (EDGE) optical geometry is NETD of detector arrays is performed below, taking mea-
included for structure A and C. sured detector data from single detectors with mesa size
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34 Am x 34 Atm which is a suitable size for 256 x 256 and The temporal noise equivalent temperature difference
320 x 240 arrays. (NETDtemp) of the detector array is obtained from:

The total noise, not associated with arrays consists of tem- 1
poral noise ntemp and fixed pattern noise nf ix according to, NETDtemp = - (ntemp/Nph)

2 = 2n•p + nf [n + n=l + n2]tot =teP] + +n.,+where CT is the differential temperature contrast according

where nd is the detector noise and n,, the readout circuit to,
noise.

The detector noise is described by, CR = L MJ'

2 ~22
n2 = 2 gNd + n2 + nilf where M is the exitance of the surrounding photon back-

where Nd is the total number of charge carriers (electrons) ground assuming an ambient temperature of T. (300 K in
which equals the number of optically generated electrons the calculations). CT is about 0.015K- 1 in the 8-121jm
Nph and the number of thermally generated electrons Nth. wavelength region.
For a well designed readout circuit, n,, should be smaller Another important figure of merit for focal plane arrays
than nd. In the calculations below it is assumed that no can (especially arrays utilising direct injection read out circuits)
be neglected. is the photo generated to dark current ratio, Np,/Nth-ratio.

The fixed pattern noise , arises as a result of non- The Nph/Nth-ratio should be as high as possible because a

uniformity of detector dark current and responsivity of the large Nth will reduce the available dynamic range of the
detector array. For the case of QWIP, nfix is the remaining readout circuit (the maximum charge storage capacity is
number of noise electrons after two point compensation of limited by a integration capacitor at each pixel). Another
the detector current (e.g. offset and gain correction), and can reason for a high NphINth ratio is that whereas Nph can be
be written [15]: considered independent of the detector array temperature T,

= + 2 + Nth is exponentially dependent on T, which will make the
nfix fgn ° (Np o)

2 
"of [(Nth 'th) + (Nop O'p)2] array sensitive to array temperature fluctuations. NEDTtemp

where o~p and Ulh are the ratios of standard deviation to and NphJNth ratios are listed in Table III and it is evident
mean of photon current and dark current, respectively. The that decreasing T from T = 77 K to T = 70 K (achievablefactors nof and h ,t rre sent offset and gain corrections by a Stirling cooler) gives a minor decrease in NEDTtemp

determined by sensor calibration. A proper calculation of and most significant, a large increase in NpI/Nth ratio. The
nfi. requires knowledge of the uniformity of calibration change in grating constant from D = 2.6 jim to D = 2.7 jmsources in order to estimate for and #gn" In the calculations (structure A, B and C) enhances the response at long wave-

below we will omit this contribution thus invoking only the lengths (although diminishes the peak absorptance slightly)

temporal noise contribution. Nevertheless, nfix is in most of th e ratedpinte spectrum, thus indow. ng the photo-

cases a dominating noise component and it should be noted current generated in the LWlR window. Structure A reaches

that nfix is linearly dependent on op and Uth making evident background limited operation (i.e. when Iph >, Ith) at T=

the importance of highly uniform arrays. We have flip chip 77K and structure D at T = 74K.

mounted 128 x 128 arrays to commercial silicon multi-
plexers and used them in thermal imaging cameras. They
show that op - fiT + flo -5 • 10 - for a 20K calibration 5. Conclusions
interval. We have also measured the 77K adh on linear
arrays, 1 x 81 with 110gjm mesas (120gtm pitch) and We have fabricated QWIP detectors and investigated the
1 x 128 with 45 pm mesas (501tm pitch), which resulted in influence of optical coupling, QW sheet doping concentra-

tlh = 1.8% and tth = 2.0% as best results. aop is expected to tion, optical response wavelength and detector temperature
be slightly higher [9]. These values represent state of the art on QWIP performance. Peak absorption quantum efficiency
uniformity for LWIR detector arrays and clearly demon- (absorptance) ?I = 87% and peak detectivity D* = 2.8 - 10"
strates the advantages with QWIP technology. (with Apeak = 8.3 Am, T = TB = 77 K) is demonstrated.

Table III. Calculated array performance using the measured responsivities and dark currents for 34 x 34 pm square mesa
CGW detectors. The detector temperature T is 77K or 70K. The calculations assume a 300 K background, optics f# = 2,
optical transmission 70%, maximum integration time 17ms and a maximum charge storage capacity of 1.6 x 10' electrons. The
photo current has been integrated between 8pum to 12pm wavelength simulating the long wavelength infrared atmospheric
transmission window

NETDtmp (T = 77 K) NETDtwmp (T = 70K) NPh/Nh (T = 77 K) Nph/Nth (T = 70 K)

Structure Detector type (-K) (-K) (-) (-)

A CGW (2.7) 12 7 0.84 7.2
B CGW (2.7) 14 8 0.53 4.1
C CGW (2.7) 16 8 0.39 2.6
D CGW (2.8) 23 10 0.42 2.7
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Abstract where Ic is the collector current. The total charge in the
transistor is given by

A compact physical model for high speed bipolar junction transistors (BJT)

in integrated if-circuits is presented. The model, which suits both homo- E Q = Qe + Qb + QTe + QTc (2)
and heterojunction devices, is based on the de Graaf-Kloosterman formal-
ism for the modelling of BJTs, but adds important heterostructure device where Qe is the excess hole charge in the emitter, Qb the
physics and incorporates also the physical properties of the SiGe material. total base charge, and QT, and QTc are the depletion charges
The model implemented in APLAC circuit simulator, shows good agree-
ment between the simulation results and measured data both for pure of the base-emitter and base-collector junctions, respec-
silicon BJTs and for SiGe-base heterojunction transistors. tively. So, in order to calculate the cutoff frequency we have

to model the collector current Ic and the total charge in eq.
(2). When generalizing the de Graaf-Kloosterman method
[2] to HBTs, we have to take into account the additional

1. Introduction electric field caused by the Ge gradient in the base region.
Then the electron current density in the base is given by

Recently significant progress has been achieved in the inte-

gration of the high frequency circuits by using BiCMOS or (Dp2n + NA dn n dNA qnF__'
GaAs technologies. In spite of the growing use of GaAS n = NA dy- +N y' T (3)
FETs, the bipolar transistor is still the working horse in the

UHF and lower microwave band circuits. Furthermore, the where (D.> is the average diffusivity of electrons, n the elec-
application of strained silicon-germanium alloys to hetero- tron concentration. Fg is the extra field due to the Ge gra-
junction bipolar transistor (HBT) technology provides many dient
additional advantages over the conventional silicon BJTs.
The SiGe-base HBTs allow extreme vertical scaling without F9 = - -g (4)
excessive base resistance for high speed performance. Also q dy
these devices can offer analog designers a very high current where E9 is the band gap.
gain through dramatically improved Early voltages. Let us first consider the low injection case, n << NA. Equa-

In analog circuit design accurate device models are tion (3) can now be solved by integrating across the base,
needed. Recently the first model for SiGe HBTs was pre- and we obtain
sented by Hong et al. [1]. In this paper we present a
compact but physical model for high speed bipolar tran- I J. I
sistors. The model can be applied both for homo- and het- n(y) = n(dBE) exp (yiY) q(D->y1 [exp (ViY) - 1] (5)
erojunction devices. We have modified the original de

Graaf-Kloosterman model [2] for BJTs by adding the where
heterostructure device physics and the physical properties of
the SiGe base. Y1 qF5 _Yi1 kET(6)WSM kB T

and q and WBM (= metalurgical base width) are the param-
2. Model for the cutoff frequency eters which describe the doping profile for the acceptor con-

centration in the base, NA(y) =No exp (- -7y/WRm). The

Cutoff frequency is naturally one of the most important collector current Ic = Ae J. can be solved from eq. (5) in
parameters in the high speed bipolar transistors. It can be terms of the voltage dependent minority carrier densities
estimated analytically by using the charge control principle n(O) and n(Wb) at the base-emitter and base-collector junc-
[3] tions, respectively,

1 -217rQ (1) IcLF= qvD',A y, exp (0'Wb)n(dBE) _ ln(Wb) 1

fT IC exp (yiWb) - 1 exp (yIWb) - ii (7)
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10.0 -intermediate injection can be treated by using interpolation

[0Hz] formulas [3].
S____The depletion charges QTe and QTC at pn-junctions can be

. estimated in the usual way by integrating the depletion
capacitances CT(Vj) over the junction voltages Vj. However,

5.0 in the case of HBT, CT (Vi) must be modified due to the
heterojunctions

C2.5 - Co (10)

0.0 . . . . . . . . .. .

0.0 5.0 10.0 15.0 20.0 where Vbi is the built-in voltage and
IC [MAI [ ND NA SSi SSiGe 80 11/2

Fig. 1. Measured and modelled (solid curve) cutoff frequency vs. collector CO = A V NN (11)
current in a high frequency Si BJT. L N

where the subscript L refers to low injection. The total Finally, the excess hole charge in the emitter can be esti-

stored base charge Qb can also be estimated from eq. (5) mated from the base current [3]
foW• ~W2 IJ,12

Qb = qAe f0 Wbn(y) dy (8) Qe 2<D>12)

or where <Dp> is the average diffusivity of the holes in the
F( 1 emitter, and We is the emitter depth. The base current in an

b =qA_ ._• W exp IVW2) 1 n(dBE) injection-efficiency-limited BJT is governed by the proper-
1 Lexp (7lWb),- 1 ties of the emitter [3]. Therefore the base current in a homo-

Wb 1 and heterojunction bipolar transistors are identical, and in
Y~e[1 exp Wb)-1 n(Wb) (9) our model we have adopted the ordinary expression for the

base current [3].
In the case of high injection n >> NA the current IcH and the When modelling the collector current dependence of fT,

base charge Q' can be calculated as above, and then the the effect of the current on the depletion width of the base-

-2.0- collector junction has to be taken into account. Here we
have adopted a simple expression given in [4].

The incorporation of germanium significantly changes the
-4.5 •,F- •p~r• physics of the base region and the base-emitter and base-

collector junctions in a SiGe-base HBT. Addition of Ge
-7.0- 0.0 reduces the bandgap of Si, and it also modifies the energy

band structure and density of states in the conduction and
valence bands. In addition, charge carrier mobilities and dif-

.X -I fusivities change due to alloy scattering and changes in the
effective masses. Finally, the dielectric constant, built-in
potentials and depletion widths in the pn-heterojunctions

-12.0 .. depend on the Ge concentration. All these dependences can
0.4 0.55 0.7 0.85 1.0 be found from the literature [5-7], and they are not repeat-

vE MV] ed here.
Fig. 2. Measured and modelled (solid curves) Gummel plot of a SiGe-base
HBT. The upper curve is the collector current and the lower one the base
current vs. base-emitter voltage. The experimental data was taken from [1]. 3. Model verification

40.0. The present high speed bipolar transistor model has been

frr G[0H implemented in APLAC circuit simulator [8]. The model
has been verified through comparisons between the model

30.0- opredictions and measured data both for Si BJTs made in

\/ our laboratory and SiGe-base HBTs made in various labor-
20.0 atories.

0 / Figure I shows a comparison of the modelled and mea-

10. sured fT vs. Ic for a npn Si BJT made in our laboratory.
Here the base width is 270 nm, the emitter peak concentra-

tion 1021 cm -, the base peak concentration 1017 cm-3, and
0.0- -. .. .... .... the collector doping concentration 1016cm- 3 . Figure 1

.6.0 .5.0 .4.0 -3.0 -2.0 shows a good agreement between the modelled and mea-

Io(Ic) sured results.
Fig. 3. Measured and modelled (solid curve) cutoff frequency vs. collector Figures 2 and 3 show that in a SiGe-base HBT (8% Ge) the
current in a SiGe-base HBT. The experimental data was taken from [1]. I-V characteristics and fT can simultaneously be modelled
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Abstract but effects of R, and Rd will, to some extent, implicitly be

The importance of a proper inclusion of parasitic source and drain resist- contained in the remaining parameters. One possibility is to

ances in various FET device models used in circuit simulation with SPICE include the effects of the parasitics in a mobility reduction
is pointed out. Although a significant reduction in simulation time can be parameter [3].
achieved using so-called extrinsic FET models, some problems are encoun- For MOSFETs, we may be able to faithfully reproduce
tered in cases where gate leakage current is present and in simulating tran- measured DC characteristics this way. However, for
sients. Moreover, an intrinsic model with parasitics is more compatible MESFETs this type of model yields an unrealistic increase
with high frequency small signal equivalent circuits. in the gate leakage current with positive gate voltage.

Furthermore, we can expect problem in simulating tran-
1. Introduction sient and small-signal behavior of all types of FETs since

As integrated circuit technology advances and the channel important time constants are related to the presence of the

length of FETs are steadily reduced, the importance of the parasitic resistances.
source and drain parasitic resistances, R, and Rd, become B. Intrinsic models with external parasitics
increasingly important in the overall operation of the
devices. This is due to the fact that in scaled down devices, This approach is the most widely used today. The procedure
the value of the channel resistance becomes comparable to for obtaining a good fit to measured I-V characteristics is to

the parasitic resistances. In the equivalent circuits used for first extract geometrical information and then determine R,
modeling such devices, it has been common to either neglect and Rd. This information is then used to derive the intrinsic
R, and Rd altogether (intrinsic model) or to combine the characteristics of the device, from which the parameters of
intrinsic model with additional nodes to account for the the intrinsic device can be extracted. With this technique,
parasitics. the equivalent circuit will contain the parasitic resistances at

However, with the introduction of new analytical tech- the expense of additional nodes in the circuit.
niques, it became possible to include R, and Rd directly into C. Extrinsic models
the expression for the drain current, resulting in so-called
extrinsic models [1, 2]. An immediate benefit of extrinsic Here, the parasitic resistances are included as an integral
models is a reduction in the node count which is favorable part of the model expressions and treated on equal footing
in terms of circuit simulation time. However, the extrinsic with the intrinsic model parameters. Hence, there is no need
models may also have drawbacks in modeling certain FETs to add external resistances. to the equivalent circuit, and the
such as MESFETs and HEMTs operating in regimes where corresponding nodes are saved. The mathematical descrip-

the gate leakage current is significant. tion of an extrinsic model will, of course, be more complex
In this paper, we compare extrinsic and intrinsic models than for the intrinsic model, but none-the-less, we should

in terms of computing speed and accuracy. We also point expect a savings in terms of simulation time owing to the
out problems with extrinsic models encountered in cases reduced node count.
where gate leakage current is present and in simulating To illustrate this, we used AIM-Spice [4, 5] to calculate
transients. the operating point of MOSFET inverter chains using

intrinsic (with external resistances) and extrinsic versions of
the model discussed in [1]. The simulation time was moni-

2. Ways to include parasitic resistances tored for a range of inverter stages in the chain, and the

We have basically the following three approaches for includ- results are shown in Fig. 1.
ing the effects of parasitic source and drain resistances into As can be seen from the figure, we consistently find a
FET equivalent circuits: reduction of about 25% in the simulation time for the

extrinsic model compared to the intrinsic one with external
A. No explicit parasitics R, and Rd. A slight decrease in this ratio of the simulation

The simplest approach, still being used in circuit simulation times with complexity probably reflects the fact that the
today, is to use an intrinsic model with no explicit addition system matrix for the intrinsic model increases faster than
of R, and Rd. In this case, the intrinsic model parameters that of the extrinsic model.
are extracted directly from the measured I-V characteristics, The extrinsic model approach is similar to that discussed

above for the intrinsic model with no external parasitics.
Unfortunately, it also has similarities in terms of the prob-

* Corresponding author. lems pointed out with respect to gate leakage current (when
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1.0 phase, and the fall time is slightly increased compared to the

intrinsic version.
-• 0.9 Finally it should be pointed out that an intrinsic model

U with explicit parasitic is more compatible with typical small
- 0.8 signal equivalent circuits (see for example [6].

*0.7

3. Conclusion
*0.6

With the introduction of new analytical techniques, extrinsic
0 __............................... FET device models for circuit analysis have emerged. The

0 10 20 30 40 50 60 70 80 90 100 main advantages compared to intrinsic models are: simpli-
# Inverter stages fled parameter extraction, reduced node count and reduced

Fig. 1. Ratio of simulation times with AIM-Spice using extrinsic and simulation time in SPICE. However, some drawbacks are
intrinsic models versus number of MOSFET inverter stages. noted, including problems with accurate modeling of gate

leakage current in devices such as MESFETs and HEMTs,
applicable) and transient behavior. To illustrate the latter, and in the simulation of transient and small-signal behavior
we performed transient simulations of a CMOS circuit con- in all types of FETs. Moreover, proper inclusion of the
sisting of two inverters in series, using the same models as in parasitics is also very important in order to extract the effect
the previous example. As expected, the I-V characteristics of contact technologies on circuit behavior. In cases where
with both sets of models were identical. But noticeable dif- these issues are important, the use of intrinsic device models
ferences could be observed in the on-to-off transient for the with extrinsic parasitic resistances give higher accuracy.
circuit in two cases, as indicated in Fig. 2.

Obviously, the extrinsic version produces a more pro-
nounced peak in the output at the start of the pull-down Acknowledgement
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Abstract Transport equations:

The PBT is a short channel device and hot electron effects are expected to j. = qpn nE + qDn grad (n) (4)
be important and the transport model used in the simulation is critical. The -

present work compares the effect of different transport models on the oper- Jp = qup pE - qDP grad (p) (5)
ation of a submicron PBT. The transport model used are the ordinary This model is based on the relaxation-time approx-
drift-diffusion model and the hydrodynamicc models as they are imple- imation during the solution of the Boltzmann equation, and
mented in MEDICI Ver. 1.1. In submicron devices the transport param-
eters become both device and bias dependent. The transport parameters is generally called the drift-diffusion model, because of its
are directly related to the distribution function and should be extracted current terms. However, by shrinking dimensions, the inade-
from the solution of Boltzmann's Transport Equation (BTE). The most quacy of this model becomes more and more evident: the
popular and effective way of solving the BTE is Monte Carlo simulation. In continuum view of the electron population is becoming
this work we have extracted transport parameters from Monte Carlo simu- questionable, and this asks for a more elaborate transport
lation using one dimensional boundary for particles and a fixed electric
field extracted from two-dimensional simulation in MEDICI. The Monte model.
Carlo simulation, parameter extraction and MEDICI simulation have been The hydrodynamic model was first suggested by R. Strat-
repeated until the change in electric field between iterations could be ton [2]. Later on several authors contributed to the particu-
neglected. Both I-V andfT results have been analysed. It is clear that the lar version that is used in this paper [3-5]. In this model the
hydrodynamic model gives higher current levels and higher fT than the Boltzmann equation
drift-diffusion model.

df = Of + u gradr f ±+j E• gradk f = Of (6)dt at h (T ollisions

1. Introduction is solved under the following assumptions [6]

Computer simulation for predicting device behaviour is - The temperature tensor can be expressed as a scalar

used almost as an inevitable tool today before starting up quantity

any processing. A computer model of any art always con- - The heat flux can be expressed as proportional to the

sists of two parts: first, through simplifications and approx- same gradient

imations, a physical model of the reality is created, and then The collision integrals can be expressed via momentum-

this model is tried to be solved with adequate mathematical and energy-relaxation time approximations. (The relax-

methods. In the case of semiconductor modelling, the ation time constants are determined from Monte Carlo

general physical model is based on estimating the charge/ simulations.)

potential relation (described by Poisson's equation, originat- The following set of transport equations called the hydrody-

ing from Maxwell's equations), and the carrier transport namic model (HD) is formed

model. The transport model is originating from the general - n+)1
Boltzmann Transport Equation, which is an extremely com- qn =Pn nE V nl)7
plicated equation from the mathematical (i.e. from the future F - -)(

solution) point of view. The only question is, how long one p qiplp= V(•pE- (8)
can proceed in the simplification of the physical abstraction, q
while preserving the important features, and at the same (nkB_ T,)l
time making a mathematical solution still possible. - 1 - To q

Van Roosbroeck [1] was the first to suggest the following VSE = - - [ + n(+ ET G-(9
set of differential equations (all notations have their usual q 2n E- qri. n at + E
meaning) (nk , T\)1 3 qk(r o

Poisson's equation: Vg = pE/ -l. + + EG (10)

div (s grad 4) = -p (1) P qt gP

Continuity equations: S, = 5k- + kolnnV (11)

div j - q(On/at) = qU (2) [T f (\ )1
-q 2 = 5kalB .T FP+Kp k, T. (12)div Jp + q(Op/8t) = -qU (3) SP 2q Lq q (]
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where the new quantities are: n, P-= energy flow density, a MESFET [7]. Unlike ordinary MESFETs the channel
Eg = band-gap, G` P = impact ionization coefficient, Kc, v = width and length are strong functions of the potential dis-
thermal conductivity coefficient, y., P is a function of Tn,. tribution in the channel. For PBT operation the line spaces

Another similar version uses the following equations in the grid have to be very small, less than two times the
instead of (7) and (8): depletion layer width. For CoSi2 and ND = 1017 cm-3 the

kB (• 1 kB Tn 0#U line space should be under 0.15 micron. In spite of tremen-
J. = qunE + V( + n -V(T1) (13) dous progress in process technology, it is still very difficultq 0T. to fabricate lines and line spaces under 200nm. Therefore,

we have focused our investigation on PBTs in MESFET
-p = q_- •k]Bp T 'YE-V(T,) (14) operation.

q2 As the most important feature of the PBT is its AC

In this paper we refer to this model as the energy transport behaviour, it is obvious that the aim of a simulation should

model (ET). The largest difference, compared to the drift- be to determine the frequency limit. The unity current gain

diffusion model, is the calculation of the carrier heating, frequencyfT can be calculated as [11]:

which makes it possible to include hot electrons, velocity f ,_ 1 AIds
overshoot and other non-static effects in the simulation. fT = 

2 rCT 27r AQ, (15)

Aid&, AQt = current and charge difference between two dif-

2. Known results ferent Vgs bias voltages (steady state).

The Permeable-Base Transistor (PBT) has gained a certain
interest in the past years. The main interest in PBTs is to
use them as microwave active components. During the 3. Present work
years, there have been many optimistic predictions
published about the transistor's potential in high frequency Simulations of the PBT in [8] and [12] indicate large differ-

applications. Estimated maximum frequency of oscillation ences between the drift-diffusion model and Monte Carlo
has been found to be over 1000 GHz for GaAs PBT [7]. simulation. The Monte Carlo simulation of a GaAs PBT in

Monte Carlo calculations in [8] indicates unity current [12] shows a decrease in the gate capacitance and in
gain frequency fT in the range of 120 GHz for a Si PBT. increase in transconductance compared to the drift-diffusion
Recent progress in process technology has made it possible model. For a GaAs PBT with uniform doping fT increases
to produce high performance PBTs. Some examples of with 60% compared to the drift-diffusion model. Monte
results are a GaAs PBT with unity power gain frequency Carlo simulations is time consuming and not practical for

fmax of 220 GHz [9] and a Si PBT with a unity current gain use for optimization of a device. The hydrodynamic model
frequency just above 25 GHz [10]. We have chosen to focus is much more suitable for this purpose and commercial soft-
our interest exclusively on Si PBTs. ware packages like MEDICI are available which provides

Figure 1 shows a section of an overgrown PBT used in state of the art hydrodynamic models, models for Schottky-
this paper. Depending on the depletion layer width at the barriers and mobilities [13].
Schottky contact, the PBT can work as a vertical MESFET Figure 1 shows the structure we used in all our simula-
or actually as PBT. In the PBT mode, the channel is tions. The unity current gain frequency fT should increase as
depleted and the net current is mainly a diffusion current, device dimensions shrinks. The channel in a PBT can be
which makes it more related to a bipolar transistor than to made shorter if the distance between drain and source is

reduced. Ohshima et al. [8] has presented a comparison
between a drift-diffusion model and Monte Carlo calcu-

Y Slations where the source to drain distance ld, was changed
SSfrom 200 to 600 nm. The grid spacing was 200 nm and the

grid width was 200 nm. The simulation result presented in
[8] shows a drastic increase in fT for short devices. Our
intention in this work was to see whether the HD or the ET

a a Tmodel can be used for device optimization taking into
"account the hot electron effects. We used the same test setup

(0,0) as the one used in [8]. The unity current gain frequency fT
ds t was extracted for V. = 0 V and VdS = 3 V. We have used the

s -parallel field-dependent mobility for the drift-diffusion
model, temperature dependent mobility for the hydrody-
"namic model, and the concentration dependent mobility for
low electric fields [14].

Depletion boundary Parallel Field-Dependent mobility
low

Drain =J. p II P,
d/2 + (ulowpEll,, 0/#'

Fig. 1. PBT structure used in this paper. The period length of the grid is n,p

lw4a. - low field mobility (16)
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Temperature Dependent Mobility The transport parameters used in the HD and ET models
low are assumed to be independent of electric field and position

=n, p + ( uw (17) within the device. This is not correct for small devices where
+ 234k (7' p - T 1 .))] the transport parameters are functions of device dimensions

2q(v.at).,p and voltage biasing and should be extracted from the solu-
In the first comparison we have used MEDICIs default tion of Boltzmann's Transport Equation. However, if the
parameters for the energy relaxation time and velocity satu- distribution function is known we have all information and
ration which is 0.2 psec and 1 x 10' cm/s. The concentration no further simulation is needed. We have used Monte Carlo
dependent mobility model in MEDICI uses a look-up table simulation with one-dimensional particle boundaries to find
for the relationship between the mobility and the impurity an approximation of the distribution function which can be
concentration [11]. In Fig. 2 we have plotted fT as a func- used to extract better transport parameters than the default
tion of device length for both the drift-diffusion (DD) and parameters in MEDICI. The Monte Carlo program is based
the hydrodynamic model (HD) using the default transport on a full band code form University of Illinois [15]. The
parameters from MEDICI. The hydrodynamic model pre- program has been upgraded to include many particle simu-
dicts a higher fT than the drift-diffusion model but the lation, constant time technique for the free flight generation
increase is far from the predictions made by Monte Carlo and a fourth and fifth order Runge-Kutta algorithm for
simulation in [8] and [12]. Our drift-diffusion simulation solving the equation of motion. Further details on the scat-
does not agree with the drift-diffusion simulation in [8]. tering models used can be found in [15]. The Monte Carlo
This is not surprising since in [8] the "drift velocity was simulation, parameter extraction and MEDICI simulation
kept constant (1 x IO0 cm/s)", which is the same as using an were repeated until the change in electric field could be
infinite low field mobility in (17). MEDICI's more realistic neglected. The number of iterations is small since the elec-
model gives two times higher fT for long devices compared tric field is rather insensitive to changes in the transport
to the result in [8] but much lower fT for shorter devices, parameters. The velocity saturation was extracted from bulk
The constant velocity model is not correct and a better simulation and found to be 1.15 x 107 cm/s. The velocity vs.
mobility model has to be used in order to get the correct electric field extracted from Monte Carlo is different for
field distribution in the channel. The Monte Carlo results in increasing and decreasing field and a low field mobility is
[8] and [12] givesfT about two times higher than the drift- difficult to extract in an accurate way. We have used a low
diffusion prediction. The results from the HD model does field mobility of 675 cm 2 /Vs which is in agreement with the
not show this type of increase in fT. concentration mobility model in MEDICI. This value gives

In order to estimate the hot electron effect in the channel a velocity vs. electric field curve that is lower than the veloc-
in a more exact way we have simulated the particle ity obtained from Monte Carlo simulation for increasing
dynamics in a full band Monte Carlo program with one field but higher than the velocity for the decreasing field.
dimensional particle boundaries using an electric field The energy relaxation time has been chosen so that the elec-
extracted from the hydrodynamic solution in MEDICI. We tron temperature fits the result obtained from the Monte
have used two different devices in our simulations (1) Carlo simulation. Using the method described above trans-
400rnm in source to drain distance, 200nm in grid spacing, port parameters was extracted for the mobility model (18)
200 nm in grid width, (2) 200 nm in source to drain distance, both for P3 = 1 and /P = 2. A comparison between the veloc-
150rnm grid spacing, 150nm grid width. The electric field ity and electron temperature obtained from Monte Carlo,
was extracted along the path of maximum current in the HD and ET models can be seen in Fig. 3 and Fig. 5. The ET
device which is along a line segment from source to drain model gives the best fit in velocity and also the highest
through the centre of the grid spacing. These simulations current and the highestfT as can be seen in Fig. 4 and Fig. 6.
showed that the default energy relaxation time used was too The simulation results shows that fT is larger for HD and
low since the electron temperature was underestimated com- ET compared to the drift-diffusion model, but still far from
pared to the Monte Carlo simulation. the values predicted in [8] and [12]. The ET model and the

HD model in MEDICI gives higher transconductance but
140,00 the capacitance at the gate will also increase. This increase

in the capacitance is due to the change in the potential dis-
120,00 •DD MEDICI tribution in the channel, which will change the depletion
100,00 -- iD MEDICI boundary and the number of charges in the depletion

a00 MC calc. ref. [8] region.
Unity 80,00 - DD ref. [81

current gain
frequency

[GHz] 60,00 4. Discussion

40,00 We expect the ET and the HD model to be more accurate

than the drift-diffusion model because of the better grade of20,00 -approximation in the transport model. However, the differ-

0,00 Ience is not that large (although it seems to be more and
more significant with smaller dimensions). The Monte Carlo0,15 0,25 0,35 0,45 0,55 0,65 results obtained in [12] is for GaAs and a direct compari-

Distance between drain and source [microns] son with silicon cannot be done. The velocity overshoot is
Fig. 2. Unity current gain frequency as a function of device length. much larger in this material and the velocity peak is wider.
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Fig. 3. (a) Electron velocity for P 2. (b) Electron velocity for P = 1. (c) Fig. 5. (a) Electron velocity for P = 2. (b) Electron velocity for P = 1. (c)
Electron temperature for P = 2. (d) Electron temperature for P = 1. All Electron temperature for P = 2. (d) Electron temperature for P = 1. All
data is extracted along the channel at x = 2a. (+) Monte Carlo, (solid line) data is extracted along the channel at x = 2a. (+) Monte Carlo, (solid line)
ET model, (dashed line) HD model. Device dimensions are 2a = 0.2 micron, ET model, (dashed line) HD model. Device dimensions are
l, = 1.0micron (400nm between high doping regions gives an effective 2a = 0.15 micron, 1, = 1.0 micron (0.4 micron between high doping regions
1, = 400 nm), t = 40 nm. gives an effective 1, = 0.4 microns), t = 40 nm.

A full self consistent Monte Carlo simulation of a silicon shown that the hot electron effect will have a strong influ-
PBT with a detailed description of the models used cannot ence on the drain current. The hydrodynamic model HD
be found in the literature. The Monte Carlo calculations and the energy transport model ET does not predict a large
presented in [8] does not include any detailed information increase infT compared to the ordinary drift-diffusion model
about the physical models used. ThefT for the Monte Carlo even if the transport parameter gives a velocity overshoot
calculation has the same limit value as the drift-diffusion effect in agreement with Monte Carlo simulations using the
case for large source to drain distances in spite of a same electric field. The ET model provides better agreement
neglected low field mobility in the drift-diffusion model. For with the Monte Carlo model and gives the highest current
these dimensions a correct full Monte Carlo simulation is levels and fT values. In the simulations of small structures
expected to give a result that is consistent with a drift- the HD model gives a small velocity peak where the electric
diffusion model which includes a reasonable low field mobil- field drops. This has not been seen in the Monte Carlo
ity. model or in the ET model. In spite of this extra velocity

peak the transconductance is lower than for the ET model.
5. Conclusion A comparison between velocity and electron temperatures

obtained from Monte Carlo simulations and the HD and
The effect of using different transport models in computer ET model shows that the energy relaxation time should be
simulation of the PBT has been discussed. It has been considered as a device dependent parameter. For device

45 70ODD Model OrDD Model
40IID Model 60 lHI Model

35ET Model ET Model
50

30

25 40

20 30

15
20
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5 10

0 0

IT [GHlZ Ctot gin 110^-5 Ids l10A-5 fT [GHz] Ctot gim [10A-5 Ids [1JO-5

[IF/micron] S/micron) A/micron] [fF/micron] S/micron] A/micron]

Fig. 4. fT, gm, Co,, and I, for different transport models (Pl = 2). Device Fig. 6. fT, g., Co, and I, for different transport models (/1 = 2). Device
dimensions are 2a = 0.2micron, 1, = 1.0micron (400nm between high dimensions are 2a = 0.15 micron, l6 = 1.0 micron (200nm between high
doping regions gives an effective l1 = 400mnm), t = 40 rm. V, = 3.0 V, doping regions gives an effective l, = 200nm), t = 40 nm. V, = 3.0 V,
V, = 0.0V. V =0.0V.
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Abstract since it allows the appropriate correlation functions to be

The Monte Carlo method is applied to calculate the current and voltage calculated in a natural way, by using a time-averaging over
noise in near micron n'nn' InP diodes. Quite different behavior of the a multi-particle history simulated during a sufficiently long
correlation functions and spectral densities of fluctuating macroscopic time interval. In the present work MCP method is used to
quantities is observed under the voltage and current driven operations. calculate both the current and voltage noise spectral den-
Under the constant voltage operation the time dependence of the current sities. These noise operations correspond to idealized condi-
fluctuation correlation function exhibits damped oscillations at the transit-
time and plasma frequencies. This results in appearance of two spikes in the tions when either the voltage Ud applied to the diode or the
current noise spectrum at corresponding frequencies. The transit-time oscil- total current per unit area Jtot flowing through the diode are
lations and the corresponding noise are shown to be caused by the sponta- kept constant in time [7, 9]. In the former case the fluctuat-
neous formation of electron accumulation layers due to the negative ing quantity is the conduction current per unit area j,,(t)
differential resistance connected with the combined action of the velocity which is given by the sum of instantaneous velocities of all
overshoot and Gunn-effects. In the contrast, the voltage noise spectrum is
found to have a regular Lorentzian shape under the constant current oper- carriers inside the device [9]. Since Ud is kept constant, the
ation. The observed features of the current and voltage noise spectra are conduction current coincides with the total current in this
shown to be in a good agreement with the frequency dependence of the case. Under the constant current operation the fluctuating
small-signal admittance and impedance of the diode. quantity is the voltage drop between the diode terminals. Its

variation in time is described by a differential equation:

1. Introduction d U

Nonequilibrium noise is one of the important features of hot dt g o Ed(
carriers and plays a rather essential role in characterization
of carrier transport in bulk semiconductors and semicon- where o is the vacuum permittivity and e, the static dielec-
ductor devices [1-6]. For comprehensive theoretical tric constant, i the diode length. The total currentjo is kept
analysis of hot-carrier noise in the time- and frequency- constant in time, so the voltage fluctuations results from
domains the use is usually made of the auto- and cross- sfluctuation of the conduction current. Therefore, the micro-
correlation functions of various fluctuating quantities and scopic fluctuations of the instantaneous velocities of single
their spectral densities [7-10]. In bulk semiconductors the carniers are responsible for both the current and voltage
time and frequency behavior of the velocity and energy fluc- noise which is detected outside the diode in an external
tuations reflects both the dynamic and relaxation processes
occurring in the momentum space and, as such, can be used view the above operations correspond to the idealized con-for a detailed investigation of the physical processes inher- ditions of the diode performance in the external circuit. Thefora dtaledinvstgaton f he hysca prcesesinhr-current noise operation can be realized when the diode
ent in the hot-carrier homogeneous steady-state itself pro- rent nois op eat e rea n the diodevidig uefu inormtio abut vrios rlaxtio raesresistance Rd is much greater than the external load resist-viding useful inform ation about various relaxation rates, a c .T e c n ii n o h ot g o s p r t o rinternal cyclic processes, etc. [8-10]. In small semiconductor ance R. The conditions for the voltage noise operation are

intenalcycic rocsses et. [-10. I smal smicndutorfulfilled in the opposite case. Such an interpretation allows
devices the velocity and energy fluctuations becomes strong- fu l the o pposite case. S n terpretaio allow
ly coupled with fluctuations of the local carrier concentra- forte odeise toe cre d t o f the equivalent
tion and resulting electric field, thus, leading to appearance sorestofaeither the current or voltage noise [3-r].pThus
of an additional noise connected with the plasma and investigation of the current and voltage noise corresponds
transit-time effects. For the device performance these noise to determination of the main temporal and spectral charac-

components are of great practical importance since they teristics of the equivalent sources. To investigate the diode

determine the lower limit of a device sensitivity, indicate the noise in these cases the correlation function of the fluctua-

onset of generation processes, etc. [3-6]. The aim of this tions of the corresponding quantity Q(t) (i.e. j(t) and Ud(t) for

work is to provide a theoretical investigation of the hot- the current and voltage noise, respectively) is calculated as:

carrier noise in nearmicron n+nn' InP diodes under biasing 1 fT

conditions for which the microwave power generation CQ(t) = Tjo 6Q(t')6Q(t' + t) dt' (2)
associated with velocity overshoot and electron valley-
transfer is possible. where T is the averaging time, 6Q(t') the fluctuation of Q(t'),

t the delay time. Then the noise spectral density SQ(v) at the

2. Procedure frequency v is calculated in the standard way as:

The Monte Carlo Particle (MCP) method is the most SQ(v) = 4 CQ(t) cos (2xrvt) dt (3)
appropriate technique for hot-carrier noise investigations fo
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It should be underlined that the spectral densities of the (a) 1.2
current and voltage fluctuations are mutually connected
through the small-signal impedance of the diode normalized
to the unit cross-section [5]:

SU(v) = IZ(v)I2 SX{v) (4) 1.0

As it follows from eq. (4) a description of the noise induced /
in the external circuit by a whole device involves into con-
sideration also its small-signal characteristics. Therefore, to
clarify the physical origin of the hot carrier noise for the
same diodes we have also calculated the frequency depen- 0.81
dence of the small-signal impedance Z(f) by using a closed 0. 0.50 1.0 1.5 2.0 2.5
hydrodynamic (HD) approach. The details of the MCP and
HD techniques used in our calculations can be found else- t (ps)
where [11]. (b) 1.2

3. Results

Calculations are performed for the case of n nn+ InP diode ,- 1.1
at room temperature with the doping levels of n = 2 x 10"6

and n = 1018 cm-3. The cathode, n-region and anode
lengths are respectively 0.05, 1.0 and 0.1 gim. Abrupt homo- 0

junctions are assumed. Similar structures are widely used in - 1

modern microwave power generators [12, 13]. As it has
been shown by the hydrodynamic modelling [14, 15] the
dynamic negative differential resistivity (NDR) of this diode 0.91

0 20 40 60 80 100
appears above the threshold voltage Uth = 1.5 V and covers

the frequency range v = 100-250 GHz where the real part of t (ps)
the small-signal impedance, Re Z(v), is negative. Undervoltage-driven operation this diode becomes unstable (i.e. Fig. 1. (a) Short and (b) long time behavior of the current fluctuations

obtained by the Monte Carlo simulation under the constant voltage oper-
there appear the nonvanishing time-oscillations of the con- ation for n'nn÷ InP diode at room temperature with the doping levels of

duction current) in the restricted region of applied voltages n = 2 x 1016 and n' = 1018cm-3. The cathode, n-region and anode

2 < Ud < 5V while it is stable outside this region [14]. lengths are respectively 0.05, 1.0 and 0.1 lum. The applied voltage U. = 5 V.
Nevertheless, the dynamic NDR exists above Ud = 5 V too.
All calculations are performed at the applied voltage Ud =

5 V (therefore just inside the stable region of the unloaded shoot of the drift velocity due to electron transfer to upper
diode). Since this point is very close to the unstable region, valleys and it usually takes place in the region where the
the main features of the physical processes responsible for local drift velocity exhibits the maximum negative slope
the generation must be reflected in the noise characteristics [15]. In the nearmicron n+nn÷ InP diodes this coincides
too. Quite different behavior of the noise characteristics is approximately with the center of the n region. The oscil-
observed under the voltage and current driven operations. lation frequency is determined by the average transit-time
Let us consider first the current noise when the constant necessary for the layer to be formed, to cross the diode and
voltage is applied to the diode. to disappear in n' anode. These oscillations and their relax-

Fig. 1(a) illustrates the current fluctuations at the short- ation can be explained as follows. Due to the pronounced
time scale. The short-time behavior of the current is charac- velocity overshoot in the short InP diodes the average
terized by spontaneous appearance of super-high frequency velocity of electrons as function of space firstly sharply
oscillations which are spontaneously destroyed in time. The increases to its maximum value and then relatively slow
period of oscillations is of about 0.11-0.12ps that corre- decreases reaching a minimum value near the anode
sponds to the frequency near 8.5 THz. It is the plasma fre- contact. Thus, after the maximum the velocity dependence
quency for the n+-regions. Thus, the short-time current on the spatial coordinate exhibits a negative slope. Sponta-
fluctuations in n+nn÷ diode are caused by the plasma effects neous fluctuations of carrier velocities lead to fluctuation of
in the n+ contacts. The long-time behavior of the current the local drift velocity and, hence, to fluctuations of the local
fluctuations is shown in Fig. l(b). To eliminate the plasma concentration of carriers. In the diode region characterized
oscillations each point J() represents the conduction current by a decreasing profile of the drift velocity, the concentra-
averaged over the time interval At = 0.1 ps which roughly tion fluctuations can grow in time, leading to the formation
corresponds to the period of the plasma oscillations. One of an accumulation layer. Then the propagation of the layer
can observe a spontaneous formation and destruction of the toward the anode leads to redistribution of the electric field
high-frequency oscillations with the period about 4-5 ps. inside the diode and to a smoothing of the velocity over-
These long-time periodic fluctuations (oscillations) of the shoot. It is accompanied by a reduction in time of the con-
current are caused by spontaneous formation of electron duction current in the diode. When the layer leaves the
accumulation layers and their subsequent drift through the n-region, a redistribution of the internal electric field takes
n-region. The layer formation is related to the spatial over- place and the appearance of the pronounced velocity over-
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shoot accompanied by the rapid increase in time of the con- Two types of oscillations of C#t) in time are responsible
duction current starts us again. Thus the process of a layer for appearance of two peaks in the frequency dependence of
formation, its transport across the diode, and its disap- the spectral density of the current fluctuations, S#{v), present-
pearance at the anode assumes a periodic character which is ed in Fig. 3. The first spike at the frequency v = 230 GHz is
the basis of microwave generation. However, outside the caused by spontaneous formation of electron accumulation
unstable region (i.e. at Ud > 5 V) stochastic character of the layers and their subsequent drift through the n-region. The
carrier velocity fluctuations (both in time and space) second one, i.e. the resonant peak of S#(v) near the frequency'
destroys the coherence of the successive transit-time oscil- v = 8 THz corresponds to the plasma oscillations in the n+
lations and results in vanishing of their correlation at the regions. Comparing the first peak position with the whole
sufficiently long times without the feedback, which is rea- amplification range v = 90-230 GHz at Ud = 5 V deter-
lized as a rule by the external resonant circuit (see e.g. [14,. mined for the same diode from the small-signal analysis per-
15]). formed by the hydrodynamic approach [14, 15] one can

This short- and long-time behavior of the current fluctua- conclude that the spontaneous transit-time oscillations cor-
tions is responsible for the time behavior of the correlation respond to the maximum generation frequency and, hence,
function of the conduction current fluctuations, Cj(t), at the to minimum transit-time necessary for a single accumula-
short- and long-time scales shown in Figs 2(a) and (b), tion layer to be formed, to cross the n region, and to vanish
respectively. At the initial part of the time dependence of at the anode. This frequency is in good agreement with the
C#~t) [see Fig. 2(a)] one observes the damped plasma oscil- maximum frequency of microwave power generation
lations which reflect the relaxation of the velocity fluctua- observed experimentally in similar diodes [12].
tions in the n+ contacts. The coherence in plasma Let us consider now the voltage noise characteristics of
oscillations is fully destroyed per time interval of about 2ps. the same diode calculated at the constant total current
It is a usual time of the correlation duration in bulk semi- j = 1.03 x 109 A/m 2, corresponding to the average applied
conductors at the room temperatures [10], which is deter- voltage Ud = 5 V. Let us recall that the constant current
mined primarily by the momentum relaxation time. After operation implies existence of very high external resistance
the first stage is finished (i.e. at t > 2 ps) the correlation func- connected in series with the diode. Therefore, under the con-
tion tail demonstrates pronounced oscillations (see Fig. 2(b)) ditions close to the current driven operation all conduction
which reflect long-time correlation of the spontaneous current and voltage oscillations must be effectively damped
transit-time oscillations in the diode. in time due to influence of this resistance. It is in a good

agreement with the short- and long-time behavior of the
voltage fluctuations presented in Figs 4(a) and (b), respec-

(a) 1.0 tively. One can observe a rather small (less than 1 percent)

0.8 plasma oscillations of the voltage drop between the diode
terminals, which are superimposed on a long-time variation

0.6. of Ud. The long-time fluctuations of Ud are of the same
0.4 ,order in magnitude as the current fluctuations considered

above [cf. Fig. 2(b)]. However, any periodicity in the fluc-
0." tuations is absent. It is evidenced by Fig. 5 where the corre-
0.0 lation function of the voltage fluctuations is shown as a

function of time. The Cu(t) decreases monotonically (but not
exponentially) with time and practically goes to zero per

-0.4, time t = 4-5 ps, that coincides with the average transit-time
0. 1.0 2.0 3.0 4.0 of a single accumulation layer. Thus the average transit-time

t (ps) can be considered as a correlation duration of internal fluc-
tuations inside the diode under the constant current oper-

(b) 0.10 -

0.05

S0.100

•- 0.00

S -0.05 r/2

-0.1011 0.001,_,_, _ _

0 20 40 60 80 100 10 1000

t (ps) f (GHz)

Fig. 2. (a) Short and (b) long time behavior of the correlation function of Fig. 3. Frequency dependence of the spectral density of the current fluctua-
the current fluctuations calculated for the case of Fig. 1. The Cp4t) is nor- tions calculated from the correlation functions presented in Fig. 2. Ud =

malized to its initial value at t = 0. 3 V.
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(a) 5.3 . .1.0

0.8-

5.2- 0.6

> 0.4

5.1-' 0.2

0.

5.0 -0.2 ,_ ,_ , _ _ _, _ _ _,_,_,
0. 0.5 1.0 1.5 2.0 2.5 0 2 4 6 8 10 12

t (ps) t (ps)

Fig. 5. Time behavior of the correlation function of the voltage fluctua-
tions at the diode terminals calculated for the case of Fig. 4. The C1At) is

(b) normalized to its initial value at t = 0.
5.3

5.1 - have the same microscopic cause related to the velocity fluc-
tuations of single particles.

"To explain the main peculiarities of such a behavior it is
- 4.9 necessary to take into account that the diode noise which is

induced in the external circuit is determined not only by
4.7 distribution of the internal microscopic sources but also by

a capability of the diode to amplify or to damp small per-
4.5 . . .. . . . turbations appearing inside the diode. For the voltage and

0 20 40 60 80 100 current driven operations these capabilities are described in
a macroscopic level by the small-signal admittance and

t (ps) impedance of the diode, Y(v) and Z(v), respectively, which
Fig. 4. (a) Short and (b) long time behavior of the voltage fluctuations are mutually connected by a relation Y(v)Z(v) = 1. As it
obtained by the Monte Carlo simulation under the constant current oper- follows from eq. (4) the square modulus of these quantities
ation for n'nn÷ InP diode at the average applied voltage Ud = V. The give interconnection between the frequency dependencies of
diode parameters are the same as Fig. 1. the current and voltage noise. Therefore, Fig. 7 presents the

frequency dependence of the absolute-values squares of the

ation. The monotonous decrease of the correlation function small-signal impedance and admittance of the diode calcu-

results in the Lorentzian shape of the frequency dependence lated by the HD approach. The I Z(v) 12 decreases monotoni-

of the spectral density of the voltage fluctuations shown in cally with the frequency v while the spectrum of I Y(v) 12

Fig. 6 by solid line. The almost linearly decrease of the exhibits the sharp spike which is a consequence of the

correlation function at small-time scale with sufficiently long described above resonant behavior of the diode under the

characteristic time (of about 10ps) cuts the high-frequency voltage driven operation. The resonant frequency corre-

part of the spectrum. Such a shape of the voltage noise spec- sponds to the upper boundary of the first generation band

trum implies that the long-time fluctuations of the voltage [14], that is to the minimum time which is required by the

with duration of about 10ps and more are mostly accumulation layer to transit across the diode. By compar-

responsible for the noise. It is in a good agreement with the ing Figs 6 and 7 we conclude that the main features of the

time behavior of the voltage fluctuations presented in Fig.
4(b). For comparison Fig. 6 also presents the first peak of
the spectral density of the current fluctuations calculated 10
under the constant voltage operation (both spectra are nor-
malized to their maximum values). The spectrum of the 0.80

current fluctuations outside the resonant region remains
nearly flat up to the frequencies of about 1 THz which is 0.60

roughly corresponds to duration of the correlation on the
microscopic level caused by the combined action of the M 0.40
momentum and energy relaxation times [10, 16]. Indeed,
the time dependence of the current fluctuations is much 0.20

more noisy than that of the voltage fluctuations on the time
scale less than 10ps [cf. Figs 1(b) and 4(b)]. Moreover, the 0\' ----

transit-time resonant peak appears when the voltage noise 0 100 200 300 400 500

practically disappears. Thus, for the same diode the voltage v (GHz)
and current noise take place in different frequency ranges Fig. 6. Frequency dependence of the spectral density of the voltage and
and has different character inspite of the fact that they both current fluctuations (solid and dashed lines, respectively).

Physica Scripta T54



150 V. Gruiinskis, E. Starikov and P. Shiktorov

1.0 . .. region the current noise is nearly white up to frequencies
of about 1 THz, which corresponds to correlation duration

0.8 - caused by the momentum and energy relaxation times. The
, Itransit-time resonance is caused by quasi-periodic process

0.6 one cycle of which includes a formation of the electron accu-
mulation layer near the n region center, its travelling across

0.4, the diode and disappearance at the anode contact. Under
the constant current operation the voltage noise spectrum

0.2 \-has the usual Lorentzian shape which starts at low fre-
quencies and practically vanish at the transit-time fre-

0. - quency.
0 100 200 300 400 500

v (GHz) Acknowledgement

Fig. 7. Frequency dependence of the square modulus of the small-signal The authors would like to express their sincere gratitude to the Baltic
impedance and admittance calculated by the hydrodynamic approach Scholarship Scheme of the Nordic Council of Ministers.
(solid and dashed lines, respectively). The diode parameters are the same of
Fig. 1.
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Abstract 2. Simulation model

Power device structures, which could be implemented by using diamond When investigating the potential of diamond in power
technology of today, have been analyzed with the aid of a two-dimensional device applications by using 2D numerical simulation we
numerical simulator code for semiconductor devices. It has been found that
partial ionization of deep acceptor states substantially degrades the electri- rely on the fact that the theory of physical properties of
cal performance of 1000V lateral diamond power MESFETs. No advan- semiconductors and of the relation of these properties to the
tage over corresponding silicon devices can be obtained. If the partial performance of devices is well understood and this theory
ionization phenomenon can be eliminated, the on-resistance of the can be applied to any semiconductor material. This actually
diamond MESFET is almost two orders of magnitude smaller than in ver- provides a basis of the comparison and ranking of devices
tical silicon power MOSFETs having the same breakdown voltage, made of different semiconductor materials.

In the simulations of the electrical characteristics of
1. Introduction diamond power transistors we use the two-dimensional

Recent progress in silicon power MOSFETs has brought simulator code SCORPIO [9], which was originally devel-

the on-resistance down to within a factor of 2 of the theo- oped for silicon devices. SCORPIO solves the Poisson equa-

retical minimum value 0.13mf cm2 for 55V devices [1]. It tion and the current continuity equations in the drift

is therefore, necessary to consider other semiconductor diffusion approximation for electrons and holes. The Gov-

materials if further improvements in device performance are erning equations have been spatially discretized by use of

to be realized in the future, the Box Integration Method (BIM) [10]. The BIM is a gen-
Recently it has been recognized that semiconducting eralization of the finite difference method and it requires an

diamond is a very attractive material for high-power devices appropriate partitioning of the device domain into boxes.

due to its high breakdown field (10V cm- t ), high electron The device is built up by rectangles and/or acute triangles
and hole mobilities (2000 and 1800cm 2/Vs, respectively), defined by the user and the mesh is automatically generated

and the highest thermal conductivity (20Wcm-' K-') of and refined on the basis of these elements. The Poisson

any solid at room temperature [2]. However, the per- equation is integrated over the box and the divergence of

formance of diamond devices made so far has been poor the electric field is approximated with a weighted sum of the

[3-6]. This is partly due to difficulties in single crystal components of the field to all neighboring grid points. For

growth, material etching, selective doping and metal contact the continuity equations the well-known Scharfetter-

formation. Also dimensions and layouts of the diamond Gummel discretization scheme [11] is applied. The integral

devices have been far from optimized ones. of the divergence of the current density is approximated in

Wide bandgap semiconductors typically can be doped the same way as that of the electric field. The electric field

either n-type or p-type, but not both [7]. Doped layers have and the mobility are calculated in a virtual grid point

so far been produced with limited success [8]. A major dif- between two ordinary grid points.

ference between the atomic concentration and the carrier The analytical form of the basic transport equations is

concentration for each dopant has been found. One possible independent of the semiconductor material. Differences in
explanation for this phenomenon is that defects compensate the simulated results are due to physical model functions,
dopants. Partial ionization of deep acceptor (donor) states which describe the semiconductor material dependent
will therefore affect the electrical performance of the parameters such as mobility, diffusivity, and generation and
material. recombination of the charge carriers. On the other hand, the

In this paper we show by using a semiconductor device model functions depend on the charge carrier density,
simulation code that partial ionization of deep acceptor current density and electric field, which makes the basic
states deteriorates severely the otherwise excellent electrical transport equations highly non-linear.

performance of lateral power diamond MESFETs. The The relatively large activation energies of the electrically
results are also compared to those of a corresponding verti- active impurities (donors and acceptors) in diamond have
cal power silicon MOSFET. raised an important question about the complete ionization

of the impurities. In power semiconductor devices the per-
formance is often predominantly determined by the lowly

* email: kaj.grahn@vtt.fi doped regions, which are required for the voltage capability
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Source Gate Drain for the hole densities at the interface as [14]NA-L ocm/'3 "PPs)
(p (2)

NA = 1.0xl0
16

9 cn(
where p, is the equilibrium surface concentration of holes, Jp

is the hole current density and N, is the effective density of
NA =0" x1010 cm' states in the valence band. The surface concentration of

holes is calculated from the surface potential. Further,
Fig. 1. Cross-section of a lateral diamond MESFET used in the simula- Aoff = 1.4 * AR is the effective Richardson constant of
tions. The gate length is 2 pn and both the drain-gate and source-gate holes.
distances are 3 gtm. The thickness of the active diamond layer having the
doping NA = 10 6 crnm-, is 1.5 lim.

3. Simulations on lateral power diamond MESFET

of the devices. By writing n = N' we can derive an expres- Vertical power device structures have higher power hand-
sion for the density of the ionized donor levels N' [12] ling capability than lateral structures. However, in the case

of diamond there are severe problems related to the fabrica-
N 2 N (1) tion of n-type vertical devices. All the diamond transistors

N1 1 (ND Ea\ made so far have been lateral p-type devices. Therefore, we
1+4 1+--expi

S+ 16 + 2 N c e Bx have analyzed the lateral MESFET structure shown in Fig.
1, and optimized it as a power transistor. The MESFET

Here ND is the density of the donor atoms, Nc the effective1,adotmzdiasapwrrnitr.TeMSE
HeeNitedensity ofstatesin the donducior d at , E the eective- structure was chosen since a Schottky junction is a more
density of states in the conduction band and Ea the activa- realistic gate structure in diamond than a pn-junction in a
tion energy of the donor levels. A similar equation can be JFET. The p-type device was also chosen because of diffi-
written for ionized acceptors but double degeneracy of the culties in growing doped n-type diamond epitaxial layers.
impurity level has to be taken into account. For some So, the chosen device structure could be implemented by
typical values in diamond, ND = 1015 cm- = Nc = using existing diamond and semiconductor technologies.
1019cm-3, and Ea = 0.2 eV, we have N• = 0.74 ND at Dimensions of the analyzed MESFETs have been chosen
T = 300 K. Thus the ionization is almost complete even at in order to compare transistor characteristics with vertical
room temperature. However, experimental results [8] in silicon devices in power applications. The minimum value
p-type diamond thin films show that only a small fraction of for the drain-gate distance Ldg, in the MESFET structure
boron acceptors is ionized in CVD. In the simulations of the shown in Fig. 1 is determined by the wanted breakdown
lateral p-MESFETs we have taken this effect into account. voltage Vbr, and also by the space charge limited current

Our model functions for the mobility of the electrons and (SCLtg [15]. We have found SCLC to become dominant in
holes include carrier velocity saturation at high fields as well (SLC [15]. W e vha e found On to e ominantivery small diamond device structures. On the other hand,
as the influence of temperature, doping and carrier densities, large values of Ldg increase the on state resistance R0 ,, and
and electric field [9, 13]. In the generation and recombi- therefore an optimized value for Ldg must be found. When
nation model we include the Shockley-Read-Hall, Auger the simulated Vbr is just above 1000 V, the minimum value
and impact ionization mechanisms [13]. In order to con- for LdS is 3 ,tm. In this case R0 , is as small as 7 m ( cm2. This
sider the thermionic nature of the current at the metal- value is about two orders of magnitude smaller than the

semiconductor interface, we write the boundary conditions theoretical minimum value 266mf cm2 for vertical 1000 V-

silicon power MOSFETs [16]. This difference is due to the
15000 fact that the high breakdown field of diamond allows a

much higher doping density.
Figure 2 shows the whole I-V characteristics of the opti-

mized diamond MESFET. The gate control is good, i.e., the
transistor can be switched to an off-state with a moderate

E change in the gate voltage. Transconductance in this p-type
S 9000 Vg= 2 vdiamond transistor is 8.6 mS/mm at VDs = -10 V and

VGs= 1 V.
The simulation results indicate that even lateral diamond

0Vg=SV devices would be superior to the most advanced silicon
power devices in the same Vbr rating. Notice that we have
not compared thermal properties of the devices. These con-

SVg -10V siderations would even strengthen the above conclusions,

since thermal conductivity of diamond is an order of magni-
tude large than in silicon.

0

0 5 10 15 20 25 30 4. Effect of partial ionization

drain-source voltage MV) In the simulations above it was assumed that all the dopant
Fig. 2. I-V characteristics of the p-type diamond MESFET shown in atoms will be ionized. In the case of rather large ionization
Fig. 1. energies of dopants in diamond, almost all donors or accep-
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800 -affect its values. For high gate voltages we can expect ion-
ization of impurities beneath the gate due to the high elec-

Vg=OV tric field. This affects the driving capability and the
on-resistance of the device. In order to minimize this effect

6=1 vg2v we have calculated the on-resistance at a gate-source
SE voltage of V0s = 0 V.

Figure 3 shows the I-V characteristics of the modified
Vg:5 /diamond MESFET. The current values are about 2/3 of

4000 •those calculated for the original lateral diamond MESFET.
"The calculated Ro. is 24 m Q cm 2 and the calculated Vb, is

110V for a doping density of NA = 101 9 cm-3. For a corre-
Vg =10V sponding power Si MOSFET (100V) with a gate length of

2000 Lg = 0.3 gm the on-resistance is 4mf)cm2 [16].

5. Conclusions

0 Computer simulations show that partial ionization of deep

0 5 10 15 20 25 30 acceptor states substantially degrades the performance of

drain-source voltage M lateral diamond power MESFETs. The results indicate that

Fig. 3. I-V characteristics of the modified diamond MESFET. we have no advantage over corresponding silicon devices.
We also show that if the partial ionization drawback can be
eliminated, the simulated electrical performance of lateral

tors seem to be ionized in the lightly doped regions of the diamond power MESFETs exceeds by orders of magnitude
device according to the simple model discussed in Section 2. those of silicon devices having the same breakdown voltage.
However, experimental results [8] for p-type diamond thin Additional advances of diamond devices are high thermal
films indicate, that only a very small fraction (10-') of conductivity and high temperature operation. The simulated
impurities is ionized. It is not yet certain that this drawback structures can be fabricated by using the existing diamond
can be eliminated in the future as the diamond technology device technology. Some improvements in the performance
develops. Therefore we have performed simulations on can still be expected when changing from silicon to
lateral diamond p-MESFET structures by taking this effect diamond, but this necessitates a significant progress in the
into account. fabrication technologies of diamond devices.
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Abstract unphysically large values for the fitting parameter fP were

An analytical model is developed which accounts the quantum mechanical needed.
corrections to the threshold voltage VT MOSFETs having their channel In this paper we compare two analytical models for the
lengths in deep submicron region. The model is based on a variational quantum mechanical corrections to VT based on two first
solution of the Schrddinger equation for electrons in an inversion layer of a order analytical solutions of the Schrbdinger equation ([1]:
MOSFET, and it takes into account effects of the quantized electrons, the A variational solution and the triangular potential approx-
electron charge distribution and bandgap narrowing on VT. Without any
fitting parameters the model explains well the measured quantum shifts of imation. The calculated corrections to VT are compared to
VT. the experimental results without any fitting parameters.

1. Introduction

It is well known [1], that in the case of strong inversion, 2. Theory
electron motion in the channel of a MOSFET is quantized
in the direction perpendicular to the Si-SiO 2 interface. In The classical expression [4] for the threshold voltage of a
the modelling of the electrical behaviour of the MOSFETs n-channel MOSFET is given by
this quantization usually can be neglected at room tem- /2ý. qN, Ts
perature. However, in the modern MOSFETs having their VL= FFB + s +
channel lengths in the deep submicron region, the channel C..
doping concentrations have been increased in order to where VFB is the fiat band voltage including work function
suppress punch-through currents. This, in turn, enhances difference between silicon and gate material, and interface
the quantum effects in the channel region by increasing the and oxide changes. T, is the surface potential in the SiSiO 2

splitting between the quantized energy levels of the charge interface, NA the substrate doping concentration, and Co, =
carriers. The quantization increases the threshold voltage of 8Si 0 2It.. is the oxide capacitance per unit area, where 8si02 is
the MOSFET. This is due to two facts: In the quantized es i to is the oxide t hickn ess.
case the first allowed energy level Eo does not coincide with the permitit ofution of the oideqtic ness.In the classical solution of the Poisson equation the elec-
the bottom of the conduction band Ec. Therefore, due to tron density in the channel has a maximum at the silicon
the energy difference Eo-Ec, an additional band bending is surface, whereas in the quantum mechanical solution the
needed for the onset of the inversion in the MOSFET maximum is shifted from the surface [1]. This causes a
channel. On the other hand, when the charge density in the change in the effective capacitance [2, 3]
channel is considered, there is a difference between the clas-
sical and quantum solutions. The average distance of the M 8oX
charge density from the Si-SiO 2 interface is larger in the CoM - (2)

quantized case, thereby decreasing the effective oxide capac- t.. + Cox Az
itance and further increasing the threshold voltage VT. In Esi

deep submicron devices the threshold voltage must be where, Az = (z>QM - <Z>cL is the difference between the
designed to be below 0.6 V, which also enhances the impor- quantum mechanically and classically calculated average
tance of the quantum mechanical corrections to VT in the distances to the interface. The silicon bandgap is effectively
modelling of these devices increased due to energy difference between the bottom of

The first analytical model for the quantum corrections of the conduction band Ec and the first allowed energy level
VT was published recently by van Dort et al. [2, 3]). They Eo in the quantized channel. The total band bending due to
proposed a simple model for the extra band bending, AT - the quantum corrections is now given by
Eo - Ec = fl(NA)1 1 3, where NA is the acceptor doping con-
centration and f# a fitting parameter. The model explained A's = (Eo - Ec - AEg)/q + Fs Az (3)
well the measured changes in VT, although in some cases [2] where the ordinary bandgap narrowing [5], AEG & 18 meV

log (NAJ10 17), due to heavy doping partially compensates
email: pekka.kuivalainen@vtt.fi the bandgap widening Eo - Ec. Fs is the surface electric

Physica Scripta T54



Quantum Corrections to the Threshold Voltage of Short Channel MOSFETs 155

The average value of z for the variational wave function (8)
is given by KZ>QM = 3/ax, where a is the value that minimizes

200 the total energy

n -MOSFET N( 481/2 m. 2 1dpl/3

T=300 K 2 (10)
U)150 sh

An alternative analytical approach for solving (6) is based
100 on the approximation where the potential energy V(z) is

-,a described by a triangular potential [1], V(z) = qFsz for
0 z > 0, and elsewhere V(z) is assumed to be infinite. This
(- leads to the Airy equation with the following solution forS50- 5the lowest subband

- (h 2 )l/ 3 (91tqFs) 2/3

5 10

Oxide Thickness (nnm) The average value of z is now given by (Z>Qm = 2Eo/3qFs.
The threshold voltage shift AV, = V•m - VrcL can now be

Fig. 1. Quantum mechanical shifts of the threshold voltage vs. oxide thick- T c
ness in deep submicron MOSFETs. The experimental results (circles) are calculated in two simple cases, eqs (9) and (11). the ratio
from [3], and the theoretical results have been calculated by using the between the solutions (11) and (9) is 1.180046, i.e. the varia-
variational approach (squares) and triangular potential approximation tional approach leads to a lower energy.
(triangles).

field given by 3. Results

Fs =-q (NdePl + ninv) (4) Dort et al. [2, 3] have estimated experimentally the
Ssf quantum shifts of VT by comparing the measured VT's to

where Ndplp is the depletion charge density, and ninv the elec- those obtained from simulations when using a classical 2-D
tron density in the inversion layer. By using (4), the classical device simulator. A special care was taken in order to elimi-
value for KZ>cL = kT/qFs, can be calculated [1]. By using nate other possible explanations for the observed large shifts
(2) and (3) the quantum mechanically corrected threshold in VT.

voltage can be written as Figure 1 shows the calculated and measured [3] results
for the shift in the threshold voltage as a function of the

'TM = VB + WsQM + ý2eSs qNA tr•m (5) oxide thickness in deep submicron MOSFETs having their
= sC ( channel lengths in the range of 0.17 to 0.5 g.m. Our calcu-

where sQM = Ts + AWs- lated results have been obtained both for the variational,

So, in order to estimate VTM, we have to calculate Eo solution (9) and the triangular potential approximation (11).
- Ec and Az in (3), which can be obtained from the solu- The former gives lower values for AVT, as it should since thetion of the Schrndinger equation [ i] variational approach gives the lowest energy and thereby asmaller shift of VT. The dependence of A VT on the oxide

h82  d2  thickness (and the doping concentration NA) is well

87r() + (6 described by the theory, but simple models (9) and (11) give
where V(z) is the electrostatic potential in the channel and it larger shifts than the experimentally observed ones.
whr Voz)aisathe elecroist uatipotenta However, in an other series of experiments Dort et al. [2]
is obtainable from Poisson equation have observed larger shifts, even in the range of 100-

dq2 250 mV. Therefore we may state that the simple models give
V(z) N (7) the right order of magnitude for AVT. The theoretical results

a•Si
for A VT presented by Dort et al. [2, 3] are clearly smaller (in

where NA is the acceptor concentration in the channel. the range 50-110 mV for t.. = 5.9-13.3 nm) than our results
A self-consistent solution to the coupled Poisson and Sch- shown in Fig. 1. The reason for this difference is, e.g. the

r6dinger equations is possible only by numerical means. approximation they made for the threshold voltage expres-
However, the limit, in which only one subband has carriers sion (5).
in it, can be solved by using a variational method [1]. The
wave function 4I(z) can be approximated by a trial function

(D(Z) = ( e-)ze-./2 (8) 4. Conclusions

If we neglect charge density nan, in the inversion layer, the Simple analytical models for the quantum mechanical cor-
energy of the lowest subband is given by rections to the threshold voltage VT in deep submicron

MOSFETs, can easily be derived. The models explain the

S(35/3( q 2 h E2/3 N 2/9 correct order of magnitude for the measured shift AVT and
E°2- Ec = 27Si] m*

1
/

3  (9) the right dependences of AVT on doping concentration and
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Abstract velocity. Figure 1 shows the cross-section of a vertical

A physical model for vertical DMOS power transistors is presented. The DMOST, where the drift region has been divided into three
model takes into account various short channel effects in the DMOS parts: an accumulation region (A), a drift region with a
channel region and the velocity saturation and the exact device geometry in varying cross-section area AY (B), and a drift region with a
the drift region. The model, aimed at computer aided design of power inte- constant cross-section Ay (C). Applying (1) to the region (A)
grated circuits, has been implemented in the APLAC circuit simulator. A gives an expression for the voltage drop in this region
good agreement between the measured and simulated results for vertical
DMOSTs is demonstrated. V = Wj+Wj ID(Wi + Wd)

VA =JO E0 dy - W(Ldiff qNd !U) - ID/Ec (2)

1. Introduction where the field EY has been solved from (1), W is the width

In the power integrated circuits (PIC) low voltage logic and of the transistor, and Nd is the donor concentration in the
MOS-gated power devices have been integrated on the same drift region. The rest of the parameters have been defined in
silicon chip. The computer aided design of the PICs is typi- Fig. 1. On the other hand, the width of the depletion region
cally a tedious analog task, where accurate device models can be expressed as a function of voltage VA

are required in order to guarantee reliable simulations. 1/2

Standard SPICE transistor models [1] as such cannot Wd = I (Vbi + VA + Vh)1 (3)
describe the unique features of the new power devices, such LqNd (

as quasisaturation at high bias levels. In physical device where Vh is the channel drop and V• the built-in voltage of
models these new features can be taken into account, the body pn-junction. The voltage drop VA can be solved
although the implementation of the model may require a from (2) and (3), and it is given by
great deal of work. Recently Kim and Fossum (K-F) [2]
published a physical model for vertical power DMOSTs. In a2 b 3 a 4b 2 2b(V V

the present paper we propose an alternative model, which VA = aWj + 2 + b +b-+ 4 + a bi + I'h) (4)

differs from the K-F model as follows: In the channel region
the effect of the acceptor doping gradient on the threshold with
voltage is treated in a more general case, and the velocity ID
saturation of charge carriers is described in accordance with a = (5)
the measured results for short channel MOSFETs. In the WLdiff qNd#. - ID/Ec

accumulation region the space charge limited current is 28si
neglected, but instead, the voltage drop is estimated directly b = (6)

by integrating the electric field over the region. This sim-
plifies the model and decreases strongly the computing time. In the region B the cross-section AY depends on the coordi-

nate y (the direction downwards from the surface of the

2. Model

A new feature in the power MOSFETs, which is not present LP
in the standard low voltage devices, is the so-called quasi- G

saturation, i.e., the loss of gate control of the drain current s

at very high current levels and voltages. In order to describe ?
quasisaturation, the velocity saturation of the charge car- A

riers must be taken into account in the modelling of the
drain ID . wd

ID= AqnEE (1) Wt

+EY
Ec C

where n is the electron concentration, u, the low-field elec-
tron mobility, Ec = v3/#., and v, the electron saturation Fig. 1. Cross-section of a vertical DMOST.
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1.0 where VFB, PHI and Fs are the standard SPICE parameters
[1], C.,x the oxide capacitance, and VBs the substrate bias
voltage. Equation (10) reduces to the one derived previously

0.75 by Kim and Fossum [2] for small values of the parameter
q << 1. However, in real DMOST structures q/ is typically

_much larger than unity. Thus (10) is a more realistic exten-
0.5 -sion of the result given in [2].

0.25-

3. Model verification

0.0 The present model for vertical DMOS power transistors has
been implemented in the circuit simulator APLAC [4]. The
simulation results have been compared to the measured

VDS [V] ones in Fig. 2. The experimental data was taken from [2]
Fig. 2. Measured [2] (squares) and simulated (solid curves) I-V character- for a vertical DMOST structure. Figure 2 shows that the
istics of a vertical power DMOST. model describes very accurately the measured data. The

average error is only 2.1%, which is smaller than in the K-F
model [2]. So, although we neglected the space charge

device) limited current (SCLC) in the modelling of the accumulation
region (A), our model gives an excellent agreement. The

Ay =~ W[Ldiff. + 6Y -- 1 - Wd) cOt •] (7) dropping out of the SCLC decreases strongly the computing
Again, by solving Ey from (1) and integrating E8 over the time needed for the simulations, since now the time consum-
region (B), now taking into account (7), one obtains the ing iterations required in the calculation of the SCLC, can
voltage drop in the region (B) be avoided.

= ID log [WqNdu,(Ldiff + Lp) - ID/Ec (
WqNdjn,, cot U L WqNd Ldiff #n - ID/Ec ( 4. Conclusions

The same procedure results in an expression for the voltage An analytical but still device physics based model for verti-
drop in the region (C) cal power DMOSTs has been developed. The model is more

ID( - Wj - Wd - LP tan ot) simple than the K-F model [2], as it neglects the SCLC in
VC-= W(Ldis + L L)qNdP.- Io/Ec (9) the modelling of the accumulation region. However, we

have shown, that if the rest of the DMOST structure is

In the channel region we can apply a short channel treated strictly according to device physics, this more than
MOSFET model which we have published previously [3]. compensates the neglect of the SCLC, resulting in a very
The model, which is based on the SPICE short channel small error between the measured and simulated results.
MOS3 model [1], takes into account various short channel Also the computing time needed in the simulations is
effects such as the electron mobility degradation due to thereby reduced significantly.
large electric fields in the channel. In the case of the
DMOST the acceptor doping concentration NA(x) has a
strong gradient in the direction between source and the drift References
region. In accurate physical modelling this gradient has tobe taken into account since it changes the threshold voltage 1. Antognetti, P. and Massobrio, G., "Semiconductor Device Modelling

with SPICE" (McGraw-Hill, New York 1988).
VT. Assuming an exponential position dependence, NA(x) = 2. Kim, Y-S. and Fossum, J. G., IEEE Trans. Electron Devices 37, 797

No exp (--Ipx/L), and following the ordinary procedure [1] (1990)
for deriving the basic MOSFET equations, we get 3. Kuivalainen, P., Andersson, M., Erinen, S. and Ronkainen, H., Physica

2 Scripta 46, 476 (1992).
VT = VFB - PHI + 2 (1 - en 2) N 4. Valtonen, M. et al., "APLAC, An Object-Oriented Analog Circuit

VI C., Simulator and Design Tool", 6.2 User's Manual & Reference Manual,
(Helsinki University of Technology, Circuit Theory Laboratory &

x Fs VfPHI - VBS (10) Nokia Research Center, Hardware Design Technology), March 1994.
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Abstract hD Depletion width towards the drain

The I-V characteristics of the Permeable Base Transistor (PBT) has been hs Depletion width towards the source
investigated in order to find a simple and practical model for use in circuit 0S, OcD Shape factors
designs. Two possible approaches has been discussed, a one-dimensional y The ratio between Vd and Vo - Vg
analytical solution and a semi-analytical solution mixing analytical and Qtot Total depletion charge
empirical methods. The semi-analytical model developed in this paper Ctot Depletion capacitance at the gate
offers high accuracy and a simple and fast evaluation. All model parameters
can be extracted from a set of I-V curves from two typical transistors with Cch Depletion capacitance towards the channel

different threshold voltages. An analytical small signal model has been CD Depletion capacitance towards the drain
developed that agrees very well with two-dimensional simulations. Cs Depletion capacitance towards the source

cgs Gate to source capacitance
Csd Gate to drain capacitance

List of symbols fT Unity current gain frequency

/to Low field mobility ga Transconductance

Q(V, y) General symbol for the channel charge gat, sat Transconductance in saturation

Vsat Velocity saturation for carriers
V Potential distribution in the device 1
Nd Doping concentration
Z Device dimension in z-direction The Permeable Base Transistor was first suggested by
q Carrier charge Bozler et al. in 1979 [1], but it is only during the last decade
2a Grid spacing the fabrication technology allows high performance PBTs.
h(V, y) The depletion boundary in the channel A normally on PBT biased in its ordinary region of oper-
Ids Drain to source current ation is a unipolar device. The basic operation is similar to
VdS Drain to source voltage that of a short channel vertical MESFET, but the vertical
Vga Gate to source voltage orientation makes dimensions and proportions special. As
"Vgd Gate to drain voltage the gate length often is chosen below 0.1 gim, the effective
VT Threshold voltage channel length is mainly controlled by the depletion width
V. Characteristic voltage towards drain and source. Several authors have examined
Vo Contact potential how the unity current gain frequency fT depends on
fi Empirical parameter for the mobility model geometry, doping profiles and semiconductor materials [2,

aids 3]. Although simulations indicate an excellent high fre-
9ch Channel conductance in saturation -Vds saturation quency potential, real devices are still limited by the fabrica-
IsatV Zero biased equivalent saturation current tion process. Large effort has been done in order to enhance
sAt Zerohbiasned e aentrsati duration currmente the fabrication and to reach even smaller dimensions than
2 Channel concentration modulation parameter before. As the PBT has its strongest potential in high fre-
!sat* True minimal saturation current
VS. Saturation voltage quency applications small signal models have been under

K Linear factor between Vsat and (Vc) investigation in several papers [4, 5]. The largefT value for

W General symbol for depletion width a PBT makes it suitable to serve as the main active amplify-
a, Equivalent radius ing component in amplifiers with large bandwidths.

However, there are other important features that also have
ha Depletion width towards the channel at y = 0 to be considered if the component should be used as an
q Empirical constant for modelling of the two- active building block in active loads, current mirrors, digital

dimensional depletion logic and other similar applications. The DC characteristic

giineal Channel conductance in the linear region of the PBT is not fully understood and has to be solved if
OVdn linear the component should be used at its optimal potential. For

aref Half the grid spacing for a reference transistor system designs there has to be simple and accurate models
P(V) Reference polynomial available so that the designs can be simulated before fabri-
Gch, ref Function describing 9,h for a reference transistor cation. A full two-dimensional drift-diffusion simulation is
cI Empirical parameter describing the relation too complex for the computer power available today and

between gh and the grid spacing not practical for use in verification of larger designs.

Physica Scripta T54



160 H-E. Nilsson, U. Sannemo and C. S. Petersson

The paper is organized as follows. In Section 2 a one- dimensional expression. A good empirical approximation of
dimensional analytical model is presented, Section 3 the depletion width towards the channel can be found from
describes the semi-analytical model, Section 4 contains an equation (2) as:
analytical small signal model of the PBT. Conclusions are 1 qNd Fh2  a,2

given in Section 5. The software package used for two- Vo - V- = 2 h, log (3)
dimensional simulation is MEDICI ver. 1.1. 2soas L 2 2 a ,

where q is an empirical constant only dependent on the grid
thickness.

2. One-dimensional model
1,20

The most commonly used MESFET models assumes:
majority carrier transport, constant carrier concentration in 1,10
the channel and a one-dimensional current flow. The same 1,00
approximations applied to the PBT, using the mobility
model proposed in [6], gives: • 0,90

dVs

dV : 0,80gto ZQ(V, A da-7-1,6 - (la) 0,70[ + sat dV P'l
vaa Ty ) _0,60

Q(V, y) = qNd[a - h(V, y)] (lb) 0,50

One critical part in equation (b) is h(V, y) (see Fig. 1) since 0,00 0,20 0,40 0,60 0,80 1,00
the dimension of the grid is in the same order as the deple- Grid thickness
tion width. This situation makes the simple abrupt diode
expression invalid since the nature of the problem is two- Fig. 2. Equivalent radius for normalized grid.

dimensional. Each grid line in the PBT can be looked upon
as an infinite long conducting strip. Using a conformal rep- A diagram over equivalent radius for different grid dimen-
resentation the strip can be converted to an equivalent con- sions can be seen in Fig. 2. A less accurate model proposed
ducting cylinder. The solution of Poisson's equation for a in [7] is to use a scaled version of the one-dimensional

conducting cylinder in a semiconductor environment is: expressionto the deplet ion wid th:
expression for the depletion width:

_ qNd r a W2 log (2) 2eosr(Vo - V) (4)
Vo v. 2eos L 2r 2 a ha = a1 qNd

where W is the depletion width and ae is the cylinder radius.
For large negative V, the depletion region around a con- where q is an empirical constant, but not identical with the

ducting strip will be a circle, corresponding to the depletion empirical constant in expression (3). The numerical value of

region for a certain cylinder with radius a.. For small V. q is 0.5 for a grid thickness of 0.02 gim and a = 0.4 gim.

the depletion region will follow the ordinary one- The empirical parameter t has a very weak doping depen-
dency and can be regarded as only dependent on grid thick-
ness. For low drain to source voltages the depletion is

y almost independent of the potential distribution in the
SSource channel and depends only on the terminal voltages. Two-

dimensional simulation reveals that the shape of the deple-
tion region can be approximated as:

h(y)=a+ha 1 (-) , O<y<hs

)K ,
"(0,0) h(y) = a + ha -hD < y < 0 (5)

ds --- - - -- >X h(y) =0, y> hs, y< -hD
h Using this approximation and solving eq. (1) with P = 1

gives:S... . h(V~y) V&,

_ _•oV-_V" ('/ l+y - 1)

i�2--,1 [2 arctan (A2//l 1- A2)
d1l2[ - x• 2] _it

Di 2dsAl A 4 A 2 + -A2 (6)

Fig.1. Model of the PBT. 2A 3 A 2 /A /-11/ -] A2
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where One of the nicest characteristics of the first part in (7) is

Vds the asymptote for large drain voltages, which makes the
-= - V' choice off(Vds) very simple. The final ansatz becomes:

280  id - Vds (9.h Vds + - .atO) (8)
A1-qkNd' + (

"vsa, ZqNd A , VIqKo --_yJ
A2 _=, V. is a characteristic voltage which determines the transition

vs., ZqNd a - Ids between linear and saturation regions. The parameter gch is

AIds0 the channel conductance in saturation. lsatO is the zero

A 3 = oZqNa a- , biased equivalent saturation current for Vds = 0. In reality

there is no saturation for V& = 0, but this is just a fictive

A4 = name on the intersection between the current axis and the
A3 A2 /A -1 saturation current asymptote. The parameter Pi is a direct

A comparison between (6) and results from a two- consequence of the original curve fitting parameter used for

dimensional simulation is plotted in Fig. 3. The large error the mobility model [6]. An iterative least square method

in the linear region is a direct consequence of the one- was used to fit equation (8) to results from two-dimensional

dimensional approximation. simulations. The extracted parameters can be seen in Fig. 4.
The simplest parameter to view in a physical sense is Isat0,

3. Semi-analytical model as it is closely related to the minimal saturation current/sat*"

An empirical model can, in many cases, be more accurate /sat* = qND Z(a - ha)Vsat, (9)
than an analytical model, since the complexity of the ana- where ha is the maximum depletion width in the channel, Vst

lytical approach often calls for approximations that will is the saturation velocity for electrons.
reduce the initial accuracy considerably. On the other hand The difference is not large and can be neglected if the
device physics is often hidden in empirical models. In spite channel conductance is small. For large 9,h we have to take
of this limitation, empirical models have been used in many into account the saturation voltage V"as which is related to
simulation tools mostly due to their efficiency when it comes IsatO as:
to computer power and simulation time. Even when an ana-
lytical solution can be found, the non-ideal reality will often lsato = sat* - gch Vsat, gsat & KVý, (10)
put a limit on its use, which forces us to use the analytical where K is independent of the grid spacing and can be
model in an empirical way. extracted from a reference transistor.

The saturation of the drain current is directly related to The parameter Vc controls the transition between linear
the velocity saturation in the channel. The mobility model and saturation region. If fP = 2 then Vc is the drain to source
proposed in [6] gives the following current expression: voltage where the velocity in the channel is equal to Vsat//2-.

Vd, In the linear region the current increases due to increasing
I -= [ V f(Vds), (7) velocity. At Vds = Vsat the increase in current is no longer

+ xlO
4  

ig.A x10 Fig.B

where P3 = 2 for n-type silicon. 62 .5 ............. ::.............! . ..
1 0 -4 ._. .. ..... ... .. . .. .... . .. . ........ . . .

4 , , , - -- • 2 .......... !............ i. .. .
.2..........

4 0 . ... .......

""a !a V& Mvgs M

00

€,•. .Fig. C x 10" Fig. D

;2 2 .50
0• -20 41 0 -0 -20 -10 0

V d0 1 2a 35 4.n . ....

0.5.. a.....74z-C3pmý. 1.....5Pfl

a=O. 2p11 a=0.3pmn
_________________a=0.25pm a= .2pm

-0 -20 v M-10 0 -30 -20 V M-10 0

Fig. 4. (a) Semi-analytical model fitted to data from two-dimensional simu-
lation (+) semi-analytical model, (solid line) two-dimensional simulation.

Fig. 3. Comparison between the one-dimensional model and two- V. starts at 0.0 V and decreases with -1.0 V for each IV curve. Transistor
dimensional simulations. (+) one-dimensional model, (Solid line) two- dimensions are a = 0.2 pm t = 60 nm, l, = 0.9 pm. (b) I.,c, as a function of
dimensional simulation. VP starts at 0.0 V and decreases with 1.0 V for each gate biasing. (c) The inverse of V, as a function of gate biasing. (d) Channel
IV curve. Transistor dimensions are a = 0.3 pm, t = 60 nm, 1, = 0.9 pm. conductance g.h as a function of gate biasing.
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dominated by increasing velocity but rather due to increas- x i0e Fig. A 4X 10ie n Fig. B

ing carrier concentration in the channel. From (8) we can +

see that the channel conductance for small VdS (in the linear 3. ... ...
reagion is 2..............................2

reagion) is: R •

I!ato 'saO .2
ginear =v ds, linear - Vds (11) 351 ......

. C• 065 ........

The linear channel conductance gli.ne. only depends on gate 00 2 4 2 4 6

biasing, doping and grid dimensions. Let us assume that the vds M Vds M

grid can be modelled as a very thin strip and that the deple- Fi. C Fg. D

tion regions does not reach the drain and source contacts. If X 0 F0.

these assumptions are valid we can scale the whole device 5 ............. I ......

with a scaling factor, including the depletion regions, and we 24 ...-. 2

will find that glin... has been scaled with the same scaling E3 ...

factor. This means that if the transistor dimensions are zt

scaled with a factor cc, then the gate bias has to be scaled
with a factor a2 . Using this scaling technique we can derive , 0

glinear for any PBT as long as we have glinear for one tran- VM 4 6 Vds
sistor. As the grid finger width does not influence theVd[]current in the device a change in the grid spacing will have Fig. 5. (+) semi-analytical model, (solid line) two-dimensional simulation.the same effect as a device scaling. In order to make thhe V, starts at 0.0V in figure (a), (b) and (c) and decreases with - 1.0V for

each IV curve. In (d) Vg, starts at 0.0 V and decreases with -2.0 V for each
scaling procedure in an efficient way we need an empirical IV curve. The transistor dimensions are (a) a = 0.2 jum, t = 60 nm, 1, =
model for glinear describing the gate voltage dependency. A 0.9 gim. (b) a = 0.25 gtm, t = 60 nm, l1 = 0.9 gim. (c) a = 0.35 mim, t = 60 nm,
simple and fast solution is to use a polynomial P(Vg,). V, can 1, = 0.9 min. (d) a = 0.4 pm, t = 60 nm, lds = 0.9 gm.
be found from (11) as:

V: = lsatO (12) described in (12) and (13). The constant c in (13) was
a a,'f extracted using g,, at V, = 0 V for the transistor with
ref a a = 0.35 Atm. K in equation (10) was extracted from the refer-

where aref is the grid spacing for the reference transistor and ence transistor and was found to be 3.0. Note that the differ-

P(V) is a polynomial describing the voltage dependency of ence in threshold voltage between the transistor with

gli,.... for the reference transistor. a = 0.4 am and the transistor with a = 0.2 Am is almost

The same scaling procedure can be used to take into 15V. For transistors with similar threshold voltage the

accunt the doping dependency. The only difference is that approximation used in equation (12) and (13) should work

the scaling should be linear and not a square law [7]. even better.

The mechanism behind geh is the same as in a short
channel MESFET and has been discussed at length in [8]. 4. Small signal model of the PBTAn analytical solution for g.h idifcltoinepecially ifr is difficult to find, esp y A normally on PBT can be regarded as a vertical MESFET.
the depletion region is disturbed by the physical boundary A simple small signal equivalent circuit of the PBT can be
of the device. A simple and practical method is a linear com-
bination of the variables most essential for a circuit for a seniFg.6Wehvfoudontem tipratsalcircuit design: signal parameters and neglected second order effects. Thelargest capacitance in the transistor is the depletion capac-
g.h = g.h, ref( Vg*s) + c,(a - aref), (13) itance at the gate. The total charge in the depletion region

where c, is an empirical parameter independent of transistor can be modelled as:
biasing and dimensions. geh, ref is a suitable empirical func- Qlot = QD + QS + Qch = qNdZAdepletion (16)
tion describing 9e, for a reference transistor with with grid
spacing aref and V* is defined as: Ch ,'xnll/

( ar= g2 
( A d e p le tio n • a ( h s + h D ) + h s J [ 1 - - d x

(* a) g + hD (1 4) n (. )dx

We need two transistors with different grid spacing in order +/hD I - G.)
to extract parameters for geh. A simple first order poly-
nomial is often sufficient for gh, ref. An even simpler solu- = a(hs + hD) + hsha - (xh)n]h/. dx'
tion is to use a constant channel modulation parameter 2 as
in the simplest MOS-transistor model in SPICE. ( x /+hDhaJ [-- (x")n]1 /n dx"

9ch = Iao (15)

Figure 5 shows a comparison between two-dimensional = a(hs + hD) + hs ha. cs + hi ha. D (17)
simulation and the semi-analytical model for several nor-
mally on PBTs. We have used a transistor with a = 0.3 jAm
to extract reference functions for g.in.a. and ge, as it is = qNdZ[a(hD + hs) + \/qcs h2 +./qlcDhDhs] (18)
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RG Cgd RD 20G °'--'--{ZZ •V~ __i _ gmV (,, ) I" rds D 8 ............ i ............ !............. : ............ ..... .. ..............

G0o---t - D 18........+1 6 ............... i.................i ....... ...... i.................i ............... ...............
s 1 4 ................ ............ .. i............... ............... ............... .......
Cgg.-V, rds 1

w/N 12 ..............

R s 6 .~ ... . . .• ............... i ................ •................ ................................0-0

0s 6 2 4 5 6

Fig. 6. Small signal model of the PBT. Vds [V]

Fig. 7. Comparison between fT extracted from two-dimensional simulation
and the analytical model. (Solid line) two-dimensional simulation, (0) ana-

According to (17) the value of LtD and as should be some- lytical model, (+) reduced model (Coh = constant). Transistor dimensions
where between 0.5 and 1.0 (7r/4 for n = 2). Numerical values are a = 0.3 pm, t = 60 nm, 1, = 0.9 Am.

extracted from two-dimensional simulation gives LXD = 0.5
and as = 0.5. Using (18) we can write the total capacitance Using (18) and (21) we can write the unity current gain fre-
as: quency f, for the saturation region as:

NQtot - -Ya ]Ya

Ctot = aVs got, sat Vsat q Vsat

Ie: as +7C' 7 a + a + 2,/q- as + /?-I + l /ODx) 2 7tLeff
= Z E 6+ 2 Vh ajg -D X- + -I- + a s +/ ( D2 3)Df(h sh a

= CD + CS + Cch, f= h+ ++ /n

It can be seen in (19), (22) and (23) that for high speed the
where doping level should be as high as possible and the gate

biasing should be chosen to minimize the depletion regions.
CCh = Zeo 8r(2x/1 as + - xD) (19) The transconductance will increase and the total capac-

itance will decrease for decreasing grid thickness resulting in
I_ + I Vds (20) a higher fT. In Fig. 7 we have used expression (19) for the

X _Ty(I+Y O (20) capacitance and the full I-V model has been numerically dif-
ferentiated in order to have gm for both linear and satura-

C 0__ tion region.

gs = It is interesting to see that a limiting value on fT for the
Igd--constant drift-diffusion model can be estimated as:

= ZEo E, + 2,/ ocs + /n D + lim fT OC Vsat" A 80 GHz,
a-O 27rha(2Lx, + GODX)

Cgd -- IQ (21) aD = as = 0.5, X = 3, il = 0.5 (24)
C gd d Vgs =constant(2) =3  'iO 5

24

for Nd = 1017cm 3 . In (24) the variable a stands for the
= ___ _a1( finger width and not for grid spacing. In this limiting case

rD 2 Sthe PBT is a vertical MESFET with extremely short
channel. For these small dimensions hot electron effects are

Cwt = Cgd + Cgs expected to be important, which makes (24) a conservative
estimation.

If CD and Cs is large in comparison with Cch we can regard
Cc, as a constant. This approximation will be very accurate 5. Conclusions
for large Vo - Vgs (Fig. 7).

The transconductance in saturation can be expressed as: A one-dimensional model of the PBT in MESFET oper-
ation has been presented and compared with two-

Ss IsatO +V ch dimensional simulation. The comparison shows that
a Vg- Vgs two-dimensional effects has to be considered in an accurate

ZVsat 11E 0 rf 2 I-V model. A semi-analytical model including two-
+ Vds gsh a (22) dimensional effects has been presented. The model consists

ha Es \of a set of parameters that can be extracted from two refer-
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Abstract where F is the fill factor (the ratio of the optical area and

The absorption efficiency of thermal infrared detectors of various designs is total area of the picture element), S the transfer function of

theoretically evaluated and compared, with an emphasis on detectors pos- the temperature sensitive material or structure (V/K), Rlh the
sible to fabricate by surface micromachining. In particular, the requirement thermal resistance (K/W), UN the noise voltage spectral
of low thermal mass is considered. An absorber consisting of a single density, ad the detector area, and Af the noise bandwidth.
resistive metal film is shown to give a maximum of 50% absorptance. By Evidently, the largest possible absorptance is crucial for
backing such a fim with a perfect reflector located at a A/4 distance from it, obtaining a high sensitivity or D*. In addition the thermal
nearly 100% absorptance can be attained in the broad wavelength range
of 8-12 pm. The simulations show that by adding a dielectric layer resistance need to be high. Considering the speed of the
(membrane) onto the metal film, the absorptance remains nearly constant, detector, its time constant is ultimately limited by the
provided that the proper values of nd, d1 , R, and d3 are chosen. For d, = thermal time constant which depends on the thermal mass
0.2 Ipm, the maximum variation in d3 and R,, compatible with a decrease in C,h according to
mean absorptance from 100 to 95%, is 30 and 40%, respectively. If the
dielectric film possesses absorptive behaviour the absorptance of the detec- Tth = Rth Cth (2)
tor may still become large for previously selected structure parameters. A high speed detector evidently requires a low thermal

mass.

1. Introduction Micromachining is suitable for fabrication of large
thermal detector arrays of the resistive bolometer type. In

Infrared technology has been rapidly expanding over the particular, surface micromachining [2], which involves the
past two years with great emphasis on detector arrays, processing of membrane or bridge structures, suspended
including large, high resolution (> 128 x 128 picture clear of the underlying silicon substrate by a couple of legs
elements) focal plane arrays (FPA). Recently, arrays based (usually two or four). This method permits read-out elec-
on thermal detectors have evolved as viable candidates for tronics to be implemented in the substrate beneath the
thermal imaging applications [1]. The operation of thermal membrane, thus making possible the processing of arrays
detectors depends on a two-step process. The absorption of with large pixel fill factor. In addition, since these mem-
light raises the temperature of the device, which in turn branes can be made thin the thermal mass may be low. A
changes some temperature dependent parameter such as high thermal resistance can be obtained by making the sup-
electrical conductivity. Thermal detectors may be thermopi- porting legs sufficiently long and thin.
le (Seebeck effect), resistive or dielectric bolometer, pyroelec- Conventional absorbers suffer from either a high thermal
tric or Golay cell (thermopneumatic). The types most mass, e.g. porous films [3], or a relatively low absorptance,
suitable for detector arrays are the bolometer and the e.g. thin resistive metal films [4].
pyroelectric types. Characteristic features of thermal detec- In order to alleviate these drawbacks we here discuss
tors are the advantage of room temperature operation, but absorber concepts based on interferometric structures. A
unfortunately combined with low sensitivity (signal to noise structure of this type utilizes an impedance matched metal
ratio) and slow response. For FPAs, however, where the film, backed with a perfect reflector at a A/4 optical distance
modulation bandwidth is low and the ability to integrate for [5] (Z will henceforth refer to the wavelength in the
a frame time, implies that the latter drawbacks become less medium). Such an absorber enables high absorptance com-
serious. In order to optimize sensitivity and speed, high bined with a low thermal mass, and will henceforth be
absorptance has to be achieved in conjunction with a low referred to as IS. However, to be exploited in a bolometer,
thermal mass (heat capacity). The absorptance A is defined the thermo-sensitive material has to be electrically isolated
as the ratio of the absorbed power to the incident optical from the metal by a dielectric film, which modifies the
power of the detector. A commonly used measure of per- optical properties of the structure (see Fig. 1). This dielectric
formance for the signal to noise ratio of an IR detector is film, or membrane, also acts as a mechanical support for the
the detectivity D*, which can be expressed as: thermo-sensitive film deposited on its upper surface, and the

SR hthin metal film absorber at its lower one. Such a modified
D*= AF "A" /(adAf) (1) absorber (MoIS) can favourably be implemented in a

UN bolometer.

This article will outline necessary considerations when
designing interferometric absorbers, with emphasis on the

* Industrial Microelectronic Center, Stockholm, Sweden. MoIS type absorbers.
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Incoming 1-2 2-3

radiation Medium 1 Medium 2," Medium 3
d Dielectric film 71] 1•l2- 1]met 113=110

d
• ,,, •••,••••i..... ......... P_ ..... i•E
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Metal d3=A/4 Z 1l 2 (d) Z2_3(d)

Fig. 2. A single resistive metal film of thickness d surrounded by vacuum.

Reflector ?o is the intrinsic wave impedance of vacuum.

Fig. 1. A quarter wavelength structure where a dielectric film has been
added on top of the metal film. This technique has the advantage of being more illustrative

when used in conjunction with the Smith chart.
To make calculations manageable some approximations

are needed. The radiation is throughout considered as plane

2. Theory waves propagating perpendicularly to the plane of films, i.e.
transverse electromagnetic waves (TEM). The dielectric

To look for explicit expressions for the absorptance of films are considered loss free, if not otherwise stated. In the
multiple films is cumbersome due to the tedious manipula- far IR range (wavelength 8-12 Itm) the propagation constant
tions of complex numbers. However, by using either (i) the of a metal can be approximated as
transfer matrix method or (ii) the impedance transformation
method, such calculations are considerably simplified. In k ra + j (6)
addition, both are suitable for numerical simulations. k C 0 oeol -A,

The transfer matrix method distinguishes between reflec-
tion and transmission matrices. By using boundary condi- where a is the electrical conductivity, A, the permiittivity of
tions obtained from Maxwell's equations the reflection free space and Co and 0 the speed of light and the wave-
matrix can be derived relating the incident and the reflected length, respectively, both in vacuum.
waves on each side of a boundary between two media. The As an example of the impedance method, the absorptance
phase shift introduced when a plane wave is propagating of a single metal film can be deduced from the expression of

through a medium is calculated from the transmission the total wave impedance at the interface 1 - 2 (see Fig. 2)

matrix. If the boundary between medium 1 and 2 is charac- which has been tranferred from interface 2 - 3. Since

terised by its reflection coefficient F1- 2 and transmission
coefficient z- 2, with the radiation incident from medium 1, Z2-3 = qo = , (7)
the reflection matrix R 1 -2 and the transmission matrix T, 0

become where i'o is the intrinsic impedance of vacuum (= 377 0),

11 2 Fand po the magnetic permeability of vacuum, the transferred
R1_2 F total wave impedance at interface 1 - 2 can be found from

Z- 2  1-2 I eq. (4) as

Tl=(exP(ojkldl) 0 ) -qo -Jqlet tan (k2 d) (8)
exp (jkldl)1  (3) Z 1 -2(d) - qrnet j'lo tan (k2 d)

where k, and d, are the complex propagation constant and For the thin metal film the phase change k 2 d is assumed to
film thickness, respectively, of medium 1. be small and thus

The impedance method is often used by microwave engi-
neers but due to the analogy between the wave character- tan (k2 d) ; k 2 d. (9)
istics on a transmission line and plane waves in a lossy Using eqs. (8) and (9) and simplifying one ends up with
medium it is equally applicable to this kind of problem. The
total wave impedance is transferred from one interface Z, - R-2 l° (10)
(impedance = Z2- 3) towards another (impedance = Z_ 2) R, + i/°o
in the direction of the source of radiation (see Fig. 2). The where R, is the sheet resistivity of the metal film. A negligi-
medium is assumed to have an intrinsic impedance ,12. One ble change of phase angle across the film [eq. (9)] implies
obtains constant electric and magnetic fields. From this fact and the

- 2( - Z2-3 - AJr2 tan (k2 d) boundary conditions of the E- and H-field one obtains

q12 -JZ 2 -3 tan (k 2 d) 1 + ±F 1 -2 ;t T1 - 3  (11)

The reflection coefficient at the interface 1 - 2 becomes where r 1 - 3 is the transmission coefficient through the film.

Z -2 - q(5 From

i_ 2 -z 1 _2 + . (5) A=1I F1 I 2 -I2 _3j
2 , (12)
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The simulations make use of the transfer matrix method
at a wavelength of 101im if not otherwise stated. The

. 0.8 x refractive index of the dielectric film has been chosen as
"U nd = 2 (which is close to the refractive index of silicon

n0.6 x=0.5
0.4 r •\.The behaviour is illustrated by the Smith chart. The

impedance in the diagram has been normalized with respect

W 0.2 to qo. When transferring the impedance along a-b-c-d in
C Fig. 1 it will follow the dotted line (a-b-c-d) in Fig. 3. WhenS0 dd b0 da,a'e d' . moving across the dielectric layer the reflection coefficient

o -0.2 aawill follow a circular loop in a counter clockwise direction

C whose radius depends, among other factors, on the intrinsic
ý -0.4 impedance of the dielectric medium. One turn around the

-0.6- , x=-0.5 circle corresponds to an optical thickness of the layer equal
"-0. ,. to 2/2. Since the reflector is assumed to be loss free the
-0.- absorption completely takes place within the thin metal

1 ----- film. One thus obtains for the absorptance that
-1 -0.5 0 0.5 1 A = 1 - I F I2 which implies that the closer origo the higher

Real part of reflection coefficient the absorptance. From this it is evident that a 100% absorp-
tance can be attained by letting the thickness of the dielec-

Fig. 3. The impedance transformation depicted in the Smith chart, where tric medium be 2/2, which for the case of nd = 2 and
the normalized total wave impedance is z = r +ix. 2A = 10 gim corresponds to d, = 2.5 pim. This extra thermal

mass can be reduced by choosing a dielectric medium with a

the absorptance A reaches its maximum when F1 -2 = higher refractive index, but if the wavelengths of interest are

-0.5, and the corresponding sheet resistivity is found to be, 8-12 pim and the materials of the type normally used in IC
production, the added thermal mass will slow down the

Z 1 -2 (d) - no sensor too much.
-= 2(d)- - 0.5t,.R, = 2 (13) One way to circumvent the problem is to choose a

)+ lo -2 smaller value than 2/4 for the air gap. When transferring the

Hence, the maximum absorptance achieved by a single impedance in the same way along a-b-c-d with a smaller air
metal film is only 50%, obtained when R by = 188 K (half the gap, the dashed line (a'-b'-c'-d') in Fig. 3 will be followed.

metl flm s oly 0%,obtine whn R = 88 (hlf he When entering the dielectric medium, instead of moving
intrinsic impedance of vacuum). In a similar way it can be Way enterig the relectic medicintewill mov ing
shownaway from origo the reflection coefficient will move towards
s t f00%,prorided th t S tp asore nd10%efiens up withe origo. With the correct relation between hd, dl, R, and d 3 a
A = 100%, provided that Ri = 'Jo and 100% efficiency of the 100% absorptance is achieved. When two of these four
reflector. Evidently, this is a major improvement compared parameters are known, the other two follows, i.e. the
to the case of a single metal film. number of degrees of freedom = 2 under these assumptions.

The calculated example assumes an air gap of 2/5, a sheet
3. Numerical simulation resistivity of 3660 and a dielectric film thickness of 170nm.

This thickness corresponds to an acceptable value of the

The simulations have been carried out in order to find out total thermal mass.
whether the high absorptance of IS can be maintained even The freedom experienced when choosing thicknesses is
if a dielectric layer is present, as depicted in Fig. 1. valuable since other aspects have to be considered when

Rs (Q•)7001

6o00 d1=0.2 prn d=mýr
500 d=0. g.

400-

300
200 -

100- d 1=0.8 gm

1 1.5 2 2.5 3 3.5 4

d3 (4=m)

Fig. 4. Contours of 95% mean absorptance for four different values of the thickness of the dielectric film dl. Detector structure: see Fig. 1.
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fabricating the absorber. The residual tensions left in the 1
dielectric film after deposition may result in a deflection of
the membranes, leading to the air gaps d3 of the individual 0.9

pixels of the array being difficult to reproduce. In addition, 0.e
in order to control the tensions it is desirable to have a
freedom in the choice of the membrane thickness. .

The sensitivity of the absorptance to changes in the 0.6

parameters dx, R, and d 3 is shown in Fig. 4 where the
contour of 95% absorptance is depicted for four different 0.5

values of d,. In this calculation the absorptance A. is a < 0.4

weighted mean value over the range 8-12 gtm according to, 0.3

f12A(A)W(A) dG, 0

Am = 1 (14) o.1

2'w~ 42 6 8 10 12 14 16
Wavelength (urn)

where W(A.) is the emitted energy per unit wavelength from a Fig. 5. The spectral absorptance vs. wavelength for a detector structure of

blackbody. These results make evident the insensitivity to the interferometric type. The full curve refers to the case of no dielectric

variations in the parameters even when a dielectric film is layer, whereas the dashed curve assumes a thickness of the dielectric layer

present. From Fig. 4 it is found that for d, = 0.2 gtm, the equal to 0.2 pm. Optimum values of sheet resistance and air gap distance

maximum variation in d3 and R5, compatible with a are chosen.

decrease in mean absorptance from 100 to 95%, is 30 and
40%, respectively. This is valuable in view of the fact that a
spread in the air gap d 3 is expected. The spectral absorp- fim is shown to reach a maximum of 50% absorptance. By
tance is shown in Fig. 5 for the case of dI = 0 and 0.2 Pam, backing such a film with a perfect reflector located at a A/4
respectively, with R, and d3 selected at optimum mean distance from it, 100% absorptance can be attained in the
absorptance. It is noteworthy that the absorptance in the broad wavelength range of 8-12 gm. The simulations show
8-12 ptm wavelength region is nearly constant. that by adding a dielectric layer (membrane) onto the metal

If the dielectric film possesses absorptive behaviour the film, the absorptance remains nearly constant, provided that
absorptance may still become large for properly selected the proper values of nd, d1 , R, and d 3 are chosen. For d, =
structures. For example, the larger the absorption in the 0.2 gim, the maximum variation in d 3 and R,, compatible
dielectric film the larger is R,. The latter fact is compatible with a decrease in mean absorptance from 100 to 95%, is 30
with a smaller absorption in the metal, thus keeping the and 40%, respectively. If the dielectric film possesses absorp-
total absorption nearly constant. Difficulties are encoun- tive behaviour the absorptance of the detector may still
tered when the absorption in the dielectric film is strongly become large for properly selected structure parameters.
wavelength dependent. In this case the broadband behav-
iour of the absorption cannot in general be maintained.
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Abstract In a previous project [6] we fabricated finger shaped
Schottky diodes on Silicon Carbide (SiC) are of interest for many applica- Schottky diodes by evaporating Ti on a n-type 6H-SiC

Schottkywafer. In this study diodes on substrates with different
tions because of the relatively simple fabrication process compared to pn

diodes. In this work we have fabricated Schottky diodes by evaporation of n-type and p-type doping levels have been investigated.
Ti on n-type an p-type 6H-SiC. Most of the diodes show good rectifying The following diodes have been fabricated:
behaviour with very low reverse current and an ideality factor below 1.20. N1. n-type 6H-SiC with no visible defects. ND o
The photo response of the diodes has been measured in the range 200- 7 * 1015 cm -3, thickness of epitaxial layer is 1,6 gm.
400rnm. The peak sensitivity varies in the range 250-300nm depending p
mainly on substrate doping. N2. n-type 6H-SiC. This sample was used in [5] and is

included here for comparision. ND ; 2 * 1016 cm -3, thick-
ness of the epitaxial layer is about 10 pm.

1. Introduction N3. n-type 6H-SiC with very high doping. ND z

Silicon Carbide is considered as a promising material for 2 * 101 cM -3, thickness of epitaxial layer is about 5 pm.

high power and high frequency applications because of its N4. n-type 6H-SiC with high density of pinholes. ND t

wide bandgap (Eg = 2.9 eV for 6H-SiC), high saturation 1 * 1017 cm- 3 , thickness of epitaxial layer is about 5pm.

velocity for electrons and high thermal conductivity. A P1. p-type 6H-SiC. NA ; 1 * 1017 cm- 3 , thickness of epi-

review of the properties of the material can be found in taxial layer is about 10 pm.

[1, 2].
The wide bandgap also makes the material interesting for 2. Processing

measuring UV-radiation. Photodiodes made on 6H-SiC are The starting material was 6H-SiC wafers with an epitaxial
only sensitive to radiation at wavelengths below 400 nm, the layer. The doping of the bulk wafers and the epitaxial layers
wavelength where the photon energy corresponds to the are specified in Table I. The wafers were fabricated by Cree
bandgap energy. Their advantage as compared to Silicon Research Inc. Prior to processing the wafers were degreased
photo diodes is that they can be used to measure the UV- by subsequent dipping in trichloroethylene, acetone and 2-
radiation in visible light without extra filtering. propanol and finally dipped in HF. A pattern with a

The absorption coefficient for light in SiC is strongly number of finger shaped openings was formed on the wafer.
wavelength dependent varying from about 102 to 106 cm-' The finger widths were in the range 1-2 pm. Four different
when going from 400 nm to 200 nm. In order to make effi- diode areas were used: 100 x 100pm, 75 x 75 pm,
cient photo diodes for short wavelengths the window of the 50 x 50 ptm and 25 x 25 ptm. A SEM-micro graph of a part
diode must be very thin. The other important property is of the pattern is shown in Fig. 1. The left part of the metal
that the leakage current must be kept low.ofteptenishw inFg1.Teltpatftemtlarea is used for probing. The total size of the metal area in

Photodiodes with pn-junctions have already been fabri-
cated by ion implantation [3, 4]. High quality photo diodes
fabricated by mesa etching of epitaxial layers were presented
in [5]. Schottky photo diodes on n-type 6H-SiC, fabricated
by our group, were presented in [6].

Many metals form diodes with high Schottky barriers
when deposited on silicon carbide. A number of reports on
diodes made from Pt and Ti [7], Co [8] and other metals
on n-type SiC exist in the literature. However very few
studies of Schottky barriers on p-type SiC have been pre-
sented. One exception is [9]. The advantage in using a
Schottky diode as a photodiode is the simple fabrication =
process and that no absorbing window exists, since the light
enters through finger shaped openings in the metal. The dis-
advantage is of course that one part of the diode area is
shielded from light by the metal.

Fig. 1. SEM micrograph showing the finger area of one photodiode. To
• Also: Mid-Sweden University, Dept. of Electronics, S-851 70 Sundsvall, the left of the fingers is a metal area for probing. The area of the finger

Sweden. opening for this diode is 50 x 50 ltn and the finger width is 1.2 g±m.
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Light Table I. Measured characteristics for the diodes on different

,SiC material. Doping is calculated from CV-measurements
Barrier heights are calculated from both CV and IV measure-

Epitaxial layer ments. Ideality factor (N) is calculated from I V-measurements

ND(NA) B CV B IV N Ir@ - 10V

Bulk material NI 7.5 * 10's 0.98 0.97 1.08 <10pA
N2 2.9 * 1016 0.89 0.92 1.14 0.4nA
N3 2.7 * 1018 0.94 0.79 1.23 0.5 mA
N4 1.0 * 1017 0.94 0.84 1.17 18 tA

Back contact P1 1.6 * 1017 2.43 1.94 1.03 < 1 pA

Fig. 2. Cross section of a photodiode. Thickness and doping of the epi-
taxial layer is specified in table 1 for each sample. The depletion region is
indicated by the dotted line in the figure. Photons absorbed in the deple- an ideality factor generally below 1.20 and with low reverse
tion region or within one diffusion length from the depletion region con- leakage currents. The diodes on sample N3 also show good
tribute to the photocurrent. rectifying behaviour despite the very high doping in the

semiconductor. However in this case the ideality factor and
one diode is 120 x 220 pm. Each diode is surrounded by an the reverse leakage current are higher than for the other
opening with a width of 101pm. A cross section of one part diodes.
of a diode is shown in Fig. 2. For diodes on the p-type material the reverse leakage

Titanium was evaporated on the wafers using an electron current at -10 V was below 1 pA and for a reverse voltage
gun evaporator with a residual pressure in the range of of up to -70 V the leakage current remained below 500 pA.
10-8 Torr. The resulting layer thickness was 2000 A. A stan- For the diodes on the n-type substrates the reverse current
dard lift-off procedure was used to remove excess metal. A was below 1 nA at - 10 V except for diodes on the material
back contact was made by evaporation of 5000 A of Al on with the highest doping and the material with a high density
the back side of the wafer. After metallisation the samples of defects.
were annealed in a furnace at 515'C for 30 minutes. No
additional surface passivation was done. 4. Optical characterisation

3. Electrical characterisation Optical measurements were made using an ORIEL 1/8 m
single monochromator equipped with an UV-enhanced

After processing the diodes were characterised electrically 150iW Xenon arc lamp. Relative responsitivity was mea-
by IV and CV measurements. A probe tip was placed on the sured from 400 to 200nm in steps of 10nm with a spectral
metal area on the left side of the opening in the diode. The bandwidth of 10nm. The total beam area during this mea-
back side of the wafer was used as the second electrode. surement was 3 x 3 mm and the intensity of the light varied

C V-measurements were performed using a HP4279A from 1 mW at 400 nm down to 12 jtW at 200 nm. The photo
CV-meter at a frequency of 1 MHz and varying the bias response for diodes with an area of 100 x 100[pm and a
voltage from 0 to - 10 V. Figure 3 shows the results from finger width of 2 gm, measured at 0 V, is presented in Fig. 5.
the CV-measurements of all diodes. The doping concentra- The response is measured as a relative response. As expected
tion in the epitaxial layer and the Schottky barrier heights the sensitivity varies strongly with doping giving the lowest
for the different samples are presented in Table I. response for sample N3. The low response for N1 can be

IV-characteristics were measured in a computerised mea- explained by the fact that the epitaxial layer in this wafer is
surement system using HP3245A Universal Source and very thin reducing the active depth. The response for the
HP3458A Multimeter. p-type sample is higher than for the corresponding n-type

Forward current as a function of forward voltage for samples. The reason for this is that the diffusion length for
diodes on all the different SiC substrates are plotted in Fig. electrons, which generate the photocurrent in the p-type
4. Most of the diodes show good rectifying behaviour with sample, is larger than for holes and that the built in voltage

in the p-type diode is much higher than in the n-type diode.

01
5*1022 NNI

4102--- N3 0,01 DN

0,0001 13 in

3*1022 
; .3

1*10-5 .0 . N3

A 1*10-6 ' n.' N4
1*10-7 .'•n.~1*10-8 • o ,• '*~l

• o- 3.* P11"10-9 o n __ ,

1*10-10 0 11"
1*10_-1 1

............ 1 10-12 -I
0 1 3 5 7 0,5 1 1,5

V V

Fig. 3. CV-characteristics for all diodes. Fig. 4. IV-characteristics for all diodes.
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tration was chosen to be N = 1 * 1014Ccm- for both diodes
60 NI and the carrier lifetime was set to 100 ns. These parameters

50 0 N2 were taken according to the previous simulations in [6].
N3 The radiation is perpendicular to the surface of the semicon-

40. N4 ductor and the metal is considered opaque to the radiation.
[] a] All generation of photocarriers then takes place in the semi-

30 -- PI U C 3 conductor below the opening in the metal. The intensity of2 10 the radiation in this simulation was in the range of• • 0 6* 0 o 13 [ 1015 photons/cm2/s. The surface recombination velocity

10 • vas set to 1 * 10' cm/s. Simulation was done for the wave-
... .._._ lengths 390, 300 and 220 nm. Short circuit currents were cal-

00 culated. The absorption data used in our simulations were200 250 300 350 400

taken from [10].

Fig. 5. Spectral sensitivity of the diodes. The diode on p-type material has The results from the simulations are presented in Table II.

the highest sensitivity and the diode on high doped n-type has the lowest Results are presented as percent of incoming radiation con-

sensitivity. tributing to the photocurrent. Reflection at the semicon-
ductor surface is neglected. Due to the fact that one part of

In Fig. 6 the response curves have been scaled to a peak the semiconductor is shielded by the metal the maximum
response for each diode of 100. Thus the relative response theoretical photoresponse is 83%.
for the different diodes can be compared. N2 has its peak The p-type material shows a much higher photoresponse
sensitivity at 250nm and shows very low sensitivity at than the n-type material. This can be explained by two
longer wavelengths. This is also the sample where the short- effects. First, the built in voltage in the p-type material is
est diffusion length could be expected. Sample N1 also much higher (about a factor of two) than the built in voltage
shows a somewhat lower response at long wavelengths. In in the n-type material. Second, the diffusion length for elec-
this case it can be explained by the shallow epitaxial layer. trons is much larger than the diffusion length for holes

giving a larger contribution from diffusion in the p-type
5. Simulations and discussion material. This effect also explains why the difference in

photocurrent is larger at long wavelengths where a large
In order to investigate the theoretical sensitivity one number of photons are absorbed deep down in the semicon-
segment of two different diodes, one on n-type and one on ductor. The reason for the low response at short wave-
p-type material, was simulated using the program MEDICI. lengths is the surface recombination.
The simulated diode had a metal finger width of 1 gim and If we compare the measurement results from a p-type
an opening between the fingers of 5 pim. The doping concen- diode, P1, with the result for a n-type diode with similar

doping, N4, the we can see a similar effect even if it is less

100 N1 pronounced. The higher doping in these diodes will reduce
900* a, " 0N2the diffusion length.90 13 " ] 3' N2

80 - 13

70 ,., • N3 6. Conclusions
• 60 ." •N4

50 A•a PN Schottky diodes on 6H-SiC can be used as efficient photo
S40 [ ' 1 detectors. The sensitivity of the diodes depends on doping

30 • concentration. p-type material gives higher short circuit cur-20 " 13
20 A rents due to larger built in voltages and larger diffusion
10 0 lengths. Schottky diodes on 6H-SiC can be fabricated on
0 R A 4 substrates with as high doping as 2 * 1018 cm- 3 and still be
200 250 300 350 400 used at reverse voltages of up to 10 V.

nm

Fig. 6. Relative spectral sensitivity for all diodes. The highest measured
response for each diode is taken as the value 100 for that diode. Peak 7. References
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Abstract peak efficiency of 17.8% for GaInAsP cells (AM0, one sun,

We report the fabrication and characterization of large area (1 x I cm2 ) active area) and 11.0% for GaInP cells (same illumination).
Ga0 .84 In0 .16As0.6 8 P0 .3 2 (Eg = 1.50eV) and Ga0 .5 1In 0.4 9 P (E5 = 1.88 eV) The uniformity of the average efficiency of the cells across
solar cells. The cell structures were grown by gas-source MBE on 2" (100) the whole 2" wafer points out that larger area solar cells can
GaAs substrates. For the GaInAsP material, both n-on-p and p-on-n struc- be manufactured. The possibilities for further cell efficiency
tures having wide-gap Gao.5Ino. 49 P window were studied. The GaInAsP improvement are discussed.
n-on-p cells showed significantly better active area conversion efficiencies
(17.8% at AMO, 1-sun illumination) than p-on-n structures (13.0%, same
conditions) mostly due to lower sheet resistance of the n-type GaInAsP 2. Experimental
emitter layers. For GaInP cells the best conversion efficiency of 11.0% was
achieved for windowless shallow homojunction n-on-p structure. Since only A schematic of the solar cell structures on GaAs substrates
single layer of SiN. was utilized as an antirefiection coating for all the cells, is shown in Fig. 1. The structures have much in common;
we believe that the application of an optimized two-layer antireflection
coatings could increase the efficiencies up to 19% and 14% for GaInAsP
and GaInP solar cells, correspondingly. The excellent uniformity in all the [Fig. l(a)] has a thin window on the top and a back surface
cell parameters across the 2" wafers indicates that larger area solar cells (up field (BSF) layer both made of wide-gap Gao. 5 Ino•49P. The
to 10cm2) can be fabricated. lattice-matched GaInP window is known to improve spec-

tral response in blue region for both GaAs [6] and
GaInAsP cells. The Gao.5 lno.4 9 structure [Fig. 1(b)], on

1. Introduction the contrary, has a shallow p-n junction without any
Phosphorus containing III-V semiconductors, such as InP window layer and the back field barrier is formed by a
[1], GaInP [2] and GaInAsP [3], have shown excellent sta- heavily doped GaInP BSF layer. Although the AlInP wide-
bility of their material parameters when irradiated by high- gap window and BSF layers have been recently reported for
energy particles and therefore they are considered as good GaInP cells [7, 8], poor quality AlInP/GaInP interface can
candidates for space solar cell materials. In comparison to hinder the improvement of such cells [7]. Therefore the
InP, GaInAsP and GaInP materials have the advantage shallow homojunction structure for the GaInP cell was
that they can be grown lattice-matched on GaAs or Ge sub- chosen.
strates. These substrate materials have better mechanical The solar cell structures were grown by gas-source molec-
strength and they can be made thinner and therefore lighter ular beam epitaxy (GSMBE) using the dual reactor chamber
than InP substrates. V80H machine built by VG Semicon. The diffusion pumped

GaIn, -AsYP, -Y material has wide opportunities to vary GSMBE chamber is equipped with a high pressure cracking
the band-gap and lattice constant. Quaternary material with Contact layer

the composition of x = 0.84 and y = 0.68 has nearly Front metal n-GaAs, txac1telye400 nA. Contact layarecr3

optimum energy band gap (1.5 eV) for conversion of AMO NIIAu/!3fA AR Coatini Front metal n-c,•0s,0lloa'• .. . .... 6 400n

sunlight illumination [4]. It can also be used for making"...... 60lm .NlAu/jG/Ao AnCoawin,
Window layer SINx, 60 nmmonolithic tandem solar cell structures, because it is both na_ __0__m_" 20_... ....

current-matched and lattice-matched to Ge [3]. Such a Emitter laye, Emitter layer

tandem structure is expected to have efficiency around 30% n-GalnAsP Ux018Cm4 150nm n-GalnP 200"- 70

[3, 4]. Base layer Base laye,

Lattice matched Gao.0 5 1 no. 49 P having a band-gap of p-GatnAsP 5x10"cierc 3.0rpm p-GainP 5xl
0

'6cm" 3.0 Rm

1.9 eV can be used as a top cell in a monolitic tandem solar BsF layer BSF layer

cell structure with bottom cell made of GaAs, because these P-.eaaP 1X10 11m 50n p.GnP IxI0"'CM3 500m

cells can be adjusted to be current-matched under AMO illu- Buffer layer Buffer layer

mination. Such tandem structure has already been reported p-GaAs Ox`o"cmý 50om p-GaAs 5•o"i"cm 3 Do00m

with efficiency over 27% at AM1.5 [5]. Substrate Substrate

In this paper we report the fabrication and character- p-GaW 1.5A 
0

Cm
3 

400 pm pGaAs 1.5rri'Cm
3 

400 Pm

ization of large area (1 x 1 cm2 ) Gao.8 4Ino.1 6 Aso.68 Po.3 2

and Gao.0 5 1 no.4 9 P solar cells on GaAs substrates with the DOCksUfaaA metal PtA .ii j/ BacsucrtoI /PtAu;

Fig. 1. The GaInAsP (a) and GaInP (b) solar cell structures. Similar struc-
e-mail smekalin@ee.tut.fi ture as (a) was utilized for p-on-n GaInAsP solar cells.
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cell (at 950 °C) for thermal decomposing of the group V mesa etching the GaInP layer with hydrochloric
hydrides, AsH 3 and PH 3 , used as group V source materials. acid: phosphoric acid (1 : 1) solution, and for the quaternary
Solid source effusion cells are used to generate the group III structure the GaInAsP material with sulphuric
and dopant material beams. There are two effusion cells for acid :peroxide: water (1 : 1 : 1) solution. A single layer of
indium, one for gallium and one for both of the dopant SiNX with a thickness of 60 nm was applied to the front
sources, silicon and beryllium. In and Ga fluxes were mea- surface of the device to form the antireflection coating and
sured with a calibrated ion gauge moved to the substrate to protect mesa edges. The total area of the device is 1 cm 2 .
position for the measurement. The structures were grown on Four 1 x 1 cm 2 solar cells were normally fabricated out of
2-inch GaAs(001) wafers attached to the substrate holder one 2" wafer, along with a number of smaller cells.
without using indium solder. The "epi-ready" GaAs wafers The power conversion efficiencies of the solar cells were
were loaded in vacuum without any wet-chemical pretreat- measured under approximate AMO illumination. Some of
ment. A pre-growth heat treatment was performed in the the data obtained were also confirmed at EEV Ltd. using an
vacuum chamber at a substrate temperature of 600-610 'C AMO simulator. Since the cells have relatively large front
under arsenic pressure. A narrow-band infrared pyrometer grid coverage, all the experimental data on spectral
was used to measure the substrate temperature, which was responses and power conversion efficiencies were corrected
between 500 and 510 'C during the growth of GaInAsP and according to grid loss and refer hereafter to the active area
GaInP layers and about 600'C for GaAs layers. The of the devices.
growth rates were about 1.4, 1.7 and 2.8 gm/h for GaAs,
GaInAsP and GaInP, respectively. Rotation was performed 3. Results and discussion
for the samples during growth in order to obtain a homoge-
neous distribution of group III materials over the entire Figure 3 represents the data on spectral response for both
sample area. GaInAsP and GaInP cells. As it can be seen, the GaInP

The lattice matching was checked by measuring X-ray dif- shallow homojunction cell [Fig. 3(a)] has reasonably good
fraction rocking curves (Fig. 2). The curves reveal reason- response in the blue region, due to low absorption of light in
ably good crystalline quality for both GaInAsP and GaInP the thin emitter layer. For the GaInAsP cells it was
structures. A small compressive strain of approximately observed that n-on-p structure [Fig. 3(b)] has better
0.02% at room temperature, providing the lattice matching quantum efficiency than the p-on-n one for all wavelengths.
at growth temperature, was considered as an optimum. The The main reason for the lower response of the p-on-n struc-
band-gap energy of the quaternary material was evaluated ture is the high sheet resistance of the p-type GaInAsP
by measuring room-temperature photoluminescence (PL) emitter layer. It was proved by direct measurement of the
spectrum of a single GaInAsP and GaInP test layers grown sheet resistance of both layers using the conventional tran-
prior to the actual structures at the same growth conditions. sient line method. For the n-type GaInAsP emitter layer the

Contacts to n-type GaAs were made by sequential evapo- specific resistance appeared to be 3 x 10-' fcm, while for
ration of Ni/Au/Ge/Au metal composition. The contact was the p-type it was 0.1 0 m. Using the known doping levels for
annealed at 400'C for 1 minute. For p-type contacts, Ti/Pt/ both layers, we are able to derive an estimation for the free
Au layers were evaporated. After evaporating and annealing carrier mobilities in these materials. For n-type electrons it
both contacts were electroplated with gold up to the thick- is around 1200cm 2/Vsec, and for p-type holes it was only
ness of approximately 2 1im. The front contact grid was 40cm2/Vsec. These values are in a good agreement with
defined by photolithography with an obscuration of 20% of Hall mobilities of the single GaInAsP epitaxial layers grown
the total cell area. The GaAs contact layer was removed by GSMBE. Therefore p-type GaInAsP appears to be inap-
from between the metal grid lines by selective etching the propriate material for thin emitter layers. The problem of
GaAs over the GaInP layer with phosphoric the emitter sheet resistance cannot also be solved by making
acid: hydrogen peroxide: water (1: 1 : 25) solution. The cell the emitter layer thicker, because both experiment and cal-
perimeter was also defined by photolithography and by

1 0 0 . .... .....
90 C

Ga nP 80
GaInAsP

'5 50
SI II

CY20

10

0 0 400 500 600 700 800
-500 -400 -300 -200 -100 0 100 200 300 Wavelength, nm

Separation angle, arcsec Fig. 3. Quantum efficiencies (QEs) of the solar cells: a - external QE of the

Fig. 2. X-ray diffraction rocking curves for GaInAsP (a) and GaInP (b) GalnP cell; b - external QE of the GalnAsP cell, c - internal QE for the
solar cell structures. GalnAsP cell.
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culation show that thicker emitter layers will result in addi- improvement of the GaInP material properties should make
tional decrease in the cell efficiency. it possible to increase the open-circuit voltage and the effi-

Gradual decrease in quantum efficiency that appears on ciency of the GaInP cells.
the long-wavelength side QE spectrum of the GaInAsP cell Having obtained the experimental data on internal
[Fig. 3(b)] is due to the reflection from the surface of the quantum efficiencies for both cells, we estimate that an
structure. The thickness of the single layer SiNX anti- appropriate two-layer antireflection coating for the devices,
reflection coating was chosen to minimize the reflection at e.g. ZnS/MgF 2 could increase the active area conversion
around 500nm, therefore the reflection for wavelength over efficiency up to 19% for GaInAsP and 14% for GaInP.
680 nm exceeds 10%. This can be seen from the internal Having processed and studied a number of 2" wafers into
quantum response spectrum for the same structure [Fig. solar cell devices, we also made a conclusion that for all the
3(c)]. Changing the antireflection coating to two-layer cells processed from the same wafer the efficiency figures lay
system. e.g. ZnS/MgF 2 , can sufficiently improve the spectral within no more than 0.3% deviation from the average figure
response and thus increase the total conversion efficiency. for the wafer. This is a clear indication that even larger area
The decrease in response of the GaInP cell for the wave- solar cells (up to 10cm 2) can be fabricated out of a 2" wafer
length over 600 nm [Fig. 3(a)] is attributed to relatively grown by gas-source MBE.
short diffusion length of minority electrons in GaInP base
layer. It is reported to be about 1-1.5 gtm [8] at best. There-
fore, when part of the incident light is absorbed deeply in 4. Conclusion
the base layer, as it happens for the wavelengths over
600 nm, not all the photogenerated electrons can reach the In summary, we have reported the fabrication and charac-
p-n junction and contribute to the photocurrent. terization of large area (1 x 1 cm 2) Gao.8 4Ino. 16As0 .68 P0 .3 2

The illuminated current-voltage (IV) characteristics of and Gao.51 1no.4 9 P solar cells on GaAs substrates. The best
both the GaInAsP and GaInP solar cells under AMO spec- efficiency achieved for the structures having single-layer
trum, 1-sun intensity (135 mW/cm 2) is shown in Fig. 4, The SiN. antireflection coating was 17.8% for GaInAsP and
open-circuit voltage Uo0 ,, fill-factor (FF) and active area 11.0% for InGaP at AMO, 1 sun illumination. The applica-
conversion efficiency were 1.014V, 0.87 and 17.8% for n-on- tion of an optimized two-layer antireflection coating should
p GaInAsP device, and 1.200 V, 0.80 and 11.0% for GaInP increase the efficiency of the device up to 19% and 14%,
structure, respectively. The open-circuit voltage of 1.2 V respectively. Also the excellent uniformity in cell efficiencies
appears to be somewhat low in comparison to the values of across the 2" wafer makes it possible to fabricate larger area
up to 1.3 V for MOCVD-grown structures reported recently (up to 3.5 x 3.5 cm 2) solar cells. The data obtained shows
[2, 8]. This might be due to the certain leakage across the that gas-source MBE grown GaInAsP and GalnP materials
p-n junction caused by material imperfectness of the gas- are competitive candidates for the next generations of space
source MBE grown GaInP. We believe two main reasons solar energy systems.
are responsible for that. First, the incorporation of the p-
dopant (Be) in GalnP layers that can cause clasters forma-
tion and distortion of the crystal lattice. Second, the Acknowledgements
ordering/disordering of the GaInP alloy that can change
across the structure during the growth. The GaInP material The authors wish to thank Dr. T. Cross and Mr. C. Hardingham at EEV

study is under way now, and we believe that further Ltd. (England) for their co-operation and confirmation of the results
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Abstract where I is the cell output current, Iph is the photocurrent,

In this paper, the parameters for the solar cell two diode model are solved Isi, 1s2 are the saturation currents of diodes 1 and 2, R, the

with respect to the cell series resistance, thus providing an efficient mean to series resistance, Rsh the shunt resistance, V is the output
extract the possible combinations for the model parameters. In the calcu- voltage of the cell, and V, = kT/q where k is the Boltzmann
lations, the diode ideality factors nj and n2 have been left fixed. The usual constant, T the cell temperature and q the electron charge.
way is to set nj = 1 and n2 = 2 to represent the diffusion and recombi- In this paper the diode ideality factors n, and n 2 are fixed to
nation current terms, respectively. The procedure is tested with respect to 1 and 2 to represent the diffusion and recombination
some published cell parameter values with good results. current terms, respectively [3].

The five base equations are now derived in a somewhat

1. Introduction similar manner as was done by Chan et al. [1] with the one
diode model, and Enebish et al. [2] with the two diode

The current versus voltage characteristics of a solar cell model. Three of the five equations can be found putting the
under illumination is commonly translated to an equivalent pairs (0, Voj, (Is., 0), (IM, VM) to F(I, V). In the derivation of
circuit containing a photocurrent source and a diode with a the remaining two formulas, one can use the relation [2]
shunt resistor, and a series resistor in the load branch. To
get a more accurate fit to a measurement data, a second dF dF d V+
parallel diode is sometimes added to the circuit. The two dI dV dI
diode model allows one to separate the diffusion current ( dV\
term, in which the diode ideality factor n equals 1, and the = 1 ±+ Rs + -)
recombination current term, in which the ideality factor dI

equals 2. The other model parameters are the photocurrent, eV+I&)Inj + _ -t- 02Vt

lph, the diode saturation currents Is, and 4s2, the shunt x (nIV' n 2 e +0

resistance Rsh, and the cell series resistance Rs. nf1 1, n2 V4

The task for extraction of the five model parameters from and solve it in the short circuit (I.,, 0) and maximum power

the cell current equation is not analytically solvable, and (Im, Vm) points. To shorten the expressions, we now adopt

iterational methods must be used to fit the measured current the following notation:

versus voltage curve to the equation. The fit can be based A = evedns "ct, B = eVV.n2 ' V', C = el-- "Rs/n , " Vt

on a set of five equations derived from the current equation -ecn -V, B + I m V c -

in different ways. A common choice is to fit the parameters D = e,-" R,/n2.v, E = e(vM+ 1M Rs)/Y 1 .%v, G = evM+IM R,)+,2. v,

in the open circuit point (0, Voc), short circuit point (ISc, 0) We also write
and maximum power point (In, Vm), with the remaining two
equations derived from the curve slope at (0, Vo4) and (I. + Voc- Is.'ý.-
0). One way to proceed to the solution is to solve as many =C\l " A'
parameters as possible with respect to a smaller set of ( Vo I-/ R.
parameters and iterate from this limited set of equations. = D 1 + -- B
With a proper choice of starting equations, four of the 2 ,/

parameters can be presented as a function of the series Vm + Im 'R.- V0.
resistance only, as presented in this paper. The series resist- y = E - A - C nV + Vt -

ance R. remains to be iterated. As the parameters Iph, Isi,

1,2 and Rsh are represented as functions of R. only, and 6 = G- B- D" Vm + Im'Rs- V.c-
should be positive in sign in the correct solution, one has a n2 * V,

very effective mean to narrow out the R, ranges insidewhich the solutions are to be found. Note that the expressions are functions of R5 only. Next, we
define dV/dIv=o =- Rho to represent the diode shunt resist-
ance as determined directly from the IV - curve slope in

2. Equations used in the parameter extraction procedure the short circuit (lsc, 0) point. After some mechanical calcu-
lations we can represent Is Is2, lph' and Rsh as a function

The current equation for the two diode model F(I, V) is of Rs only:

F(I, V) = I - Iph + Is "(e(V+I R,)/ni -'_ 1) + Is2 6IRs - 1/(Rsho - Rj)(fl(VM + IMRs - Voc)
V + I" Rs + 6(V1, - Ic Rs)) - fllm

x (ev+ I -Rs)n2 -V, - 1) + R -h 0, Is
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1 .(Vf - I' v - R. Rogathi [4] have fabricated high efficiency polycrystalline
I.2 = RshO - Rss I silicon solar cells and used NREL to make the standard

measurements. Their NREL measurements at 25 °C on a

I'h = I•s A 1- I - 'V C + Is2 1.00cm 2 17.7% efficient cell gave V., = 0.6259V, I,, =
nj V, /35.6OmA, VM = 0.5284V, IM = 33.4mA. The shunt and

_Vo .D) V series resistance measurements gave R~h = 299 kohm and
X B)-1 RoROC R, = 0.34 ohm.

n2R O -The group also analyzed the results with a two diode

1 1 C D model using ideality factor of 3.6 with the second diode.
Rsh RshO - n-Vt1.2 n-V1t Their calculations gave I., = 1.33 10- 12 A and Is2 =

9.37• 10-7A for the diode saturation currents. The corre-
The R. can be iterated from the formula sponding values from our procedure were I,, =

1 0I 8.77 10--3 A and 1s2 = 6.77 10-7 A, which are very close
1 +( .R 'E + n-- G + = 0. to the reference, despite the fact that n= 1 had to be

assumed as in the reference paper its value was not men-
tioned. The R. value obtained was 0.487 ohm, which is rela-

3. Results and discussion tively far away from the 0.34 ohm measured reference value.

A procedure to make the parameter extraction has been In practical use, one of the most critical things with the pro-

written in C. The input parameters defining the specific cell cedure is the accurateness of the measured input parameters,
under study are the short circuit current I, the open circuit e.g. T and R.ho, as was pointed out in [1].

voltage V,, the voltage VM and current IM in the maximum
power point, the voltage versus current curve slope at short
circuit RshO, and temperature T. The parameter extraction References
is initiated by checking the ranges of R. inside where posi- 1. Chan, D. S. H., Phillips, J. R. and Phang, J. C. H., Solid State Electron.
tive values of Iph, '•s, Is2 and Rsh can be found simulta- 29, 329(1986).

neously. The possible solutions for R, is then iterated inside 2. Enebish et al., Solar Energy Materials and Solar Cells 29, 201 (1993).
these ranges. 3. See for instance S. M. Sze, Physics of Semiconductor Devices, 2nd ed.,

New York, 1981, John Wiley & Sons.
The procedure was tested against published parameter 4. Sana, P., Salami, J. and Rohatgi, A., IEEE Trans. Electron Dev. 40,

values of a pn-junction solar cell. P. Sana, J. Salami and A. 1461 (1993).
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Abstract by growing III-V barrier reduction layers, which open the

We have adopted a new approach in an attempt to improve the present- band gap (Eg) to make it closer to Eg of ZnSe.
day technology in preparing blue/green ZnSe light emitters. This approach In the present paper we discuss structural and optical
includes growth of layer structure with n-on-p configuration and the use of properties of ZnSe-based materials grown on GaAs sub-
barrier reduction layers in between the GaAs substrate and the lower clad- strates by MBE.
ding layer of the device structure. In addition, we have studied MnZnSSe
quaternary alloys to replace the MgZnSSe layers which are normally used
as cladding layers of the blue/green light emitters and which are known to
exhibit poor electrical properties. 2. Experimental

1. Introduction ZnSe-based layers and structures were grown in a DCA
Instruments MBE system equipped with the reflection high-

The use of ZnSe and related 1I-VI compound semicon- energy electron diffraction (RHEED) technique. Elemental
ductors, such as ZnSSe and CdZnSe grown by molecular Zn, Se, Cd and Mn and the ZnS compound were used as
beam epitaxy (MBE), together with a nitrogen rf plasma source materials. A ZnC12 source was used for n-type
source [1], has resulted in blue/green quantum well (QW) doping, while p-type doping was achieved using an Oxford
lasers [2, 3] and light emitting diodes (LEDs). Applied Research rf nitrogen plasma source. The beam

Preparing the materials for the I-VI lasers and LED's is fluxes were measured with a nude ion gauge. The fluxes
very difficult. One of the difficulties is to obtain the lattice were set to give a beam equivalent pressure ratio
matching of II-VI layers to each other and to the substrate Zn: Se • 1.3 for growth of ZnSe. Optimum (nominal)
crystal structure. For example, the critical thickness of an growth temperature of ZnSe was found to be around 350 'C,
MBE-grown ZnSe layer on a GaAs substrate having the and of ZnSSe and other compounds about 300 'C. The
lattice mismatch of 0.27% is about 1500 A [4]. As soon as GaAs (100) substrates used in these experiments were delib-
the ZnSe film becomes thicker than the critical thickness it erately misoriented 2' off towards (110).
relaxes, and a high density of misfit dislocations is resulted GaAs buffer layers and III-V barrier reduction layers
in. Thick epitaxial layers, much thicker than 1500A, which were grown in a double-chamber MBE system VG from
were free of dislocations are necessary for making devices. Semicon Ltd. One of the VG chambers comprised a gas-
Therefore, growth of such layers is only possible by using source MBE (GSMBE), the other chamber comprised a
ternary (ZnSSe) or quaternary (MgZnSSe) alloys which conventional solid source MBE. The III-V layers were
can be lattice matched to GaAs. For example, separate grown on GaAs by the GSMBE, and were then transfered
confinement heterostructure (SCH) blue/green quantum in vacuum into the MBE chamber for deposition of an
well laser diodes usually consist of lattice matched arsenic cap layer. The As cap layer protected the surface of
Mgo.0 9Zno.91S0.12 Seo.88 quaternaries as cladding layers and the sample during the sample transfer in air from this
lattice matched ZnSo.0 7 Seo. 93 as waveguides [5]. reactor to the II-VI reactor.

Typically, ZnSe nucleates in a three-dimensional (3-D) After growth of the II-VI layers, the total film thickness
manner in the initial stage of layer growth on GaAs. was measured with a stylus surface profiler. Composition
However, depositing ZnSe onto a GaAs buffer layer, which and crystalline quality were studied by double-crystal X-ray
is grown on a GaAs substrate, 2-D nucleation can be diffraction (DCXRD). Optical and electrical properties were
achieved at a very early stage of growth [6]. studied using photoluminescence (PL), Hall measurements,

Because MgZnSSe used as a cladding layer of laser or and electrochemical capacitance-voltage (ECV) profiling.
LED is poor in electrical quality we have studied MnZnSSe
as a replacement for MgZnSSe. In addition, we have
attempted to overcome the difficulties encountered in the
conventional p-on-n layer configuration by preparing n-on- 3. Results
p structures since no ohmic contact to p-type ZnSe is pos- 3.1. ZnSE
sible. On the other hand, in the n-on-p configuration there
exists a large potential barrier for holes at the p-GaAs/p- A number of relatively thick ZnSe films (1 jim-4 gm) were
ZnSe interface. Our aim is to reduce this valence band offset grown to determine the effects of various growth parameters

on crystallinity of ZnSe and to study the electrical proper-
ties of ZnSe : Cl. All the layers grown, including ternary and

e-mail pexi@ee.tutfi quaternary alloys, possessed shiny mirror-like surfaces.
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A spotty "fishnet" RHEEd pattern observed in the initial
stage of growth the ZnSe suggested an occurrence of three DCXRD
dimensional nucleation when depositing the layers directly GaAs
on GaAs substrates. On the contrary, growth of ZnSe on ZnSSe
GaAs buffer layers, prepared as described above, resulted in
the formation of streaky (2 x 1) and c(2 x 2) reconstructed .n 1.0.lfl.

RHEED patterns at very early stage of growth indicating a r
2-D character of nucleation.

When the ZnSe layer was relaxed (thickness over 2000 A) -

the full width at half maximum (FWHM) of the {400} dif- F
fraction peak of DCXRD was very broad, due to the pres- __

ence of misfit dislocations. However, the FWHM became " 60 sec
narrower, as the layer thickness was increased. The FWHM U
decreased from 300 arc sec for a 2 prm ZnSe to 120 arc sec
for a 4 gm ZnSe. - Splitting

Figure 1 shows the carrier concentration (n) and the Hall .p-.. t
mobility of ZnSe, determined at 300 K, as a function of 214 sec
ZnC12 cell temperature. The Hall mobility is about 400 cm 2

/

(Vs) at a doping level of n = 4 x 1016 cm-' and 230 cm 2/
(Vs) at n = 4 x 101 cm - which was the highest doping -200 0 200 400 600
level achieved. arcsec
3.2. ZnSSe Fig. 2. DCXRD-curve for a I Wrn thick closely lattice-matched ZnSSe-layer

grown on a GaAs-epilayer.

The mole fraction x in ZnSSel -x must be about 7% to
yield lattice matching to GaAs at growth temperature.
Figure 2 shows a typical DCXRD rocking curve obtained
for a 1.0gm thick ZnSSe film on a GaAs buffer layer. The ity measurements were not possible for these samples, due
FWHM is 60 arc sec. For comparison, similar layers grown to the problems with ohmic contacts, we applied an ECV
directly on GaAs substrates without the GaAs buffer layers technique to study the p-type conductivity. The ECV data
resulted in much poorer crystal quality with the FWHM of for ZnSSe:N are shown in Fig. 3. As one can see, the largest
more than 100 arc sec. This comparison points out that the net acceptor concentration was 1 x 1017 cm-a obtained at
initial stage of II-VI growth is critical, an rf power of 200 W.

Prior to ZnSSe growth, a thin (200 A) ZnSe layer was
always grown on GaAs in order to prevent the pitting 3.3. MnZnSSe
caused by sulphur which attacks a bare GaAs surface in the Our preliminary experiments on growth of Mn.Zn1 xS,
growth chamber [6].

Nitrogen doping experiments were performed mainly for Se1 -y have been quite promising. In these experiments we
ZnSSe samples. The rf-power of the nitrogen source was
varied between 120 and 350W, while the nitrogen partial
pressure was about 3 x 10-6 mbar. Since direct Hall mobil- 18101

ECV p-ZnSSe

10 20 ... .... ....... 500 300oC

"RT Hall n-ZnSe gr'

. 107 ..........6 .. ... ...
19 ..... T3300 50w

t< 310160 -r

100
01 .. .. .. ..... ... .35

1 0 16 ' " ' .1 0..................................5 .........,.... .

65 70 75 80 85 90 95 100 150 200 250 300 350
ZnCl2-cell Temperature (0C) Plasma Source rf-power (W)

Fig. 1. Room temperature Hall measurements for Cl-doped ZnSe- Fig. 3. Net acceptor concentration of p-ZnSSe measured by electrochemi-

epilayers. Electrical properties of these n-type layers meet the requirements cal CV-profiler. The net carrier concentration drops dramatically at rf

of practical device structures. powers over 200 W, indicating a rapid increase in compensation.
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DCXRD P1-Spectrum (442nm)

MnZnSSe GaAs 5QW-Structure le-ihh

1Rm substrate

80K 300K

FWHM ZnSSe
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- ZnSSe le-1lh

450 460 470 480 490 500 510
SWavelength, nm

-600 -400 -200 0 200 400 600 Fig. 5. Photoluminescence from Cd 0 . sZn0 .82Se quantum wells at 300K
and 80 K.

arcsec
Fig. 4. DCXRD-curve for a MnZnSSe-layer grown on a ZnSSe/GaAs sub-
strate.

in ZnSSe. Figure 6 shows the calculated current-voltage
(I-V) curves of the pn-junction in ZnSSe which is assumed
to be grown on various III-V layers. The effects of buffer

first deposited a thin ZnSe protection cap layer on a GaAs layers are remarkable. We can see that the voltage drops
buffer layer, and then grew 1 gm thick ZnSSe and 1 pm from about 20 V to 4 V, as the III-V layers are placed
MnZnSSe layers. A DCXRD scan in Fig. 4 reveals that the between GaAs and ZnSe. This calculation may turn out to
structural quality of MnZnSSe is reasonably good. From be very useful in a later time when we attempt to prepare
this DCXRD it was concluded that x was about 0.05 and ZnSe-based lasers with n-on-p configuration.
y & 0.10. From optical absorption studies, the band gap was
determined to be about 2.9 eV.

3.4. CdZnSe quantum well 4. Conclusions

High-efficiency semiconductor light emitters requires We have grown ZnSe, ZnSSe, MnZnSSe and CdZnSe layers
quantum well structures. We have studied CdZnSe as a QW by MBE in preliminary experiments to develop materials for
material. Our typical multi quantum well structure con-
tained five 70A strained-layer Cdo., 8Zno. 82Se QWs separat-
ed by 100A ZnSo.0 7Seo.9 3 barrier layers, all grown on a

1.5 gjm thick Zno.0 7Seo.93 buffer layer. 24 24
Figure 5 shows PL spectra for a 5-QW ZnSSe/CdZnSe No b " ' layer

sample at 300 K and 80 K. The main peaks in both spectra 20 -20
are due to le-lhh transitions. The high-energy shoulder in
the 300K PL spectrum is assigned to le-llh transitions. f'16 16
The low Pt intensity of the ZnSSe barrier material seen in InGaP
the 300 K PL shows that there is a strong quantum confine- a
ment of carriers in this QW-system. e12 12S~AlAs

3.5. Effects of barrier reduction layers > 8 Aline 8
When a layer structure with n-on-p polarity is grown theA lAs AlllaP
large valence band offset of about 1 eV formed at the p- 4 4
GaAs/p-ZnSe interface must be lowered in order to inject
holes effectively into the QW region of a device. This poten- 0 0
tial barrier can be lowered by growing barrier reduction 0 20 40 60 80
layers the energy bandgaps of which increase stepwise as
one approaches the interface between the III-V and II-VI. Current (mA)

We have theoretically studied the effects of barrier Fig. 6. Calculated current-voltage characteristics of ZnSSe pn-junctions on

reduction layers on the electrical properties of a pn-junction different barrier reduction layer combinations.
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blue/green lasers and LED's. We have observed that growth on various buffer layers predict that a proper choice of
on a GaAs substrate results in three-dimensional nucleation barrier reduction layers is of very great importance.
and poor structural quality, as deduced from X-ray diffrac-
tion measurements. In contrast, growth of ZnSe on a GaAs
buffer layer indicates an occurrence of more two- Acknowledgement
dimensional nucleation and yields good grystal structure. This work was supported, in part, by the Academy of Finland. It was
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Abstract From the diffusion coefficients, the momentum relaxation

By degenerate four-wave mixing experiments in a two-beam geometry, we rates of the excitons are being determined and compared
have investigated the initial coherence and dephasing of quasi two- with dephasing, or polarization relaxation rates [21].
dimensional excitons and biexcitons in GaAs multiple quantum wells. The
dephasing has contributions from phonon scattering, interface-roughness 2. Excitons in GaAs/AIGaAs quantum wells
scattering and exciton-exciton scattering. Inhomogeneous broadening and
generation of coherent wavepackets play a significant role in the coherent In bulk GaAs, the exciton binding energy is 4.2 meV with an
exciton dynamics. The incoherent exciton dynamics, diffusion and recombi- exciton Bohr radius of 75 A. Thus, distinct exciton features
nation, is studied by three-beam transient grating experiments. A signifi-
cant difference in the interface roughness scattering of coherent and are only observable at low temperatures. The binding
incoherent (thermalized) excitons is observed, energy of biexcitons in bulk GaAs has been calculated to be

0.1 meV [22], so they are difficult to observe experimentally.

1. Introduction In GaAs quantum wells with a width below the exciton
diameter, there is strong confinement of the excitons in the

In low-dimensional semiconductor nanostructures as pro- direction perpendicular to the quantum well layers, so the
duced by modern crystal growth techniques, e.g. molecular excitons become quasi-two-dimensional. The forced
beam epitaxy (MBE), the excitonic features of the linear and increased overlap between the electron and hole wave func-
the nonlinear optical properties are strongly enhanced, and tions increases the Coulomb binding energy of the excitons
are observed even at room temperature [1, 2]. The study of to about 10meV for 100 A quantum wells. Similarly, the
exciton dynamics is of importance for applications in future biexciton binding energy is strongly enhanced and is calcu-
ultrafast optical and opto-electronic devices, such as lasers, lated to be around 1.2 meV for 100/A wells [23]. One there-
optical modulators and switches [3, 4]. Similarly, ultrafast fore expects, the biexciton effects are important for the
linear and nonlinear optical spectroscopy of excitonic tran- nonlinear optical properties of GaAs quantum wells, at least
sitions provide an important tool for the study of the funda- at low temperatures, and they have been searched for
mental properties, and the quality, of these low-dimensional through a number of years [24-27]. It is not until recently,
quantum structures. Such studies have been made possible however, that biexcitons have been unambiguously identi-
by the development of ultrafast laser systems, and they have fled by four-wave mixing and quantum beat experiments
recently been undertaken by many research groups around [11, 12]. We shall return to these biexciton effects later.
the world [5-8]. In bulk GaAs, the heavy hole and the light hole valence

We have performed coherent degenerate four-wave bands are degenerate at the zone centre. Since the confine-
mixing (DFWM) experiments in a two-beam geometry on ment energy of free carriers in quantum wells is dependent
GaAs/AlGaAs multiple quantum wells, investigating the on their mass, the degeneracy of the heavy hole and the
initial coherence and dephasing of quasi two-dimensional light hole valence bands is lifted, and therefore the linear
excitons after resonant excitation by ultrafast laser pulses optical absorption near the band gap of GaAs quantum
[9]. Well width fluctuations and interface roughness lead to wells shows two distinct lines that are the heavy hole (HH)
inhomogeneous broadening and/or splitting of the exciton exciton and the light hole (LH) exciton resonances as shown
lines depending on the interface island configuration [2, 10]. in Fig. 1. The exciton dynamics determine the dynamical as
The formation of biexcitons in GaAs MQWs is being well as the nonlinear optical properties of GaAs quantum
observed [11, 12], and in the coherent DFWM experiments wells, as we shall see. The optically excited excitons are
a number of quantum beats and polarization interferences created in definite k-states due to wavevector conservation
between different exciton transitions appear [13-17]. By in the optical absorption process. Excitation by a short
spectrally resolving the DFWM signal, the degree of inho- coherent laser pulse, thus creates a macroscopic polarization
mogeneous broadening can be estimated [18] and the in the medium that will decay with the scattering of excitons
nature of the observed interferences and beats determined out of the initial k-states. This process is the dephasing of
[19]. the excitons with the characteristic dephasing time, or trans-

DFWM, or transient grating [20], experiments in a three- verse relaxation time T2, which is of the order of ten picose-
beam geometry have been performed, revealing recombi- conds at low temperature and low density. After the
nation lifetimes and diffusion coefficients of the excitons. dephasing, energy relaxation or thermalization of the exci-

tons will occur before the final (radiative) recombination of
1 Institute of Microelectronics, Chernogolovka, Moscow 142432, Russia. the excitons in about a nanosecond, depending on tem-
2 Fysisk Institut, Odense Universitet, DK-5230 Odense M, Denmark. perature.
' The Niels Bohr Institute, Orsted Laboratory, Universitetsparken 5, With increasing excitation density, strong nonlinearities

DK-2100 Kobenhavn 0, Denmark. are observed in the excitonic features. Exciton collisions will

Physica Scripta T54



182 J. M. Hvam, D. Birkedal, V. G. Lyssenko, J. Erland and C. B. Sorensen

where Xý') is the third order nonlinear susceptibility, and the
0.8 frequency and the wavevector of the collimated signal beam

are given by the energy and wavevector conservations,

C ) expressing the phase-matching conditions

)(0= ±+01 ± (02 _o93 Ak = +kj ± k 2 ± k3  (2)
o b)

(0 0.4 where +/- is entered for absorbed/emitted waves.
S) IWith two degenerate beams ((9, = 02 = co and k, =

O 2 k2 = k), impinging under an angle 0 (cos 0 = k, • k2/k2 <1),
- 02as in Fig. 2, there are two possibilities with perfect phase-

match: k = k, and k = k2 . These nonlinear signals are
0.0 generated in a direction with a large linear signal and may

1.540 1.545 1.550 1.555 1.560 1.565 therefore be difficult to detect at moderate intensities. There
Photon energy [eV] are also two possibilities with near phase-match: k = 2k2

Fig. 1. Transmission through a sample with 100 A GaAs MQWs in the - k, - Ak and k' = 2k 1 - k 2 - Ak, where Ak is the wave
region of heavy hole (HH) excitons and light hole (LH) excitons for a weak
probe pulse alone (a), and after an intense pump pulse, which partially (b), vector mismatch perpendicular to the sample plane. This
or fully (c), bleaches the exciton transitions. The high frequency modula- geometry (see Fig. 2) has the advantage that the nonlinear
tions of the spectra is due to Fabry-Perot interferences in the sample signal is a collimated beam propagating in a backgound free
mount (sapphire). direction. It is therefore well suited for the detection of even

very small nonlinear signals. The linear background can to
a high degree be eliminated by simple spatial filtering.

increase the dephasing rate, resulting in broadening of the This DFWM can also be viewed upon as a case of light
exciton lines. Furthermore, the exciton absorption is grad- induced gratings [20, 28]. The two incident beams set up a
ually saturated due to one of two causes: screening of the stationary polarization grating in the nonlinear medium
Coulomb interaction by free electrons (and holes) and/or with scattering vectors _(k2 - k) and a grating constant
phase space filling revealing the Fermionic origin of the A = 2nz/1 k 2 - k, 1. This grating in turn scatters the incident
excitons [1]. In bulk semiconductors, screening tends to be beams k, and k2 into the directions k' and k, respectively, as
most important, but in lower-dimensional structures screen- also discussed above (see Fig. 2). The signal intensity in the
ing is partially inhibited and at the same time the density of scattered direction is [28]
states is altered, so that phase space filling becomes the
dominant nonlinear effect. At higher excitation densities, the sin2 (4k)
excitons are completely bleached and the band gap is renor- I
malized due to many-body exchange and correlation effects. Akd)2
This is illustrated also in Fig. 1 showing absorption curves (A2
after intense pulsed excitations.

In this paper, we shall study the excitonic nonlinearities where d is the sample thickness, or the nonlinear interaction
at low and medium exciton densities by degenerate four- length in general. Near-phase-match requires Akd << 1, i.e.

wave mixing (DFWM), a technique that is also ideal to thin sample geometry. If the sample is very thin (kd << 1), the

investigate the coherent as well as the incoherent exciton grating is essentially two-dimensional, and back scattering

dynamics in semiconductor quantum wells. In particular, we (with Akb ,t 2k) will occur with about the same intensity as

shall study the influence of interface roughness on the in the forward direction (see Fig. 2). Note, however, that in
exciton scattering rate and exciton motion. Interface rough- both directions the signal will be weak, because I. oc d2 .

ness on a length scale shorter than the exciton diameter will Therefore, strong resonance enhancement will normally be
give rise to increased scattering of electrons and holes indi- necessary in order to observe a back scattered signal. On
vidually, i.e. to increased dephasing, or line broadening, of the other hand, it does open up the possibility to observe
the excitons. Interface roughness on a length scale longer the nonlinear interaction in a resonance where strong linear
than the exciton diameter, will affect lateral diffusion of the
excitons, limit their coherence volume (area), and eventually
lead to localization of the excitons. In the next section, we Ak Ak
shall briefly describe the four-wave mixing techniques b -k,

employed in this work.

3. Four-wave mixing kb 2 k 2

In general, four-wave mixing is the mixing of three input
waves in a nonlinear medium, setting up a third order non- k
linear polarization which in turn serves as an antenna for a
fourth outgoing signal wave. In standard nonlinear optics k'

terms, the third order nonlinear polarization is expressed as -- 2

P( 3 )(k, o0) = X(3 (o; (01, C02, (03) 
Ak

Fig. 2. Wave vector conservation for DFWM with two light beams, k, and
El(kl, o91)E 2 (k 2 , 92)E3 (k 3 , (03) (1) k 2 .
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absorption prevents transmission even through a thin in Fig. 3(a), a signal will thus be emitted in the direction
sample [29]. 2k 2 - k, as indicated. This result is obtained by solving the

With three incident light beams, more freedom is at hand two-level optical Bloch equations to third order, which for
to perform different types of four-wave mixing experiments. 6-pulses yields [30, 31]
In the degenerates case 09) = 02 = (03, and with three P(3)(r, t, T12 > 0) Oc. 0(t)p4 

eil(
2

k2-kj)r-flgt+nf.12] (4)
different beam directions, kx, k 2 and k3 , a certain phase e1

mismatch Ak again requires thin samples d << 1/Ak, and where t is the time after the arrival of the second pulse, 0(t)
gives rise to first order scattering (X (3)) in the three directions is the Heaviside step function, and 0e = 0'g - iYeg is the
k = kl - k2 + k3 - Ak, k' = -kI + k2 + k3 - Ak and complex transition frequency with the damping yeg = l/T 2
k" = k, + k 2 + k3 - Ak. + 1/(2T1 ). T1 and T2 are the longitudinal and transverse

It is of course only the coherent contribution to the non- relaxation times, respectively. The intensity of the DFWM
linear signal that is well described by a nonlinear suscepti- signal in the direction 2k 2 - k, is then
bility as in eq. (1). When using DFWM experiments to
measure the magnitude (in resonance) of the latter, it is IDFWM OC Pt3 )(t, z12 > 0)[2 Oc 9(t)4ge

2Ycs(t+t2) (5)

therefore essential to identify the coherent contribution as The corresponding signal in the frequency domain, as
for example in a transient experiment with a time resolution experimentally obtained by a spectrometer with a slow
better than the dephasing time of the resonance. In a reson- detector, and mathematically by Fourier transforming eq.
ant c.w. experiment, the incoherent contribution from the (4) is
photoexcited carriers integrates up over the grating lifetime, 8

and may thus exceed by several orders of magnitude the /DFWM OC I P(3)(wO, r1 2 > 0)12OC c ec e- 27,gT12 (6)
coherent contribution. Ineg -012

where co is the optical frequency of the detected signal.
4. Transient degenerate four-wave mixing These correlation traces of the time-integrated DFWM

signal contain information about the dephasing rate Veg as
Performing DFWM with ultrashort laser pulses, one can well as the resonance enhancements of the nonlinear signal.
obtain not only spectral information about the nonlinear If the above two-level system is inhomogeneously
coefficients, but also dynamical information about the broadened, similar expressions can be obtained by inte-
optical excitations. The type of information obtained grating over the inhomogeneous distribution of transition
depends on the actual experimental configuration, as well as frequencies, e.g. g(wod) Oc exp {-2 In 2((Oeg - g
the character of the samples investigated. Transient DFWM where coo is the centre frequency and Feh is the inhomoge-
is a modification of the excite-and-probe technique, where neous intensity linewidth (FWHM).
the pump consists of two beams, split off the same coherent
laser beam, setting up a coherent polarization grating in the p(3 ) t P (td(
medium, and the probe is either one of the pump beams Jion(, T2) OC P()t T12)9(oe) doeg (7)

self-diffracting in this polarization (or density) grating [two- In this case, destructive and constructive interferences
beam configuration, Fig.3(a)] or a third delayed beam dif- between the different transition frequencies play a significant
fracting in the grating set up by the two first pulses [three- role, and the signal in the 2k 2 - k, direction appears as a
beam configuration, Fig. 3(b)]. We shall examine the two photon echo (PE) at the time t = T12
cases a little closer in the following.

PE OC IPinh(t, T1 2
4.1. Two-beam DFWM e -[2gt--l2 )2]/(6 In 2) --2ye(t~ti2)

The two incident laser pulses are split off the same laser

pulse (pulse length TL), and are impinging on the sample and the spectrally resolved time-integrated PE takes, for
with a variable optical delay between them. In order for the large delays (,12 t> 4/Feg), the form
two laser pulses to interact coherently in the nonlinear IpE OC IPi(0), 3 12 > 0)12 Oc ge 8 n 2[(o w)2/r.g e4eg 12 (9)
medium, for example by setting up a polarization grating,

the delay between them should not exceed the dephasing which for the same homogeneous damping decays twice as
time of the nonlinear polarization in the medium, caused by fast as the free polarization decay in eq. (6). From a com-
the first laser pulse. The nonlinear DFWM signal is then parison of the observed DFWM decay with the linewidth,
self-diffraction of the second pulse in the grating set up by as observed in absorption or emission, it can be decided
the coherent overlap between the polarizations from the first whether the transition is homogeneously or inhomoge-
and the second pulse. For pulse 1 arriving first (T,2 > 0) as neously broadened. Hence, the dephasing time, and thereby

the homogeneous linewidth, can be determined from either
eq. (6) or eq. (9).

2kk4.2. Three-beam DFWM

13 ' This situation is sketched in Fig. 3(b). The first two pulses
2 2 arrive simultaneously, or well within the dephasing time of

r 3  the material ('T12 << T2), and interfere coherently to set up a
a) b) nonlinear grating in the medium. This grating can then be

Fig. 3. Transient DFWM with two beams (a) and three beams (b), respec- detected at variable time delays, T, 3 , by diffraction of the
tively, third pulse. If also T1 3 << T2 , then pulse 3 will diffract off a
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coherent polarization grating set up by pulse 1 and pulse 2, yield, together with the energy conservation and the reson-
as in the self-diffraction case above. If, however, a is in res- ance enhancements of the nonlinear mixing process, the
onance with an electronic excitation in the material, a real maximum information, allowed by the uncertainty principle,
excitation density grating may persist in the material long about the resonances involved in the FWM process.
after the coherent polarization grating has disappeared by
dephasing. This grating, however, still bears the fingerprint 5. Coherent exciton dynamics
of the coherent overlap between the two first pulses, and can
even give rise to a photon echo signal, stimulated by the Figure 5 shows an example of the coherent exciton
third pulse, but dependent on the delay T 1 2 . If, on the other dynamics as revealed by a two-beam transient DFWM
hand, the scattered signal is recorded as a function of delay experiment in a specially prepared MBE-grown sample with
T,3 of the third pulse, the decay of the incoherent excitation a series of multiple quantum well (MQW) structures (10
population is being monitored. This type of experiment is periods) with well widths L. = 80 A, 100 A, 130 A, and 160 A
therefore well suited to separate the coherent contribution and Al0 .3Gao.TAs barriers of width 150A. From the
to the optical nonlinearities from the more long-lived inco- DFWM spectra recorded as a function of the delay between
herent contributions from a high density of excited carriers the input pulses, a number of observations are made:
in the medium. (1) The strong resonance enhancement of the nonlinear

The lifetime ZG of the incoherent excitation density signal (see eqs (6) and (9)) around the fundamental excitonic
grating is determined by the lifetime ZR of the excited car- resonances, heavy hole excitons (HH) and light hole exci-
riers as well as by carrier diffusion [32] since the latter will tons (LH), is clearly observed for the different MQW series.
wash out the spatial modulation of the carrier density. (2) The asymmetric behaviour of the DFWM signal as a

1 1+47r
2D function of the delay is in agreement with the simple two-

G =Z•R +TR (10) level models in eqs (6) and (9) and should reveal the depha-
A sing time T2 = 1/yeg of the corresponding transitions (see

where D is the carrier diffusion coefficient and A = 27r/ below) [30,31].
I k2 - k, I = A/[2 sin (0/2)] is the grating constant, as deter- (3) A signal for negative delays is a signature of polariza-
mined by the wavelength A of the exciting light and the tion, or exciton, interactions [33, 34] and is clearly seen for
angle 0 between the two interfering beams (k1 and k2). The the narrower wells. In particular for the 100 A wells, is seen
grating lifetime is determined from the decay of the inte- a line (XX) that is dominant for negative delays. This line is
grated intensity of the scattered test signal as a function of due to two-photon transitions to the biexciton state associ-
the delay r13 of the test pulse (3). Hence, the carrier lifetime ated with the heavy hole exciton resonance HH1 00 of the
and the diffusion coefficient can be determined separately 100A quantum wells [7], as can be ascertained by polariza-
from eq. (33) by performing transient experiments at differ- tion resolved experiments. The shift of the XX line with
ent angles 0. respect to the HH line is equal to the biexciton binding

energy [12].
4.3. Experimental setup (4) The pronounced modulation observed on the HH10 0

A typical experimental setup to perform transient DFWM is line is due to a quantum beat between the HH10 0 and the
shown in Fig. 4. The output from a synchronously pumped LH1 oo resonances [13-15]. The HH excitons and the LH
dye-laser system, or a self mode-locked Ti : sapphire laser, is excitons within the same MQW series are created in a
divided into two or three beams with computer controlled coherent superposition state by the spectrally broad laser
delays in two of the beams. The samples are placed in a pulse, and the resulting polarization oscillates in time with a
variable temperature liquid-helium cryostat and the output frequency Aco = AE/h, where AE is the splitting of the HH
signal beam is selected, dispersed in a spectrometer, and and LH excitons. As a result, the DFWM signal as a func-
measured time integrated by an optical multichannel tion of delay oscillates with the period 2n/co [31]. Beats
analyser system. The simultaneous spectral resolution of the between HH excitons and biexcitons have also been
output signal and temporal resolution of the input signals observed, confirming the formation of biexcitons in the

GaAs quantum wells [11, 12].
(5) In Fig. 5, the laser line is centred around the HH100

line, but is sufficiently broad to excite all the resonances
Femto-
second HH, 0
laser

Y 4

HH130 3C ryostart {i•,-,,,.:i;,:';

HH60 L ,

Computer OMA Spectro- 0
1.53 1.54 1.55 1.56

Photon energy leVy 1.57

Fig. 5. Transient DFWM spectra as a function of delay between the input
Fig. 4. Experimental setup. pulses for GaAs MQWs of different widths, see discussion in text.
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observed. The DFWM signal from the wider well reson- discussed below. The dashed line is a linear fit to the exciton
ances decay much faster than the signal from the narrower lifetime as a function of temperature with a slope of 100 ps/
wells, suggesting shorter dephasing times for the wider wells. K. The lifetime increases due to increasing thermal popu-
One reason could be that the wider wells are excited well lation of nonradiative states. Only excitons with an in-plane
above the resonances, so that higher excited exciton states wavevector smaller than the wave vector of a photon with
and continuum states contribute to the dephasing of the the transition energy may decay radiatively.
HH and LH excitons. Such a conclusion, however, could be The momentum relaxation rate 1/Tp can be deduced from
wrong, because a corresponding broadening of the reson- the diffusion constant applying the classical expression
ances is not observed in Fig. 5. Instead we conclude that the U
fast decay of the signal is due to destructive interference D =- Tp (11)
between the n = 1 HH (LH) excitons and the higher excited m,

exciton states and continuum states [35]. A wave packet is where m" and rp are the effective mass and the momentum
formed as a coherent superposition of many excited states, relaxation time for the exciton, respectively. Figure 7 shows
and the corresponding polarization dies out in a time pro- the temperature dependence of the momentum relaxation
portional to 1/(spread in energy of excited states). Note that rate 1/TP (circles) and the dephasing rates l/T2 (squares). At
no rephasing is initiated by the second pulse, as in the case low temperature, both rates are about 50 ns- . The dashed
of a coherently excited inhomogeneous distribution of tran- line is a fit obtained from linear regression to the dephasing
sition frequencies (photon echo, see the discussion below) results. The slope is (2.6 + 0.7) x 109 s-1 K- '. The low tem-
[18, 30, 31]. perature limit is 40 ns-' representing the residual interface-

(6) In Fig. 5, the HH1 0o excitons are the only ones excited roughness scattering. The momentum relaxation rate
alone without a significant contribution from LH excitons increases much faster with temperature and shows a non-
and higher excited states. Therefore the observed decay is linear dependence. The solid curve is a fit by the formula
representative of the dephasing of HH excitons in GaAs I I R,/T AT
MQWs at low density and low temperature. The observed = C + - + -- = C + + (12)
dephasing time is about 10ps, and the fact that the signal is T 'ir ph L Lý

maximum for a finite positive delay indicates that in this where Tir and rph are the times for interface-roughness and
case the transition is inhomogeneously broadened and the phonon scattering, respectively, T is the temperature and L.
signal appears as a photon echo [18]. is the well width. The fitting parameters are

The observed dephasing times T2 are slightly larger than A = 54ms-IK-', R = 9 x 10-6 m2 (s IT)-1, and
in bulk GaAs [16], but the temperature dependence is rela- C = -6.6 x 10"s-'1.
tively weak. However, it turns out that there is a significant The expression for the phonon scattering is intuitively
difference in the scattering rates, that are measured in a easily understood. It is proportional to the temperature due
coherent DFWM experiment [9], and those that are to the classical phonon population, and inversely pro-
deduced from measuring exciton diffusion in the two- portional to the well width, as is the density of exciton states
dimensional GaAs layers [21], as will be discussed in the to scatter into. The expression for the interface-roughness
next section. scattering is also explained classically [21, 36]. The free exci-

tons are considered to scatter off islands of slightly different

6. Incoherent exciton dynamics well width (about one monolayer). The mean free path of
excitons is assumed to be independent of temperature.

As mentioned in Section 4.2, the diffusion coefficient D and Hence, the rate of scattering will be proportional to the
the recombination lifetime TR of the two-dimensional exci- exciton velocity (VT) and the height of the scattering poten-
tons can be determined from a three-beam transient grating tial (l/L2). From the experimental results, it seems that this
experiment. Figure 6 shows the measured temperature type of interface-roughness scattering is not effective for
dependence of D and tR [21]. The solid curve is a fit, to be

30 100 A GaAs MQW 600 10o A GaAs MOW

3 500

E02
S 25 ,,." r

S• 400

A 2o•,

20I +: E2000 EC 0)2300

o 15 ./
0 100

, 0. .....

0, 1 0 0 0

5 10 1 20 25 30 0 5 10 15 20 25 30

Temperature [K] Temperature [K]

Fig. 6. Diffusion coefficient of excitons in GaAs 100 A quantum wells (+) Fig. 7. Scattering rate of the thermalized excitons (0) with second order
vs. sample temperature. The solid curve represents a fit to the scattering polynomial fit in IT (solid curve) according to eq. (12). Scattering rates of

rates (eq. (12)) in Fig. 7. Also shown is the temperature dependence of the coherent excitons from dephasing measurements (0) with a linear fit
exciton lifetime (0) with a linear fit (dashed line). (dashed curve).
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Abstract sitions between electron-band levels and hole-band levels

The potential of spectroscopic ellipsometry for characterization of III-V (interband transitions) involve energies from the order of the

semiconductor quantum heterostructures is demonstrated by two ellip- bandgap and are observable for the same materials in the
sometric techniques, chosen to match polarization selection rules and spec- NIR/Visible region. Different parts of the optical spectrum
tral region of interest. Brewster-angle geometry and transmission require different techniques and instrumentation, making a
arrangement has been used for non-destructive studies of electronic inter- unique approach impossible. As revealed further, we use
subband transitions in the MIR. The inversion problem is solved to deter-
mine the extraordinary dielectric response in the wells. Photo-modulated FTIR ellipsometry in the 10 Im region and modulation
spectroscopic ellipsometry utilizing a tunable laser source has been used for ellipsometry for wavelengths around 1 gim, for monitoring
studies of near band-gap transitions in the NIR/VIS. This provides infor- intersubband and interband transitions, respectively, uti-
mation that is not supplied by conventional techniques like PLE. lizing the appropriate radiation sources, polarizers and

detectors.

1. Introduction We calculate the energies and the probability densities for
the wavefunctions of the quantized electron and hole levels

Quasi-2D confined systems manifest well-defined polariza- by finding [2] exact solutions of the Schrodinger equation
tion selection rules for optical transitions [1], a fact now by means of a quantum-mechanical transfer matrix method
confirmed by a variety of techniques. Polarization sensitivity [3, 4].
is increasingly introduced in experiments, that traditionally
have not been aimed at acquiring such information.
Polarization-sensitive photoluminescence excitation is one
example, successful in distinguishing between electron- Intersubband transitions in heterostructures occur between
heavy-hole (e-hh) and electron-light-hole (e-lh) transitions in quantized levels, originating from a common 3D allowed-
quantized structures. band. This induces large matrix elements for electric field

Ellipsometry offers a natural way to study optical tran- polarized parallel to the sample surface's normal (it-polar-
sitions with pronounced polarization dependence by mea- ization) [1].
suring the ellipsometric angles ' and A for the experimental To achieve a considerable it-component of the exciting
configuration of interest. The squared modulus tan2 (') of electric field, a beam with a considerable p-polarized com-
the polarization ratio ponent should be used at a large angle of incidence. For a
x = tan Te"a = °- o 0 = refractive index between 3 and 4, typical for most III-V

x' E/E (1) semiconductors, the Brewster angle is large as well, and the
S conventional ellipsometric approach will suffer from low

(subscripts stand for the polarization directions of the inci- intensity of the p-polarized beam, reflected from the
dent I and outgoing 0 electric field amplitudes) yields the ambient-overlayer surface. If one moves away from the con-
detected p-polarized intensity normalized to the s-polarized ventional reflection geometry however, this may be turned
one. Therefore, in addition to the information extracted into an advantage because of the more efficient coupling of
from conventional transmission/reflection experiments, the p-polarized beam into the sample and out of it, resulting
because of the independently measured phase angle A, spec- in higher intensity on the detector. In search for suitable
troscopic ellipsometry allows the conversion to spectra of geometries a transmission arrangement is a nondestructive
the real and imaginary parts of the dielectric response func- option, and the backside-reflection arrangement becomes
tion without resorting to Kramers-Kronig analysis. favourable if a metal reflector is evaporated on the over-

The present work deals with the potential of spectro- layer. Both arrangements require a transparent substrate,
scopic ellipsometry for characterization of optical tran- which is fulfilled for undoped GaAs in the 10 gm spectral
sitions in heterostructures containing layers, thin enough to region. The modelling of the ellipsometric signal in both
manifest quantization effects because of discontinuities in cases is facilitated by choosing the incidence angle equal to
the band-edge potential. Transitions between the first and the Brewster angle. We introduce the model [5] of partial
second upper-lying level emerging from the quantization of coverage of the substrate, in which the existence of an over-
a single allowed-band (inter-subband transitions) usually layer is not taken into account for multiple reflections. This
occur at energies much lower than the bandgaps of the is justified by the fact that the p-polarized beam, probing the
materials building the heterostructure and for the most intersubband absorption, is coupled directly out and is not
III-V materials lie in the MIR/FIR spectral region. Tran- multiply reflected in the substrate. The model relates the
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polarization ratio X of the ambient-overlayer-substrate 2- 0
system only to the polarization ratio X' measured by the o o oITi (E QW )
ellipsometer: 0

X,= CX (2) 00

where the factor C accounts for the substrate-ambient inter- 00o.. ;°
face and phase-averaging in the optically thick substrate. It 1 0o~oo�O0

depends only on the substrate permittivity e and is typically 00

a constant over the range where intersubband absorption 00

occurs. 0o. 0
The effect of the uniaxial overlayer is contained in X and 0....0 000

is modelled by transfer matrix calculations [3]. This latter 0 -1
approach is very similar to that mentioned in Section 1, 800 900 1000 1100 1200 1300 cm-1

because of the widely used analogy between optics and wave Fig. 1. Imaginary part of the extraordinary QW dielectric function,

mechanics. In the case when the total thickness of the over- extracted from the experiment (points) and calculated within a Lorentzian
oscillator model (full curve).

layer D is much smaller than the wavelength A, linear

approximation for the matrix product can be used and '
and A spectra can be analytically inverted to those of the
real and imaginary part of the overlayer extraordinary tion ellipsometry from the backside of the same sample. The
dielectric function, if the ordinary one is considered known. plasma frequency was calculated assuming a free-carrier
The spatially averaged ordinary e8 and extraordinary e' per- concentration inferred from the growth conditions. Barrier
mittivities are given by the effective medium theory [6] permittivity was calculated within a simple oscillator model,

using literature data for the high-frequency dielectric con-
8o = <> =f8B + (1 --f)8 2 D (3) stant, oscillator strength, broadening factor and oscillation

= m-f frequency of the last phonon band before the region of inter-
=K f+- (4) est. The experimentally determined spectrum of eQw corre-

Qow sponds to a Lorentzian oscillator with a center frequency

where the barrier material with filling factor f is considered 1045 cm-' and broadening 100cm-', as expected from the
isotropic (0• = 8• = e') and the ordinary QW permittivity sample design. The particular sample reported in Fig. 1 was
E2D is that of a 2D-plasma. Using (4) an analytical expres- grown in a Varian GEN II modular MBE machine on a
sion can be obtained for the extraordinary dielectric semi-insulating undoped GaAs (001) substrate. Growth was
response of the QW layer, sQw = rQw(x', C, D, E', e, A). If started with a 3 gtm thick undoped GaAs buffer layer. Then
linearization is not justified, fitting of the experimental T followed a 60 period QW stack, each period consisting of
and A spectra with the calculated ones can be applied. 130 A Alo.3 Gao.7As and 88 A GaAs layers with the middle

The samples used for our measurements were grown by 65 A of the GaAs wells n-type doped (1018 cm-3 Si). Growth
MBE and consist typically of 50 periods of GaAs/AlGaAs was terminated with a 130A Alo.3Gao.7 As barrier and a
with alloy composition and well/barrier thickness chosen 50 A GaAs capping layer.
carefully to bring the separation between the first (el) and In addition to the transmission arrangement reported
second (e2) quantized levels in the range around 100meV, here, we have also used a backside reflection ellipsometry
interesting for IR detector applications. Population of the arrangement with a metal film evaporated on the overlayer.
lower level el with electrons was achieved by doping the This geometry is more sensitive to absorption of the 7t-
well layers with Si at the level of 1018 cm-3. Measurements component of the electric field, due to the so-called IR selec-
were performed in the range 400-4000 cm- 1 with a FTIR tion rule. It is, however, a "destructive" technique and it will
ellipsometer described elsewhere [7], equipped with a not be reported further here.
globar source, wire-grid polarizers and a DGTS detector.
The measurements reported here were performed at room 3 Interband transitions
temperature.

It has been demonstrated recently that close to band-edge

2.1. Brewster angle transmission ellipsometry energies, a combination between ellipsometric spectra taken
with and without modulation of an applied electric field can

In a transmission ellipsometric arrangement, the square of yield geometric parameters, the static dielectric function, the
the modulus of the transmission polarization ratio T yields energies of the quantized transitions and their polarization
the normalized transmittance spectrum, dependence [3]. We use this approach combining an opti-

T mized version of conventional reflection ellipsometry with
I2T I'=tan2 I = T' (5) the photo-modulation technique. Spectroscopic ellipsometry

is quite sensitive in quality to the light source, since the
as it would be supplied by other techniques that sense only latter determines the optical signal level on the detector and
the amplitude of the outcoming beam. the accuracy with which the angle of incidence is known.

Figure 1 shows the result of the data treatment for the The use of conventional illumination sources with a low
case D/I << 1, in which the linear approximation allows us spectral brilliance results in low intensity after monochro-
to obtain analytically numerical values for eow. The sub- matization and if the probe beam is not perfectly collimated,
strate permittivity s was measured by conventional reflec- measuring and taking into account beam divergence has to
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dRp/Rp el hhw closed-cycle refrigerator. The measured signal is normalized
Ielfihitwad

el he towards the spectral sensitivity of the Si-diode photo-
detector. The intensity of the probe beam is mechanically

e2 hhl modulated at 480 Hz and standard lock-in technique is
I e2 hh2 applied. Photo-modulation is achieved by exciting nonequi-

librium free carriers close to the sample surface by illumi-
0 - nation with above-bandgap light (He-Ne laser, 1 mW

output power). The modulation frequency is 40Hz which is
a compromise between arguments for reducing experimental

... .... .. ... ..... ..... duration and supplying sufficient tim e for the space charge
1.4 1.45 1.5 1.55 1.6 to reach quasiequilibrium.

energy [ eV I The comparison with results obtained from non phase-

Fig. 2. dRI/RP spectra for a p-i-n test sample with a MQW structure as an sensitive modulation experiments, is again straightforward,
i-region. Calculated transitions are marked on top. since the measurements at 00 and 90' (see (7)) are equivalent

to measuring the differential reflectances at s and p-
polarization by photo-modulation spectroscopy [11].

Figure 2 shows the dRI/Rp spectrum at 300 K for a test
be included. We believe to have solved those problems by sample containing 8 periods of 100 A GaAs wells and 100 A
using a Ti : Sapphire laser, tunable in the range 1.2-1.8 eV, Alo.3 2Gao.6 8As barriers at the i-region of a p-i-n structure
covering the bandgap energies of the mostly used III-V [3]. The calculated position of some interband transitions is
binary semiconductors and solid-solutions. The visible part depicted. It can be speculated that comparison of experi-
of this range can be used for alignment and calibration mental results obtained by different techniques employing
which thus become considerably simpler and better in preci- the same laboratory equipment is advantageous with
sion. With an output power of 0.1-0.2W at large angle of respect to some systematic errors. This can be the case with
incidence the optical signal level is high enough to be modulated ellipsometry and photoluminescence excitation
attenuated within orders of magnitude to match the best spectra for example, since we use essentially the same
detector performance (linearity, sensitivity, etc.). The inten- equipment for both setups.
sity measured by the ellipsometer with one of the polarizers Results from modulation ellipsometry can also be com-
fixed at 450 and the other at angle a) with respect to the pared with the FTIR ellipsometry spectra. The energy differ-
incidence plane is given by [9]: ence of the el-hhl and e2-hhl structures in the

1(wo) = y + a cos 2(o + f sin 2wo, (6) photo-modulated spectrum will correspond to the energy
position of the el-e2 line measured with the transmission

where the coefficients y, - ce and fP are the first three com- ellipsometer. Figures 1 and 2 show results from two different
ponents of the Stokes vector. The usual experimental pro- samples, and a direct comparison is not possible here.
cedure is to rotate the analyzer continuously or stepwise Modulation ellipsometry, in the spectral range reported
and obtain the coefficients by using a two-phase lock-in here, will therefore also yield the separation of the el and e2
technique or Fourier analysis, respectively. The expected electronic levels, but not directly the line-shape of the el-e2
improvement in the signal-to-noise ratio in our case allows intraband transition, as the two different techniques give
a simpler and quicker modification, known as Beattie's access only to the lineshapes of the different transitions they
method [10]. With the polarizer kept at 45' we measure the involve.
intensity at four values for the angle between the polarizer In conclusion, we have shown some applications of spec-
and analyzer positions: troscopic ellipsometry for studying optical transitions in

S 0semiconductor quantum heterostructures. In addition to the
1(00) = IR information obtainable from non phase-sensitive techniques,

the real and imaginary parts of the dielectric response func-

1(90' = Io R., tion can be obtained analytically or numerically without
1 ) 2R Kramers-Kronig analysis.

1(45') = -I (R, + Rp + 1R cosA)
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Abstract described in detail in a previous work [5]. The excitation of

Recently, we have discovered that the excitation of thin CdS films with the the sample was performed with the 514.5 nm Ar÷ laser line
514.5 nm line causes an all-optical bistable luminescent emission in the near focused to a diameter of 400 g.m. The power modulation of
infrared part of the spectrum. A first insight in mechanism and origin of the incident beam was performed by a liquid crystal polari-
all-optical bistability in luminescence of semiconductors is presented. We zer system. The application of spray deposition results in
show that the initial and final states of the bistable luminescence are deter- perpendicular to the surface oriented US films [5]. Hence,
mined by the thermal properties of the luminescence intensity of the thin
CdS film. However, during the bistable switch of the luminescence thermal the absorption edge is shifted to lower energies with respect
effects and electronic ones take place. Thus, all-optical bistability in lumi- to the parallel oriented material and it is necessary to cool
nescence is a thermally induced electronic bistability. the CdS film in order to observe all-OBs with the 514.5nm

line [4]. Therefore, the sample was mounted on a copper
1. Introduction holder in a liquid helium contact gas cryostat. Both the

transmitted and the incident power were measured with Si-
The impact of photonics on telecommunications increases photodiodes. For the luminescence measurements, a 10cm-

rapidly since the development of the first transatlantic light- grating m orotor (resotnc3 nm)rwith a

wave system in 1988. Without any doubt, the next century is photomultiplier was placed behind the cryostat. The switch-

expected to become an Optopia where extensive progresses ing times were recorded with a storage-scope.

and applications in photonics will be attained [1]. On the

other hand, after the first euphoria surrounding all-optical
bistability (all-OB) and optical computing it became quite 3 Bistable properties of the thin CS film
clear that the breakthrough to a true mass-market for pho-
tonics requires much more efforts in basic research as In order to achieve all-OB one needs a nonlinear interaction
assumed during the last decade. Furthermore, the future of between the exciting source and the illuminated medium. In
photonics will depend strongly on the development of cost- our case all-OB arises from the nonlinear dependence of the
effective technologies for optical components and optical transmittance on temperature Tr(T) shown in Fig. 1. The
interconnects, especially for shorter distance applications, measurement of Tr(T) was performed by heating the sample
Notable efforts in basic research concerning all-OBs of thin continuously under excitation with the focused cw 514.5 nm
semiconducting films were reported last year by the dis-
covery of all-OB in luminescence (all-OBL) in thin CdS
films [2, 3]. In particular, we pointed out that the excitation
of thin CdS films with the 514.5nm line of an argon laser 10..
causes, besides the known photo-thermal all-OB in trans-
mission (all-OBT) [4], highly contrasted bistable loops in the (260K.o85)

luminescence radiation. Since the radiative recombination is 0/8 "

an electronic process whose temporal response depends on
the lifetime of the excited carriers, the interesting question
has arisen whether the bistable switch of all-OBL takes 0
place faster than the switch in transmission which is a pre- E

dominantly thermal effect [2, 3]. Indeed, we show in this "
publication that all-OBLs are photo-thermally induced elec- d 0

tronic bistabilities. In particular, the contrast - i.e., the lumi-
bnescence intensity of the initial and final states of the 02

bistable loop - and sense of all-OBL are determined by the
dependence of the luminescence intensity on temperature
(ILum(T)) but during the bistable switch of all-OBL elec- ,.

tronic processes take place. Temperature (K)

Fig. 1. The transmission dependence on temperature of the thin CdS Cu
2. Experiment film. The measurement was performed with the focused cw 514.5 nm Ar+-

laser line of 6mW. The drawn tangents on the measured transmittance
starting at (260 K, 0.15) represent the graphical solution of the bistability in

indium/tin oxide (ITO) prepared by spraying with 10-'M transmission. The decrease and increase in the transmittance during the

Cu- in the solution. The spray deposition of CdS has been switch down (a - b) and up, respectively is about 20%.
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down (a -+ b) and up (c -+ d). Figure 2(a) reveals the result
E15/ (~a) 260K tfor all-OBT with a contrast of 38% which is larger as the

expected value of 20% from Fig. 1. The deviation probablya' ,arise from the peculiar shape of Tr(T) which indicates a

diffuse gap of the thin CdS film and the excited carriers
might influence the band structure in a considerable manner

2 which cannot be deduced from Fig. 1. Figure 2(b) shows the
0 °all-OBL at 900 nm. The measured hysteresis occurs as the

all-OBT in a clockwise fashion since ILum(T) decreases in
= 0the considered temperature range as can be seen in Fig. 3.
S1.0 - (b) 260K.900nm Furthermore, by plotting points in Fig. 3 at the correspond-

"ing T values of Fig. 1, one finds a quite good agreement
a, 5between the measured contrast [40% down and 30% up in

"Fig. 2(b)] and the expected one [47% (a-+ b) and 30%
(c -+ d) in Fig. 3].

in

C 0.0

, 0 10 20 30 40 50

Incident power (mW) 4. Switching behaviors
Fig. 2. (a) All-optical bistability of the transmitted power of the CdS: Cu
film. (b) All-optical bistability of the luminescent emission at 900nmn of the Figures 4(a) and 4(b) show the switches of all-OBT and all-
thin CdS : Cu film. Both measurements were performed with the 514.5nm OBL, respectively. Clearly, at the threshold of the bistable
line at an ambient temperature of 260 K. switch, IL.m contains a faster decay over time (slope: -23%

div.) which is not observed in the transmitted power (slope:
-10% div.). We point out that the luminescent response of
the sample was measured with the monochromator adjusted

line of 6 mW. The graphical solution for all-OBT is defined exactly in the transmitted beam and no modifications of the
by the two drawn tangents on Tr(T) starting at the so-called foci used have been performed during the measurements of
operating point (OP) which has the co-ordinates (Ta, 1-Re) Figs 4(a) and 4(b). Therefore, we have detected the lumines-
where Ta is the ambient temperature of the film (260 K) and cence signal which was in the transmitted beam included. As
Re the reflectance (0.15) of the sample [4, 6, 7]. Precisely, a consequence, the thermal relaxation time is exactly the
one must take into account that Re depends on temperature same for both measurements. We therefore conclude that
and the co-ordinates of OP shift during the bistable switch during the switch of all-OBL both photo-thermally induced
[7]. However, by measuring coincidentally transmittance and electronic effects take place, i.e., all-OBL is a photo-
and reflectance of the thin CdS film, we observed that even if thermally induced electronic bistability. The statement is sup-
a bistable loop in the transmitted power has been measured ported by the observation that at various wavelengths
no bistability in the reflectance has taken place. This pheno-
menon of the decoupling between Tr and Re of the thin
CdS film under high excitation is at first difficult to under-
stand and discussed in detail elsewhere [7, 8]. In the current .. .....

context it is reasonable to assume a constant OP. The indi- () 260K

cated points on Tr(T) in Fig. 1 define the bistable jump --. Slope:-10%/div.Slo e:-1.civ

0.9-

S09I i i II I I I I I I I I "E 0.8

C 0.7
900nm O

31.0

o (b) 260K,900nm

" "Slope: -23%/div.
a,0.5 d 1.t0

C 
"-

0.- 
C 05

C, a,0o• o°08
in tna,, 0.7-C C

260 280 300 320 340 360 380 Time (ma)

Temperature () Fig. 4. Switch-off characteristics of the bistabilities in (a) transmission and

Fig. 3. The dependences of the luminescence intensity on temperature of (b) luminescence at 260K. The measurements were performed with the
the thin CdS : Cu film at 900 nm. The sample was excited with the focused same experimental conditions. Clearly, the switch of the luminescence con-
cw 514.5 nm Ar' -laser line of 6 mW. The indicated points correspond with tains a faster component as indicated by the broken lines (slope: -23%/
those of Fig. 1. div.) than the switch of the transmitted power (slope: - 10%/div.).
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different decays of all-OBL were observed. The time scale tions of common photo-thermally induced all-OBs due to
(s< 20 ms) for the switching process of all-OBT in Fig. 4(a) the rather slow thermal relaxation times.
corresponds quite reasonably with the expected thermal
relaxation time for the focus used [3]. It must be noted, that
the complete bistable switch of ILum cannot be faster than Acknowledgements
the thermal relaxation time since, as pointed out above, the We dge mentsinitial and final states of alI-OBL are determined by ILum(T). we are thankful to H. Nguyen Cong and Prof. P. Chartier for the excellent
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than in a dominantly thermally driven process as shown by
Figs 4(a) and 4(b).
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Abstract tive epitaxy are governed by the characteristic lifetimes of

Selective-area MOVPE of InP-based semiconductor material is discussed. the reacting species (gas diffusion, adatom diffusion on the
As an example of its applicability, the use of the technique to make distrib- mask, adsorption on the growth surface, reaction and
uted feedback gratings with sub-micron period and modulated coupling desorption lifetimes). These lifetimes depend on the growth
coefficient K is described. The grating pattern and the lateral variation in parameters such as pressure, temperature, V/Il ratio,
growth rate of the InGaAs(P) material are defined and controlled by a nominal growth rate, etc. Hence, the earlier reports could
SiO 2 mask layer. only provide data on growth enhancement for the particular

growth parameters and mask geometry used.
In the present studies, the strategy was first to optimize

1. Introduction the growth morphology, with special emphasis on layer

Selective-area metalorganic vapour phase epitaxy (SA- planarity and smoothness of interfaces and sidewalls. This

MOVPE) has gained increased interest as a fabrication tool was done by growing InP with thin InGaAs marker layers.

for optoelectronic components during the last years, see e.g. All growths were performed on exact [100] oriented InP

Refs [1-4]. This is to a large extent based on the applicabil- substrates in a horizontal reactor at 20 mbar, using tri-

ity of the technique to make optoelectronic integrated cir- methylgallium (TMGa) and trimethylindium "(TMIn) as

cuits (OEICs). group III sources and PH3 and AsH3 as group V sources.

However, before using SA-MOVPE in the fabrication of The growth temperature was typically in the range 640-

components, the technique must evidently be mastered to a 670'C, and the growth rate was varied from 0.3-2.5jm/h.

degree where monocrystalline planar semiconductor The non-optimized growths showed e.g. interrupted and

material of well-defined composition can be grown on a non-planar InGaAs layers and rough [111] sidewalls when

masked surface. This makes a thorough study of the growth growing in 2-5 jim wide openings in SiO 2-masks. After opti-

dependence on various parameters a necessary prerequisite mization, which included a decrease in growth rate and an

for the application. In this paper the investigation of growth increase in temperature and V/III-ratio, an optimized struc-

properties and an application of SA-MOVPE: the fabrica- ture with smooth, planar and buried marker layers and flat

tion of gratings for distributed feedback (DFB) laser diodes, sidewalls was obtained, as can be seen from Fig. 1.

are described. With the growth parameters yielding good morphology,
the growth-rate enhancement, due to the partial cover of the

2. Selective-area MOVPE

The most common way to achieve SA-MOVPE is to
deposit a thin dielectric layer on the semiconductor surface,
to pattern this layer in order to expose the desired areas for
selective growth, and finally to perform the MOVPE
growth.

An important finding in earlier studies of this technique is
that the epitaxial growth in the exposed areas proceeds at "
an increased rate, with the growth enhancement depending
on the relative coverage of the masked areas. In the liter-
ature the reported specific dependence of the growth
enhancement on the mask geometry varies considerably.
The reason for this discrepancy is that growth rates in selec-

* Permanent address: Dept. of Electr. Eng. and Solid State Inst., Technion, Fig. 1. Scanning electron micrograph showing a nearly optimal structure

Israel Inst. of Technology, Haifa 3200, Israel. of InP with InGaAs marker layers grown by selective-area MOVPE.
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po M

1 mm

Fig. 2. Schematic view of the calibration mask used in the studies of
growth properties. During growth the shaded area was covered with dielec-
tric material. The width of this area varies from 9 pam to 1000 gtm.

substrate with an SiO2 layer, was studied with a specially 1

designed calibration pattern, shown in Fig. 2. Having in

1~

mind various photonic devices, we studied the growth in a
.Fig. 4. Scanning electron micrograph showing the shape of a waveguideIn that way the growth conditions could be evaluated as a grown in the opening along the axis of the calibration mask shown in Fig.

function of the width of the surrounding mask. The opening 2. The large width of the mask is seen to have caused the waveguide to

was either a - 3 gin wide "waveguide" or a series of 20 gtm broaden considerably compared to the opening in the SiO2.long grating lines perpendicular to the axis. The period of
the gratings was about 235 nm. in Fig. 2. Hainiigs

The local epitaxial layer thickness at different points
along the Sni2 pattern was measured with a surface profi ig. 4. anningmelectr of the applicability of SA-MOVPE to
(Dektak) or with a scanning electron microscope (SEM). As optoelectronic devices, we havx se the c totechnique to make
an example, the waveguide thickness (measured with the DFB gratings. The motivation for this work is to enable
Dektak) is shown in Fig. 3 as a function of the width (on fabrication of gratings with coupling coefficient K varying
each side) of the surrounding StO2 mask. In this case along the laser cavity. This is important for the design of a
nominally 500nm InP was grown, so even where the mask laser cavity to yield nearly uniform intensity distribution
is very narrow (3 jtm on each side of the waveguide) a slight- along its axis, and thus preventing spatial hole burning, see
ly enhance grow pate ws mesured. The waveguide of this e.g. Refs ab5-7].
growth was seen to change from a simple triangular shape, The concept for growing DFB gratings is shown sche-
like the one shown in Fig. 1, to the more complicated shape matically in Fig. 5: In a first growth a "normal" laser struc-
shown in Fig. 4, in which a growth over the Sw02 mask is ture consisting of an n-InP buffer, an active region with

seen to have taken place. The transition (see Fig. 3) from the confinement layers and quantum wells, and a 50-250 nmfast increase in thickness for small values of the mask width, thick InP spacer layer is made. Then a 35fn thick SiO2
to the more moderate increase observed for larger mask mask layer is deposited by plasma-enhanced CVD and pat-
width values is presumably due to this change in shape. This terned by conventional photolithography to define the
assumption is under further investigation. variation of growth rate in the subsequent selective-area

growth. In this case the 3 gw m wide opening in the cali-
bration mask is replaced by a 235-nm period grating, con-

5000 sisting of a regular pattern of 20 atm long lines written by
E-beam lithography and transferred to the mask layer by
CHFw reactive ion etching (RIE). An InGaAs(P) grating is

4000 i u then grown by SA-MOVPE in the exposed areas between
E g the SiO2-1ines. After removal of the remaining Sin 2, the

000 ss p-InP cladding layer and a po-InGaAs contact layer are
to E regrown to complete t raser touthe mak latter step is
LU A facilitated by terminating the selective growth by a thin InP

z A

2000 h cap layer. By this concept DFB gratings can be made

A A without any etching of semiconductor material.A thA variation of the width of the surrounding SiO2 mask,

1000 implies also in this case a variation of the growth rate and,

hence, the thickness of the grown grating lines. This prin-
0 . .faciple is depicted in Fig. 6.

0 10 20 300 400 500 4. Results and discussion
AS BGrown gratings were made according to the outlined pro-

Fig. 3. Measured thickness of a narrow waveguide shown as a function ofa ialthe width of the surrounding SiO 2 mask. For small values of the mask
width the grown waveguide was observed to be of regular triangular shape, rate of 0.3 icn per hour, we obtained grating lines with
while for larger values the shape was as shown in Fig. 4. smooth sidewalls. They were observed to exhibit better mor-
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a. Deposit SiO 2 on InP/epKafer of the opening between the SiO 2 grating lines. This line-
ar .. SIO 2  width depends mainly on the exposure time in the E-beam

- InP Spacer lithography.

A pctive layer The gratings shown in Fig. 7 were grown directly on an
InP substrate, whereas in Fig. 8 is shown a grating grown
on a real laser structure, as can be seen from the presence of
3 quantum wells embedded in an InGaAsP confinement

b. Patten on Sl2 structure. The selective growth step consisted here of nomin-
- .ally 3 nm InP, 19 nm InGaAs and 3 nm InP. This structure

was subsequently buried - corresponding to Fig. 5(d).
Figure 8 reveals a very uniform grating. The resulting coup-
ling coefficient depends not only on the thickness of the

c. Selective growth of Q-graling

d. Remove SiC 2 and re-grow
. .-. -- Contact layer

4 InP

Fig. 5. Fabrication procedure for selectively grown DFB gratings.

phology (smoother lines) than the defining pattern in the
SiO 2 layer, presumably because of a self-smoothing effect of
the slow-growth [I111] facets.

An intermediate state in the fabrication - corresponding
to Fig. 5(c) - is shown in Fig. 7. Here a nominally 25 nm
thick layer was grown by SA-MOVPE. Assuming a spacer MM1
layer of fixed thickness, the observed variation in grating
layer thickness corresponds to a change in the coupling
coefficient by a factor of 6. The growth of considerably
thicker grating layers resulted in partly merged neighbour-
ing grating lines in the highly enhanced regions, with the

maximum applicable thickness also determined by the width

Grown gratings

Sio-

Fig. 7. SEM cros sections of gratings grown selectively along the axis of
the calibration mask. The photographs were taken at 0.5 mm intervals. The

Fig. 6. Schematic illustration of the method of growing DFB gratings with height of the lines varies from 25 nm (a) to 160 m (e). The rectangular parts
varying thickness of the grating lines: a broader surrounding SiO. mask in (a) are the defining Sin 2 stripes. They are also visible -galmost buried -
implies a thicker grating line. in (e).
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- dependence of growth enhancement on mask geometry was
studied under these growth conditions. Finally, a new
method for making gratings by selective-area MOVPE was
presented. Using the prescription proposed here, DFB grat-
ings can be made solely by growth, i.e. without involving
any etching of semiconductor material. The method can be
used to achieve gratings with controllable axial variations in
the coupling coefficient in a reproducible way.

Fig. 8. SEM cross section of a buried InGaAs grating grown selectively on
top of the active layers of a laser structure with 3 quantum wells.
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Abstract phase formation leading to the growth of the epitaxial

Rapid thermal processing of Co/Ti/Si(100) structures has been investigated CoSi 2 layer.

over a wide temperature range, from 300'C to 1100°C. Titanium and
cobalt layers, 10nm and 20nm thick respectively, were consecutively
deposited on Si(100) substrates using an e-beam evaporator. X-ray diffrac- 2. Experimental procedure
tion, Secondary Ion Mass Spectrometry and Rutherford Backscattering
Spectrometry were employed to analyse interdiffusion and phase forma- Ti and Co layers, 10 nm and 20 nm thick, respectively, were
tions. The present results revealed the formation of CoSi 2 when annealing consecutively deposited, using a dual source e-beam evapo-
at 750'C. The CoSi2 was formed epitaxially and yielded a minimum chan- rator, on Si(100) wafers of p-type (75 mm in diameter)
nelling yield of approximately 8.5% for layers annealed at 1100'C. Evi- forming a Co/Ti/Si(100) structure. The base pressure in the
dence for the presence of a CoSi layer, when annealing between 650 'C and
800"C, is presented. evaporator was 2 x 10- Torr. Annealing of the deposited

Co/Ti/Si structures was performed, with an AG Associates
Heatpulse RTP system, in N 2 . For the first set of wafers, the

1. Introduction annealing temperature extended from 300 "C to 850 'C. For
the second set of wafers the temperature ranged from 950 "C

CoSi2 is a promising candidate for metallization in future Si to 1100"C. The duration of the annealing was 30s for the
integration technology mainly because of its low resistivity first set of wafers and 10s for the second set. The tem-
and the possibility of epitaxial growth on Si because of its perature was monitored with a thermocouple below 600 'C,
small lattice mismatch with respect to Si [1, 2]. It has and with a pyrometer above 600"C.
recently been reported [3] that epitaxially grown CoSi2 , The samples were analysed by X-ray Diffraction (XRD),
once formed, is thermally stable up to 1100'C. Thus it is of Secondary Ion Mass Spectrometry (SIMS) and Rutherford
technological interest to investigate the techniques for CoSi2  Backscattering Spectrometry (RBS). The XRD measure-
epitaxial growth on Si(100), since such (100) oriented wafers ments were performed using a 0-20 X-ray diffractometer
are most frequently used in device fabrication. The epitaxial with Cu radiation and a postsample monochromator to
growth of CoSi2 on Si(100) has in general been achieved identify the formed phases. The RBS analysis, utilising 4 He
with elaborate techniques such as ion-beam synthesis [4], ions with an acceleration energy of 2 MeV, was used in
deposition under ultra high vacuum conditions on an atom- random mode to determine the stoichiometry of the layers
ically clean surface [5], or by hot co-deposition of Co and Si formed and in channelling mode to characterise the epitaxial
followed by a Si cap layer [6]. One alternative and attrac- growth of CoSi2 . In order to facilitate the RBS channelling
tive approach was recently presented by Wei et al. [7] who study, a one step or a two step etching procedure was used
obtained epitaxial CoSi 2 layers on Si(100) substrates by heat to selectively remove the upper layer(s) formed on the CoSi 2
treating a Co/Ti/Si(100) structure. The first results on epi- layer. The one step procedure used a H20 2 : H2 SO 4 (1: 3)
taxial growth of CoSi 2 on Si(100) substrates with Co/Ti/ solution, and the two step procedure consisted of a
Si(100) structures were actually published by Yang and Bene H20: H20 2 : NH 3 (1: 1: 5) solution followed by the
[8], but Wei et al. [7] were the first ones to attribute the H2 0 2 : H2SO 4 (1: 3) solution. A Cameca IMS 4f micro-
epitaxial growth to the intermediate Ti layer. They analyser was used for the SIMS analysis. A primary sput-
observed, when annealing Co/Ti/Si(100) structures by rapid tering beam of 1 33CS+ ions, with an energy of 4.0keV, was
thermal processing (RTP), an inversion between the Ti and rastered over an area with a size of approximately
the Co layers which was accompanied by the epitaxial 100 x 100 tm 2, and secondary ions were collected from the
CoSi 2 formation. Two arguments have been proposed central part (diameter - 8 gim) of the sputtered crater. Sec-
which may to some extent account for such a formation. ondary ions of the type MCs+ were detected, where M
The first one is the ability of Ti to getter oxygen [7], leaving denotes the matrix or impurity species to be monitored. It
a clean Si surface; the second one is the reduced supply of has recently been demonstrated by different authors that
Co atoms to the Si surface in the presence of a intermediate this so called "MCs+SIMS" significantly reduces the matrix
Ti-layer [9]. However, the fundamental mechanisms that ionisation effects, compared to what is obtained with atomic
lead to the formation of epitaxial CoSi 2 in the presence of Ti ions and is suitable for quantitative analysis of major ele-
remain obscure. The present work is intended to elucidate ments [10, 11]. "MCs÷SIMS" has been employed in the
the process of Co-Ti-Si inter-diffusion and the sequence of present study to reveal the compositions of the different

Physica Scripta T54



Interdiffusion and Phase Formation During Thermal Processing of Co/Ti/Si(100) Structures 199

layers formed and not primarily to monitor small concen- 300 'C, however most of the Co layer remained intact.

trations of impurities. Furthermore, sheet resistance mea- Oxygen was found to be present both at the Co/Ti and Ti/Si

surements were carried out in order to help monitoring the interfaces. The SIMS results suggest a much higher Co con-

silicide formation. centration in the Ti region adjacent to the Ti/Si interface,
than what is expected according to the Co-Ti phase diagram

3. R [13]. This may indicate a silicide formation at the interface
sand discussion presumably involving Si, Ti and Co. The XRD analysis con-

The as-deposited Ti and Co layers, both hexagonal close firms (Fig. 2) the continuing presence of elemental Co and

packed, were found to grow with the preferential orientation Ti phases after annealing at this temperature. However, no

(002), which is in agreement with results reported previously compound formation was observed; the amount of silicide

in the literature [12]. After annealing at 300 'C some inter- was probably too small to be detected.

mixing of Co and Ti occurs, as revealed by the SIMS Annealing at 400'C resulted in a broad XRD peak

spectra in Fig. I(A). A considerable amount of Co atoms was appearing around 20 equal to 37.5' (Fig. 2) which can be

found at the Ti/Si interface, suggesting Co diffusion at assigned to a very thin and highly distorted Ti layer.
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Fig. 2. XRD patterns of Co(20nm)/Ti(10nm)/Si(100) structures annealed 10 - T =850'C
for 30 s at the temperatures indicated. B) - T =800°C 0

a C
T -- =750'C It

Annealing above 400 'C resulted in a considerable mixing of 10 Ta=700°C .

the Ti containing layer with Co atoms so that the Ti layer Ta=650'C 0

could not longer be differentiated as a distinguishable phase. u
SIMS data showed the presence of Ti at the surface [Fig. •"10
l(b)]. It is noteworthy that the SIMS measurements 0)

revealed an increased Ti to Co ratio in the near vicinity of
the sample surface, i.e. on top of the Co layer, by approx- 103
imately two orders of magnitude after the annealing tem- S-(400)
perature was raised from 400'C to 500'C. The ratio stayed 02. .... I .... I I
approximately constant for samples annealed between 1068 68,5 69 69,5 70 70, 71 71,5 72
500'C and 600'C. The surface Ti was most probably in the 260
form of TiN(O) [14], between 500'0 C and 600'C. Fig. 3. XRD spectra showing the diffraction peaks from the CoSi2 A) (200)

After annealing between 600 'C and 650 'C there was a and B) (400), for Co(20nm)/Ti(10nm)/Si(100) structures annealed at various
drastic change in the XRD spectra (Fig. 2) and in the com- temperatures.
position profiles obtained by SIMS [Figs 1(C) and (D)] as
well. The Ti/Co ratio formed a distinct plateau in the near 650 'C and 800 'C. None of the small diffraction peaks in
vicinity of the surface, indicating a dissolution of the orig- the 20 range between 350 and 50' matches any cobalt sili-
inal Co layer. This transformation was correlated with the cide for the sample annealed at 850 'C (Fig. 2). On the other
abrupt change in the XRD spectra, manifested by the disap- hand, these peaks match well with titanium nitride. The
pearance of the peak attributed to Co and the appearance of absence of any peaks other than the CoSi2 (200) and (400)
a peak with 20 around 460 (Fig. 2). After annealing between indicates the epitaxial alignment of the CoSi 2 layer.
650 'C and 800 'C, this peak, not yet assigned, gradually RBS results confirmed the epitaxial growth of CoSi2 on
decreased with temperature and vanished at 850'C. The the Si(100) substrate (Fig. 4). The minimum yields in the
SIMS data revealed a constant Co to Si ratio, adjacent to channeling spectra of the CoSi2 layers formed at 850'C,
the substrate, in samples annealed in a temperature range 950'C and 1100'C were approximately 18%, 13% and 9%,
between 650 'C and 750 'C. After annealing, between 750 °C
and 850 'C, the XRD results showed a gradual increase of 1000
the two diffraction peaks at approximately 33.8' [Fig. 3(A)] 1 • 4 He+
and 710 [Fig. 3(B)]. These two peaks are from the (200) and 800S- 2000 keV
(400) diffraction planes of the CoSi2 phase. The sirulta-

neous appearance of these two diffraction peaks may o 600 random Co
0exclude the recently proposed assignment of the 710 peak to U

the CoSi phase [15]. Si
The ratio between Co and Si stayed constant in a broad 4

layer close to the Si substrate; it corresponds to the CoSi2  0 4
layer in the sample annealed at 850'C [Fig. l(F) and 2]. 200 hanneling
This Co to Si ratio was used in an attempt to identify the
possible silicide phase formed between 650'C [Fig. 1(D)] 0
and 750'C [Fig. I(E)]. Calculations based on the relative 800 1000 1200 1400 1600
changes in the Co to Si ratio, close to the Si substrate, imply Energy (keV)
strongly that a CoSi layer was present in samples annealed

Fig. 4. RBS random and channeling spectra of the Co(20nm)/Ti(10nm)/
between 650'C [Fig. I(D)] and 750'C [Fig. I(E)]. This Si(100) structure, annealed at 1100'C, displaying a minimum channeling
CoSi layer may be correlated with the diffraction peak yield of 8.5%. The sample was exposed to the two step etching procedure
appearing around 46' for the samples annealed between prior to the measurement.
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Abstract obtained either by post deposition-annealing, or in an in

In the development of new electronic materials and devices, laser ablation situ process on a heated substrate.
deposition offers a quick and relatively easy technique to realise compli- A typical laser ablation chamber is shown in Fig. 1 [1].
cated material compositions and multilayer structures. This paper presents The laser beam is usually scanned by a computer-controlled
laser ablation deposition of different types of thin film materials, each xy-stage over the target surface at an angle of 30'-45'. A
having potential use in electronic applications. The materials are: typical distance between the target and substrate is 30 to 40
YBa 2Cu 3 0..6 superconducting films and YBa 2 Cu 3 O7-JPrBa 2O 7 -6 mm. In some arrangements, the target can rotate and move
superlattices; piezoelectric lead zirconium titanate (PZT) and
PZT/YBa 2 Cu 30 7._ heterostructures; Cu(In,Ga)Se 2 semiconductor photo- up and down. The substrate can be heated to 800 'C. The
voltaic materials and amorphous diamond-like carbon films. The deposi- base pressure of the chamber is 10-5 mbar; it is also pos-
tion of these materials was carried out mostly using a pulsed XeC1 excimer sible to deposit films in low-pressure reactive gas ambients.
laser, either in an in situ process on a heated substrate or by post deposi- Laser ablation deposition was carried out mostly by using a
tion annealing. pulsed XeCl excimer laser (wavelength 308 nm, maximum

pulse energy about 50mJ, pulse duration about 20ns and

1. Introduction maximum repetition rate 50 Hz). In some experiments also a
Q-switched Nd : YAG laser (wavelength 1064 nm, pulse

The deposition of high temperature superconductors has energy 0,5-3 mJ, pulse duration 200ns and repetition rate
shown laser ablation deposition (LAD) to be a simple and 60-1000 Hz) was used.
versatile thin film preparation method. Especially in the
development of new materials, LAD offers a quick and rela-
tively easy technique to realise complicated material com- YBa2 Cu3O 7  -I superdt fims
positions and multilayer structures. The main advantages of YBa 2Cu3 O7 -fPrBa 2 O7  superlattices
the method are the reproducibility of the target composi- YBa2 Cu 30 7  (YBCO) and PrBa 2OT7  (PrBCO) films,
tion, the possibility to deposit a wide variety of materials YBCO/PrBCO superlattices and Yo.sPro.5 Ba 2Cu 3O 7 _6
and layered structures and a quick and relatively simple films were deposited on heated (700-750'C) SrTiO 3 single
experimental arrangement. crystal substrates using an energy density of 2-3 J/cm2 and

In this paper, pulsed laser ablation deposition of different an oxygen flow (0.25 mbar 02) during the deposition [2].
types of thin film materials made in the University of Oulu, For the deposition of superlattices the laser beam was
is presented [1-5]. The materials are very different in scanned over two targets placed closely together. It was pos-
their deposition properties offering a challenge to any sible to control the thickness of each layer independently by
method: YBa 2Cu 30 7 _• superconducting films and
YBa2Cu 3 O7 _/PrBa2O _ superlattices; doped-lead zir- Focusinglens
conium titanate (PZT), a multinary ferroelectric oxide, and " 'Ratable
PZT/YBa 2Cu3 0 7 -, heterostructures; Cu(In, Ga)Se2  a Laser beam ua Quartz windor

ternary or quaternary compound semiconductor consisting
of more and less volatile elements and amorphous diamond-
like carbon, ablated from a high-melting point element.Wae

2. Laser ablation depositions

The laser ablation deposition process can be divided into
the following stages [6]: (i) heating, melting and fast evapo-
ration of the target material by the laser beam; (ii) absorp- To turbo-
tion of laser power in the evaporated material and the molecular
formation of plasma followed by an isothermal expansion;
(iii) adiabatic expansion of the plasma and formation of a
directed particle beam, and (iv) condensation of the material .4 ,
on the substrate and the nucleation and growth of the film. Target and Substrates on Electrical connections
If the growth occurs on a non-heated substrate, the struc- target holder heater plate

ture of the film is usually amorphous; crystalline films are Fig. 1. A typical laser ablation chamber.
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varying the number of pulses. Typical deposition rates were using an yttrium-stabilised zirconia (YSZ) buffer layer was
about 0.1A/pulse (2.5-5A/s). The thin films and super- investigated. The substrates were silicon and silicon on
lattices were epitaxial with the c-axis perpendicular to the sapphire. The films on the YSZ buffer layer were very prom-
SrTiO3 (001) surface plane. The zero resistivity temperature, ising: they were almost epitaxial, showed metallic type resis-

T1 o, of the epitaxial YBCO films was 87-90 K and the rela- tivity behaviour and had zero resistivity temperatures of
tive resistance curve showed metallic behaviour above T.o about 85 K.
and extrapolated well to zero (Fig. 2, curve a) [2]. The resis-
tivity curve, R(T), of the PrBCO film showed 4. Lead zirconium titanate and PZT/YBCO heterostructures
semiconductor-like behaviour.

For the 2/2 and 1/1 unit cell period superlattices (Fig. 2, Lead zirconium titanate (PZT) materials are of great inter-
curves b and c), the respective critical temperatures, 57 K est for high dielectric-constant and non-volatile memory
and 31 K, are lower than for YBCO but considerably higher chips and for piezoelectric sensor and actuator applications.
than 18K for the alloy Y0.5Pro.5Ba 2Cu 3O 7 -J (Fig. 2, curve In LAD of PZT it is necessary to optimise the processing
d). For longer period superlattices, the resistivity curves and parameters for each material composition. For example, the
critical temperatures approach those of YBCO films. All laser fluence has a critical effect on the composition and
superlattice films showed metallic behaviour above T, but microstructure of films. If too high a fluence is used, large
the resistivity ratio, R(300 K)/R(100 K), was considerably particles impair the quality of the film. On the other hand,
less than the value of 3 exhibited by the epitaxial film. Even the target-substrate distance together with the laser fluence
the resistivity curve of the 1/1 unit cell superlattice had a affects the growth rate of the films. The optimised value for
positive slope contrary to that of the Y0 .5 Pro.5 Ba 2Cu3 O7 _1 the fluence at a deposition distance of 40mm was 1-
material, and its To was at least 12K higher so that Y and 1,5Jcm- 2 for Pbo.97Ndo.0 2(Zro.55Tio.4 5)0 3 targets [1]. To
Pr were not randomly distributed in the rare earth sites. The avoid ablation from a small area, a rotating target which
critical current density in a zero magnetic field at 77 K was moved up and down was used. After ablation on unheated
in the range 1-2.5 x 106 A/cm2 for the YBCO fims. For a sapphire substrates (with R-plane surfaces) the films (100-
4/4 superlattice film the critical current density at 30 K was 800 nm thick) were amorphous and had good surface mor-
0.2 x 106 A/cm 2 . phology. After deposition the films were annealed in air with

For hybridization of high T. superconductors and semi- PZT-powders at 750 'C for two hours. The films had a tri-
conductors, silicon is the most important substrate. Deposi- gonal perovskite structure as the main crystal phase and the
tion of good quality high Tc superconducting thin films composition of the target was reliably reproduced.
directly on to silicon has proved to be impossible because In connection with PZT, high T. superconducting oxides
the diffusion of silicon destroys the superconducting proper- can be used as electrodes (in the normal state) or as an
ties of the film. Therefore a buffer layer on a silicon sub- active superconducting material. LAD was used to produce
strate has to be used. In a study, laser ablation deposition of layered structures containing PZT and YBCO-compounds
high T, superconducting YBa 2Cu3 O.7_J films on silicon [3]. The layers were deposited in situ on heated (PZT: 585-

600 °C, YBCO: 740-760 'C) single crystal substrates (fluence
1-2 J/cm 2) in an oxygen flow. The highest crystal perfection

2 of PZT was obtained on epitaxial YBCO deposited on a
single crystal of strontium titanate.

5. Cu(In, Ga)Se 2

CuInSe2 (CIS) and Cu(In, Ga)Se 2 (CIGS) have been recog-
nized as most important new semiconductor photovoltaic
materials, with large-scale applications projected for thin

Q film solar cells and radiation detectors. Gallium substitution
of CIS provides a convenient means of adjusting the band
gap of the material. As x goes from 1 to 0 the band gap of

SCuln.Ga
1 xSe 2 increases from approximately 1.0eV to

(b) 1.68 eV. Applications for IR detectors would benefit from
the small bandgap of CIS. For solar cell applications

(a) Culno.7 5Gao. 2 5 Se 2 with a bandgap of 1.17eV presents a
useful compromise between the optimum bandgap of 1.5 eV
and ease of film preparation.

Targets were prepared from polycrystalline and

0 Bridgman-grown single crystal material [4]. The peak

0 so 100 150 200 250 300 power density was 109 W/cm 2. The films (typically 400nm
TEMPERATURE(K) thick) were deposited at 350 'C on fused silica and silicon

(111) single crystal substrates. After deposition, the tem-

Fig. 2. Relative resistance, R(T)/R(300K), of films on SrTiO 3: (a) perature was lowered to room temperature without any
YBa 2Cu 307_, deposited by an in situ process and (b) additional heat treatment. The EDAX results for the bulk
YBa 2Cu 3O-, JPrBa2O7_, superlattice, period 2/2 unit cell (4,8 nm), thick-
ness 97 nm (21 + 20 layers). (c) period 1/1 unit cell (2,4 nm), thickness 58 rn analysis of the ablated films revealed that, in general, the
(25 + 24 layers), (d) alloy Y 0.5 Pr0 .5 Ba 2Cu 307_.. selenium content was below that of the target material.
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However, the indium/gallium ratios of the target materials room temperature, respectively. As a function of the power
were seen to be faithfully reproduced up to 20% gallium density, the optical gap varied between 0.45 and 1.35 eV for
substitution. The ifilms were all found to be n-type, as were ifilms deposited at room temperature [Fig. 3(a)]. By intro-
the original targets. ducing hydrogen into the chamber during deposition, the

The ability of LAD to prepare ifims whose bandgap may DLC band gap could be increased to 2.2 eV. The real part
be varied simply by varying the composition of the starting (n) of the refractive index was near 2.4 in the visible wave-
material is of great interest in the field of fibre optic commu- length range for good quality unhydrogenated DLC films
nications, and near 1.4 for hydrogenated ifims.

The electrical resistivity of the unhydrogenated films
6. Diamond-like carbon thin films could be varied over six orders of magnitude by adjusting

the power density [Fig. 3(b)]. As a function of the deposi-
Amorphous diamond-like carbon (DLC) thin films were tion temperature between room temperature and 200 °C the
deposited on fused silica and single crystal silicon substrates variation was more than eight orders of magnitude
using a pyrolytic graphite target [-5]. The thickness of the [Fig. 3(c)].
films was between 100 nm and 500 nm and the deposition The large variation of the optical and electrical properties
time was 10-30min. of laser ablated DLC films as a function of deposition

The effect of substrate temperature and the intensity of parameters opens up the possibility to utilise these films in
the laser pulse was investigated. By varying the power electronics, either as active materials or as optical or protec-
density during the laser pulse between 109 and 1010 W/cm 2 tive coatings.
and the deposition temperature between room temperature
and 200 °C it was found to be possible to tailor the proper-
ties of the deposited films between the extremes of diamond-
like and graphite-like carbon (Fig. 3). The lowest substrate 7. Conclusions

temperature and the highest peak power density yielded the LAD is an attractive preparation method to realise elec-
most diamond-like properties. The optical band gap of the tronic materials. It is specially suitable for multicomponent
films varied from zero (graphite-like films) to a maximum systems and for superlattices because of stoichiometry
value of 1.35 eV (DLC) for films deposited at 200 °C and at reproducibility and the ease with which layer thickness can

be adjusted. Complicated material composition and even
variation of the composition of the film in a scale of a unit

Power density (10O9 W/cm 2) cell can be realised. Good quality films of PZT and CIGS
60 2 4 6 8 materials show that LAD is suitable to make films consist-

6 I ing of both more and less volatile compounds. LAD of DLC
5 •" is an example of its application to a very high-melting point

S4 1,4 . element. As a production method LAD is still at an early
S( a 1,2 a" stage. There are problems with surface quality (because of

o • sub micron-sized droplets on the film) and deposition of
S1 • large areas with contrast thickness.
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Abstract equilibrium is formed between the surface and the vapour

A plasma activated gas source molecular beam epitaxy process has been phase and the chemical reactions on the surface are separate
developed in which the molecular beam is formed by activating a methane- from the reactions occuring in the plasma; due to the good
hydrogen mixture in a plasma source. Amorphous carbon growth on (100) vacuum electron diffraction methods can be used for surface
silicon substrates occurs when the substrate temperature exceeds 800 'C. characterisation during the growth; and there are several
The growth of cubic silicon carbide is observed above 880 'C. Epitaxial independently controllable parameters available for the
silicon carbide layers are characterised using X-ray photoemission spectros- growth experiments (substrate temperature, substrate bias,
copy, atomic force microscopy, ellipsometry and Rutherford backscatter-
ing. gas flow rates, plasma input power).

Our aim is to develop an MBE method for the hetero-
epitaxial growth of diamond. SiC could provide a suitable

1. Introduction substrate for the growth of epitaxial diamond on silicon.
The growth of epitaxial SiC on silicon by MBE has pre-

Cubic silicon carbide (SIC) and diamond are wide band gap viously been reported using electron beam evaporation
semiconductors with many potential applications for high [3, 4] and hydrocarbon gas sources [5, 6]. In this paper we

frequency, high power and high temperature devices [1]. [3, 4] and oca gas source [o actIn the paper-

The basic problem for the semiconductor applications of report the use of a plasma source to activate the hydrocar-

carbon is the absence of epitaxial methods for the growth of bon gas for the growth of SiC on silicon.

high quality single crystal diamond and Si-C alloy films on
affordable substrates such as silicon. In recent years,
however, considerable progress has been made with silicon A modified VG Semicon V80M molecular beam epitaxy
carbide. The effort to develop diamond fabrication tech- (MBE) system is used for the growth of carbon containing
nology has been substantial, but it seems that the growth layers. A schematic diagram of the growth apparatus is
methods available at present are not suitable for the hetero- shown in Fig. 1. Methane (CH4) and hydrogen (H 2) are used
epitaxial growth of diamond. Due to the large bonding and as the source gases. Gas flow rates are controlled by mass
surface energy of diamond the growth does not proceed
planarly but results in the formation of small crystallites [2]. MBE growth

The most common methods for the growth of diamond- chamber
like and diamond films are various plasma assisted chemical
vapour deposition (CVD) techniques in which the precursor Substrate holder
gases are activated by a plasma. The pressure during the and heater
process is typically quite high and the substrate is usually Substrate
directly in contact with the plasma. The growth mechanism
of diamond is still unclear because the number of possible Molecular beam
chemical reactions is large and direct characterisation of the I
growth process is difficult. Plasma cavity

Molecular beam epitaxy offers the potential for the suc- RF-coil
cessful heteroepitaxy of silicon carbide and diamond. In RF....
MBE the growth occurs in ultra high vacuum (UHV) from
elements evaporated with thermal sources or from gaseous
precursors. MBE has several advantages for the growth of
carbon films: The growth at UHV; the substrate surface can Mass flow Gas inlets
be made atomically clean by heat cleaning methods; the controllers
substrate can be modified by using buffer layers; because the CH4
source(s) and the substrate are separated, no metastable

H2

Present address: Laboratory of Physics, Helsinki University of Tech-
nology, Otakaari 1, 02150 ESPOO, Finland.

2 Present address: Electronic Materials and Components, VTT Electronics, __N2

Technical Research Centre of Finland, Otakaari 7B, 02150 ESPOO,
Finland. Fig. 1. Schematic diagram of the plasma assisted MBE growth apparatus.
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flow controllers and the gases a mixed in a manifold before Energy (keV)
being injected into the plasma cell through a needle valve. A 200 400 600 800 1000 1200 1400

plasma activated gas cell (Oxford Applied Research i
MPD - 21) is used as the carbon source. The plasma source 14000
consists of a small cavity surrounded by the radio frequency
(RF) coil. The end plate of the cavity contains a few small 12C 14N 160 

2
8Si

apertures (we have mostly used 9 holes, each 1 mm in
diameter), through which the molecular beam is ejected into 12000
the growth chamber. The methane-hydrogen gas mixture is
activated in the cavity using an RF-field. The substrate is
located 360 mm from the plasma cell apertures, and it is 10000

heated by a resistive heater element. The substrate tem-
perature is monitored by an optical pyrometer and a termo-
couple located behind the substrate. The pumping system of 8000

the growth chamber consists of an oil diffusion pump and •
liquid nitrogen cooled cryopanels. The growth chamber is 0

also equipped with a reflection high energy electron diffrac- 6000

tion (RHEED) system for in situ monitoring of the growth.
The other parts of our MBE-system consist of a growth
chamber for 111-V compounds and a preparation chamber. 4000
An Auger spectrometer for surface analysis and a quadrupo-
le mass spectrometer for residual gas analysis are situated in
the preparation chamber. 2000

For the growth of SiC 75mm diameter (100)-oriented
silicon wafers are used as substrates. First the substrates are
cleaned using a standard chemical cleaning process. The 0
thin native oxide is removed in situ by heating the substrate 0 50 100 150 200 250

above 1000 °C in the growth chamber. The oxide removal is Channel
observed using RHEED. Mass flow rates during the growth Channel
are typically 0.35 sccm and 3.5 sccm for methane and hydro- Fig. 2. RBS spectrum of a carbon layer grown at 860 °C measured using
gen, respectively. Substrate temperatures, as determined by
the pyrometer, are varied between 700'C and 970'C.
Typical power input to the RF-coil is between 100-165 W. RHEED pattern becomes streaky, bright and sharp indicat-
Growth times have been between 20-45 min. After the ing the formation of an epitaxial layer in a 3-dimensional
growth sequence the plasma cell is cleaned with an oxygen growth mode. In Fig. 3 the RHEED pattern of a sample
(02) plasma. The background pressure in the MBE chamber grown at 880 'C is shown in the (100> direction of the Si
is about 10-11 mbar when the system is idling. During the substrate. The analysis of the distances between the diffract-
growth the pressure rises to 10- mbar due to the hydrogen ing planes from the pattern indicates that the orientation
background buildup. The samples have been characterised between the SiC layer and the substrate is
using Rutherford backscattering spectroscopy (RBS), ellip- Kl10>SiClI 100>Si and (lll>SiCJ<1l0>Si. The lattice con-
sometry, reflection high energy electron diffraction stant of the epitaxial layer obtained from the RHEED
(RHEED), X-ray photoelectron spectroscopy (XPS) and pattern agrees with that of SiC within the experimental
atomic force microscopy (AFM). error.

In order to confirm that the epitaxial layer is indeed SiC,
3. Results and Discussion the XPS spectrum was measured. As shown in Fig. 4, the

spectrum shows clearly a peak at 283.20eV which is charac-
Growth parameters were varied to find the optimum condi- teristic of SiC [7]. The XPS spectrum also strong features at
tions for the condensation of carbon on the substrate 284.8 eV and 286.1 eV, and weaker peaks at 287.7 and
surface. The crucial parameter turned out to be the sub- 289.2eV, indicating the formation of C-C bonds. It is there-
strate temperature. Below 800 'C no growth occurred, fore likely that some graphite is also formed on the surface.
Between 800 'C and 880 'C a layer of amorphous, hard For comparison the corresponding spectrum for a graphite
carbon was grown and above 880'C epitaxial SiC was control sample grown by vacuum evaporation is also
formed. The RBS spectrum (Fig. 2) of a sample grown at shown. To gain a better understanding of the surface mor-
860 0C shows that there is a thin overgrowth of carbon on phology of the SiC layer atomic force microscopy was used.
the Si substrate. The areal density of the carbon atoms is The AFM showed that the size of the SiC crystallites ranges
2.64 x 1017 1/cm 2. The amount of impurities (for example N between 100-200 nm and they are epitaxially oriented along
or 0) is very low. The concentration of atomic hydrogen the < 10> directions of the Si substrate. The thickness of the
was not measured. grown layers varies between 10-20 nm and the mean rough-

The growth of epitaxial SiC occurs when the substrate ness is about 2.4 nm. The refractive index measured by
temperature exceeds 880 'C. Epitaxy can be observed using single wavelength ellipsometry is 2.8, which is slightly lower
RHEED. For layers grown below 880 'C the RHEED than that of SiC probably due to the formation of voids
pattern is spotty and hazy. Above 880'C, however, the between the crystallites.
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The composition of the molecular beam coming from the
plasma cell is not known. However, it is easily shown that
the activation of the methane/hydrogen mixture is essential
to the growth. If the plasma is turned off, no growth is
observed under any of the conditions used, in agreement
with the results of Kusunoki et al., who found that a CH 4
beam does not react with a Si substrate even at 1400 K [5],
Also, it seems likely that the carbon containing species in
the molecular beam is not elemental carbon, because under
identical conditions growth occurs on silicon but not on
silicon oxide. The sticking coefficient of carbon cannot be
determined accurately in our experiments. However, the
plasma source is very nearly an ideal Knudsen cell [8] and
by using the areal density of carbon obtained from RBS
measurements, the lower limit of the sticking coefficient on
silicon can be estimated to be about 0.65. Because some of
the carbon is accumulated inside the plasma cavity, it seems

Si <100>, SiC <110> that the true value of the sticking coefficient is nearly 1.

the carbon build-up inside the RF cavity. When the con-
ducting layer of carbon on the cavity walls becomes suffi-

<110> <111> ciently thick to shield the cavity from the RF field, the
plasma is extinguished preventing the growth of thick

Fig. 3. The RHEED pattern of a SiC layer grown at 880 'C taken in the layers.
<100) direction of the Si substrate. In conclusion, we have achieved SiC growth on silicon by

a plasma assisted MBE process. Our method shows promise
for the growth of SiC and diamond on Si substrates because
the growth parameters (the flux of carbon and other growth

90 substituents, the plasma temperature, the substrate tem-
perature and bias) can be independently controlled. This
may provide valuable information about the growth mecha-

80 nism of carbon.
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Abstract epitaxial system, resulting in an increased probability for the

Compositionally graded, relaxed, n-type, Si1 lGe. alloy layers have been threading dislocations to annihilate [5].

grown on (100) Si substrates; the main emphasis has been put on composi- Due to their potential use for the fabrication of novel
tions with x = 0.25. It is found that for substrate growth-temperatures devices as well as for studies of bulk properties of unstrained
higher than -750'C and a grading rate of 10% Ge/pm relaxed Sit -_Gex alloys these epitaxial layers have received a great
Si0.7 5Geo.25 epitaxial layers of high structural, optical, and electrical deal of attention. Lattice-matched III-V layers on Si chips
quality can be grown. The layers are characterized by channeling param- have already been grown with these relaxed buffer layers as
eters close to expected bulk values, a threading dislocation density of
-5 x 10 cm-2, and strong near-band gap luminescence. Electrical mea- templates [4], and very high electron mobility, two-
surements have revealed Hall mobilities similar to published bulk values dimensional electron gas has been achieved in Si by growing
and concentrations of electrically active deep levels <2 x 1011 cm-'. The on a relaxed, graded SiGe buffer on Si [6, 7].
surface morphology is, however, strongly influenced by the grading pro- In the present article we report on the characterization of
cedure which produces a high degree of cross-hatching. epitaxial, compositionally graded Si, -Ge. grown by

molecular beam epitaxy (MBE). The main emphasis will be

1. Introduction put on compositions with x = 0.25, which are either unin-
tentionally or n-type doped. A number of experimental tech-

SiGe alloy layers have lattice constants which are up to 4% niques have been utilised reveiling structural, optical, and
larger than the one for Si depending on the composition. electrical information.
Sufficiently thin Si1 _.Ge. layers can grow pseudo-
morphically, and thus strained, onto a silicon substrate. If 2. Experiment
the layer thickness excedes a composition-dependent critical
thickness, however, it relaxes structurally by the intro- The Si1 _ ,Ge. epilayers were grown by MBE on 100mm
duction of dislocations having misfit segments parallel to (100) Si substrates in a VG Semicon V80 system. The base
the interface and threading segments through the epitaxial and growth pressures were 5 x 10-11 and about 5 x 10"1
layer [1]. Threading segment densities of -' 1011 cmr-2 are Torr, respectively. The total (Si plus Ge) growth rate of
formed for Si1 _,Ge. with x = 0.25 [2], rendering this 5A/s was maintained constant throughout all the growth
material useless for most applications. For a Sio. 7 Geo.2 5  procedures whereas the substrate temperature was varied
layer the critical thickness is - 500 A. between 540 and 850 'C. A silicon buffer layer of thickness

Recently, however, it has been shown that relaxed, epi- 1 gim was first grown followed by the growth of the graded
taxial Si -_Ge., layers of any composition can be grown on buffer layer with a starting Ge content of about 0.2%, and
(100)-Si substrates with a very low density of threading dis- with a Ge grading rate of 10% Ge/jim. The thickness of the
locations by molecular beam epitaxy (MBE) or chemical top uniform layer was 3-4 jim and the top layer was either
vapour deposition (CVD) [3, 4]; threading dislocation den- unintentionally doped in which case it was n-type with a
sities between 1 x 10' and 1 x 106cn-2 in the top layer carrier concentration •<2 x 1014cm-3 or n-type doped with
have been reported. This has been achieved by growing the Sb to a concentration of _1 x 1016 cm-3. The composi-
top layer of the required composition on a compositionally tions of the layers were determined by Rutherford back-
graded buffer layer in which the Ge content has been scattering spectrometry (RBS) using 2-MeV He'-ions. The
increased gradually. The reduction of the density of thread- crystalline quality of the SiGe layers was studied by RBS/
ing dislocations from _1011 to 104 cm-2  for a channeling, planar and cross sectional transmission electron
Si0.7 5Geo.2 5 layer by the compositional grading procedure microscopy (TEM) using a Philips CM 20 microscope oper-
is explained as a consequence of a self-adjustment of the ating at 200kV, and Schimmel etch-pit test. The optical
dislocation multiplication sources in the Si1 _GejSi hetero- properties were investigated by photoluminescence (PL)
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using an Ar+ ion laser with an excitation power between

5-50mW/mm 2 ; the samples were mounted stress-free and 1.00
were immersed in liquid helium, T = 4.2K; the PL spectra
were recorded with a Nicolet 60SX Fourier transform spec- N

trometer fitted with a North Coast Ge diode detector. Hall < .7S.75 li

mobilities were measured by the van der Pauw method in Y
z

the temperature range from 80 to 300 K on specially grown
samples in which the n-type top layer was separated from _

the graded buffer layer by a pn-junction; Au(99%)/Sb(l%) e ~
alloy contacts were evaporated in the corners of the square ..
samples. Deep level transient spectroscopy (DLTS) with a
SemiTrap DLS82 instrument was used to measure the con- U 25

centration of electrically active deep centers in the band gap.
Diodes for DLTS were fabricated either by mesa-etching
samples which had been terminated by the growth of a 0
0.5 gtm B-doped Sio.7 5Geo. 25 p+-layer or by Pd-evaporation -.5 0 .5 1.0 1.5 2.0 2.5

through a diode forming mask followed by a sintering at TILT ANGLE [DEGREES]

about 300 'C for 20 s; the diodes were evaluated by mea- Fig. 2. Channeling angular scans around the (100>-direction measured

surements of current-voltage and capacitance-voltage char- with 2-MeV He' particles. Virgin Si (0), Sio.75Geo. 25 grown at 540 'C (O),

acteristics prior to the DLTS measurements. Finally, the 750'C (V), and 850'C (E[).

surface morphology of the layers was studied by atomic
force microscopy (AFM) in air with a Rasterscope 3000 displayed in Fig. 2 together with an angular scan of a
instrument. virgin

Si crystal; the results are collected in Table I. The scans
were measured in a narrow depth-window of 500 A at a

3. Results and discussion depth of - 1000 A. Whereas the scans of the samples grown

Figure 1 shows an example of a cross-sectional two-beam at 750 and 850 'C resemble the one for virgin Si, the scan of

TEM image of a Si0.75Geo.2 5 layer grown at 550 'C. The the 550 'C-sample is sharpened at small tilt angles and

2.5 gm thick compositionally graded layer with the high broadened at larger tilt angles. The broad feature might

density of misfit dislocations can be easily distinguished appear as a consequence of a mosaic structure in the top

from the 3 gim thick "dislocation free" uniform top layer; the layer caused by the network of misfit dislocation in the

characterization of the layer as being dislocation free should graded layer as previously reported for similar samples

be taken with caution as TEM is not sensitive to dislocation grown at 500-560 'C [2]. If a mosaic structure is assumed

densities less than _ 106 cm-2. To get a better estimate of to cause the broadening, the mosaic angular spread can be

the dislocation density we used the Schimmel etch-pit test estimated from the measured critical angles of Table 1,
which revealed dislocation densities of -5 5 x 10' cm-2. It assuming a gaussian distribution of the angular spread; this

should be noted that the etch-pit test is also subjected to a results in an angular spread of 0.50. However, the form of

large uncertain due to the rough surface morphology of the the scan cannot be explained alone by a mosaic structure; a

layers (see later). In this way the samples which are dis- more complicated, and at present unknown, defect-structure

cussed in the following have been estimated to contain results in the sharpening of the scan. It should be noted that

-, 5 x 10' cm -2 dislocations. TEM of samples grown at 550 'C did not reveal any defects.

Channeling angular scans of unintentionally doped The expected value of V1/2 for virgin Si is 0.45' [8] in agree-

Si0 '75Geo.2 5 alloy layers grown at different temperatures are ment with the measured value, and for Ge 0.57' [8]. A inter-
polation for Sio.75 Geo.25 gives 0.47' which agrees well with
the measured value of 0.46' of the 850 °C-sample; the value
of the 750 °C-sample is, however, significantly smaller. This
narrowing could be due to a composition modulation in
depth in which the Ge concentration varies between 0.20
and 0.30 with a period of about 50 A. Such a composition

•,,7 ' 9'' modulation has been observed for growth temperatures
below 750 'C and is due to the geometrical arrangement of
the e-guns in the MBE growth chamber. A narrowing could

Table I. Results from 2-Mev He' channeling measurements,

Xmin is measured along the (100> direction and 0 1/2 is the
. . . critical angle for channeling in the (100>-direction

1 Fi Sample Xmin 01/2

SVirgin Si 3.5 + 0.5% 0.44 + 0.010
Sio .,5 Geo.0 Ts 540 °C 25.8% .~0.6°

Fig. 1. Cross-sectional TEM micrograph of a Sio.7 5Geo.2 5 structure grown Sio. 7 5Geo.25 , Tg = 50°C 425.% -0.6'
S.7G.2,Tg = 750'C 4.2 + 0.5% 0.42 + 0.01'

at 550 'C. The compositional graded layer is 2.5 ptm thick, and the top layer
an. Sio. 7 5Geo.2., T. = 850°C 3.8 ± 0.5% 0.46 + 0.010
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also be the result of a weak mosaic structure giving rise to continues beyond the low frequency cut-off of the Ge-
some minor dechanneling without any broadening of the detector. The observation of a similar broad band in fully
angular scan; this would be in agreement with the slightly strained epitaxial SiGe alloys grown at 600 'C has been
larger Xmin value observed for the 750'C sample compared reported in the literature and has been related to small
to the 850 'C sample. Nevertheless, it can be concluded that interstitial-type platelets [15]. This would be consistent with
for a growth temperature of 850 'C there is no indication of the lack of any observable defects by TEM in samples
a mosaic structure with an angular spread of more than grown at 550'C. The absence of well resolved near-band
-0.10 which is the detection limit of the present experiment. gap luminescence in Fig. 3(a) indicates a rather low quality

The influence of the growth temperature on the photolu- of the sample grown by MBE at 540 'C in agreement with
minescence is shown in Fig. 3. The PL measurements the channeling results.
reported here were done on samples from the same wafers An example of a DLTS spectrum of an unintentionally
as were used for the channeling measurements. The PL doped Sio. 75Geo.2 5 layer grown at 750 'C is given in Fig. 4.
spectra of the Sio.7 5 Geo. 2 5 grown at temperatures higher The sample has been cut from the same wafer as was used
than 750'C are dominated by two peaks which are for the channeling (Fig. 2) and PL (Fig. 3) measurements.
described as a no-phonon transition (NP) and its transverse The n-type doping was derived by capacitance-voltage (CV)-
optical (TO) Si-Si phonon replica according to their separa- measurements to be 2 x 101cm-a. Due to the small thick-
tion in photon energy. These peaks labeled XNP and XT° in ness of the top Sio. 7 5 Geo.2 5 layer of 4ptm a reverse voltage
Fig. 3(b) and (c) have been interpretated as excitons bound of only -1.5 V could be used before the depletion layer
to unintentionally incorporated shallow impurities in SiGe extended into the graded buffer layer. The broad peak cen-
alloys [9, 10]. In addition to this near-band gap lumines- tered around 180K is probably due to dislocations deco-
cence the D-bands, D1-D4, which are related to impurity- rated with impurities. The very low observed deep level
decorated dislocations [11, 12], show up in the PL-spectra concentration < 2 x 10"' cm-' is in agreement with the low
of the SiGe layers grown at temperatures higher than 750'C, concentration of impurity-decorated dislocations observed
Fig. 3(b) and (c). The photon energies of the D-bands are by PL which is sensitive to impurities decorating dis-
reported to decrease in Si, -Ge. with increasing x [13, 14]. locations at concentrations higher than -1 x 1011cm-3

Due to different shift rates with the Ge-composition the [16]. An increase of the growth temperature to 850'C did
D2-and D3-bands overlap at x > 20% [12]; as a conse- not result in a significant change of the deep level concentra-
quence the D2 band in Fig. 3(b) is broadened as the less tion. We have, however, observed that an Sb doping from
intense D3-band overlaps. The spectral positions of the an effusion cell results in an increased concentration of deep
D-bands recorded in spectra (c) and (b) give evidence that levels; for an Sb doping level of 1-5 x 1016Sb/cm 3 a deep
the underlying dislocations are located in the Sio.7 5Geo.2 5- level concentration of - 1 x 1013cm- 3 is found; we are pre-
layer. Compared with the spectra of the 750 and 850 'C sently investigating possible reasons for this.
samples the luminescence signal of the 540 'C sample shown The Hall mobility of a Si 0 .7 5Geo.25 sample grown at
in Fig. 3(a) is very weak. It consists of two broad overlap- 750 'C and doped to 1 x 1016 Sb/cm 3 is shown in Fig. 5 as a
ping bands centered at 1.0 eV and 0.79 eV. The latter one function of temperature. The room temperature value of

300 cm 2/Vs is in good agreement with a literature value of
350 cm 2/Vs [17]. An increase of the mobility of about 20%
at low temperature was observed upon a furnace annealing
at 900 'C for 15 min. This is in agreement with PL measure-
ments of highly doped layers revealing a broad lumines-
cence peak centered around 0.9 eV which disappears

""x2 2x10 1
,
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U z
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0) X siX si + .

0 44. *
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(c)D 3 D 4  x2

(c)_ #451"
_ _ _ __-__3x10
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Fig. 3. Photoluminescence spectra of three unintentionany doped Fig. 4. DLTs spectrum of an unintentionally doped Sio. 7 5Ge0.25 Schottky
Si0.7 5Ge0.2 5 samples grown at (a) 540'C, (b) 750'C, and (c) 850'C. The diode grown at 750'C. The n-type doping concentration was
spectra were excited with the 488 nm line of an Ar+ ion laser and an excita- 2 x 1014 cm-'. The spectrum was measured with a repetition frequency of
tion power of 20mW/mm'. 250 Hz and a pulse width of 50 pss.
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1000 7.6nm compared to 13.6nm for the 550 0C grown sample.

Thus, an increase of the growth temperature from 550 to

800 750 results in halving of the surface roughness. The appear-
ance of these cross-hatch patterns on the surface of com-

++ positionally graded, epitaxial layers is presently being
600 ++ discussed as a result of the misfit-dislocation pattern in the

compositionally graded layer separated from the surface by
S400 4 ym of defect-free material [19, 20]: the surface morphol-

+-+ ogy is expected to arise from a combination of both
dislocation-induced mechanical shears of the surface and

200 from growth phenomena controlled by local strain fields

associated with misfit dislocations.
0
70 100 130 160 190 220 250 280 310

TEMPERATURE tK] 4. Conclusion
Fig. 5. Hall mobility as a function of temperature for a Si 0 .7 5Geo.25 sample
grown at 750'C doped to 1 x 1016Sb/cm

3. The full curve is a preliminary, Compositionally graded, relaxed Si0 . 7 5Ge0 .2 5 grown by
theoretical estimate based on Brooks theory. MBE has been characterized by a combination of comple-

mentary analytical techniques. It is demonstrated that
relaxed Sio. 7 5Geo.2 5 of high structural, eletrical, and optical

following a furnace annealing at 900 'C for 30 min. The tem- quality can be grown at temperatures higher than about
perature dependence is well described by the Brooks theory 750 'C. The surface of these layers, however, is dominated
which includes the effect of alloy scattering [18]. by a cross-hatch pattern with a roughness of -8 nm. For

Three-dimensional AFM images of typical surface mor- future use of this material for devices the issue of how to
phologies of Si,-,Ge. films grown at 550 and 75.0 C are avoid this cross-hatch pattern has to be addressed.
shown in Fig. 6. In both images clear cross-hatch patterns in
the K110>-directions are apparent. The surface morphology
is slightly smoother in the 750 'C-grown samples, and the Acknowledgements
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Abstract Ge implantation was performed with 180keV Ge+ ions at a

Si ,_Ge. layers were formed through high-dose germanium ion implanta- dose of 3.8 x 1016 cm- 2 . In regard to the double-energy Si+
tion into (100)Si substrates. Two alternative implantation techniques along and Ge+ implantation, the wafer was implanted first by
with that of the single-energy Ge+ implantation were separately adopted: 180keV Si' ions at a dose of 1.0 x 1016cm- 2 , and then by
the double-energy Si+ and Ge+ method, and the double-energy Ge+ and 180keV Ge+ ions at a dose of 4.7 x 1016cm-2. Similarly,
Ge' + method. The purpose of the both double-energy methods was to the double-energy Ge+ and Ge + + implantation adopted a
form deeper amorphous layers by using relatively low-dose Si+ or Ge`+
ion bombardment while the SiGe alloy layers were created by high dose similar Ge+ implantation as the former except that the
Ge' ion implantations. Furthermore, all the amorphized samples were epi- Ge+ + implantation of 360 keV is at a dose of
taxialy regrown by conventional furnace annealing at temperature of 525 to 4.0 x 1015 cmM-2. The main purpose of the both double-
600°C. RBS channeling spectroscopy was used for optimizing these energy implantation methods employing Si+ and Ge++
implantation processes. Measurements confirm that the double-energy Ge+ implantations was to form deeper amprphous layers while
and Ge' + method is optimum because of generating fewer residual defects.
Additionally, the preliminary result on the regrowth properties of the the SiGe alloy layers were created by 180keV Ge+ ion
double-energy Ge+ and Ge+ implanted SiGe layer is also presented. implantations. For suppressing the dynamic annealing effect

which has been known to be detrimental for rec-

1. Introduction rystallization of implanted layers, the amorphization
implantation beam power densities used were less than

Recently, the Si1 _,Ge,/Si heterojunction materials have 0.09 W/cm 2 for the high dose Ge+ implantation and less
been a focus of research because they greatly enhance the than 0.46 W for the relatively low dose Si+ or Ge++
speed and flexibility of silicon and are compatible with exist- implantation [11]. The corresponding wafer temperatures
ing silicon technology rather than replacing it. Using molec- during the implantation were less than 200 'C and 380 'C,
ular beam epitaxy (MBE) and chemical vapor deposition respectively. Solid phase epitaxial regrowth employing con-
(CVD), the cut-off frequency of the Si1 xGe. base hetero- ventional furnace annealing processes was used to crystallize
junction bipolar transistors (HBT) has jumped from 75 GHz the amorphous layers.
in 1989 to the present 10GHz [1, 2]. Typically, MBE and
CVD have compositionally abrupt interfaces, but recent
HBT studies suggest that compositionally graded structures The implanted samples were characterized by Rutherford
may have advantages for some applications [1, 3]. Within Backscattering Spectroscopy (RBS) channeling measure-
this consideration, an approach has been proposed to use ments, which were carried out using a standard setup of a
high dose germanium ion implantation into a single crystal NEC 1.7 MV Tandem Pelletron Model 5SDH-2 accelerator.
silicon [4-9]. The resulting germanium distribution in the The 2000 keV 4 He + analysing ion beam had angular beam
silicon near-surface region is Gaussian in shape, and the tail divergence of less than 0.05 degrees, beam spot size of
of the germanium profile extends beyond the base region. 1 mm2 and a beam current of 25 nA on the sample at
Numerical simulations indicate that if the position of the normal incidence. The backscattered ions were detected at a
germanium profile is chosen properly, the high current gain 170 degrees angle from a 100mm distance of the measured
is achievable also in the case of the germanium implantation sample at normal incidence by a standard 50mm2 silicon
[10]. Furthermore, this technology offers the opportunity to surface barrier detector with an energy resolution of 13 keV.
use Si, -Ge. in a selective area. With a separate detector connected to a single channel

In this work we will represent RBS channeling results on analyser, the ion doses were measured by counting the
solid phase eptitaxy (SPE) of Si, -Ge_ layers that were backscattering yield from a tantalum coated beryllium beam
amorphized by either the double-energy Si+ and Ge+ chopper rotating in the analyzing beam. The conversion
implantation or the double-energy Ge + and Ge+ + implan- from the beam chopper counts to ion beam dose was done
tation as well as the usual single-energy Ge + implantation. to standard reference samples with known composition. The
In addition, the preliminary results will be also presented to aligned measurements were performed along the (100>
reveal the regrowth properties of the double-energy Ge+ direction. The alignment was adjusted by a high precision
and Ge + + implanted sample. two axis computer controlled stepper motor driving chan-

neling goniometer. Counting rates and channeling ratio

2. Experimental were determined directly from the spectra measured by the

2.1. Sample preparation multichannel analyser (MCA).
The RBS spectra were solved numerically by the simula-

Cz-grown n-type 1-60Qcm Si wafers of (100> orientation tion program GISA-3 developed at the Technical Research
were used throughout the experiments. The single-energy Centre of Finland [13]. RBS spectra for both random and
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channeled orientations of the measured samples were solved 700 .
numerically. For the channeled spectrum, the amount of aSio.,Ge0.og(a

dechanneling is evaluated from the multiple scattering 8 001 -- 25 n (a)

model [15]. Three parameters were needed for the crystal • '390 nm

characterization and four parameters for the modelling of i
the damage distribution. The crystal quality was character- --' 400

ized by the minimum yield, dechanneling factor and the "
interatomic spacing between the crystal layers on the chan- . 300

neling direction. In order to have an excellent agreement Ge

between the Monte Carlo simulations performed by the N200 _ .

TRIM-91 program [16, 17] and the GISA-3 spectrum 04 .

analysis the stopping power formulation and parameters for M0 0 ,50 0' ';6 ..
the GISA-3 were adopted from the TRIM-91 program code. 0 0 i , 1e4

t
h(nm,) 0 1800

In addition, the stopping power values used for the GISA E0g 40 0 0
calculations for the incoming path of the projectile ions Energy (keV)
were modified by a multiplier (approximately 0.75) in order
to take the channeling effect in account. For the channeling TRIM-91 Simulation of Go Implantation

spectra of the damaged crystal samples the defect distribu- energy: 180 keV; dose: 4.72E16 cm-2  (b)
tion was calculated from two jointed Gaussian distribution 0,08 range: 126 nm; FWHM: 43 nm •
functions. peak Ge fraction: 8.3% 1 Pm*

mus I
= 0,06 ... U..
0.06

3. Results and discussion .2
U- U

With a single-energy Ge+ implatation, the Ge distribution " 0,04 - 0•

in a Ge implanted Sit _•Ge_ alloy layer is defined mainly by '%' 0
the projected ion energy and dose, and the generated 002 %
amorphous layer thickness is also determined by these two
parameters if dynamic annealing during implantation is rep-
ressed. The regrowth of the amorphous layer is known to 0,00 - ,,
occur by the motion of the amorphous/crystalline (a/c) 300 250 200 150 100 50 0

interface (not by the nucleation of new crystals within the Depth (nm)

amorphous layer) and usually defects classified as end-of- Fig. 1. (a) Aligned <100> channeling spectrum (filled circles) of the sample
amorphized by the double-energy Ge÷ and Ge÷ + implantation, while the

range (EOR) damage beyond the a/c interface are associated solid line is a fit with the GISA-3 program. The positions of the Ge profile

with the SPE growth of the amorphous layer [12]. If the Ge peak and the a/c interface are shown in the upper part of the figure. Also

profile maximum is near the a/c interface and a p-n junction shown in the inset is the calculated Ge distribution. (b) A Ge depth dis-

is located around the Ge proffle maximum in order to tribution simulated by full recoil cascade TRIM-91 Monte Carlo calcu-

satisfy the SiGe/Si bandgap engineering [10], the residual lations of 10000 primary ions. In calculations the displacement energy and

end-of-range (EOR) damage beyond the orginal a/c inter- the lattice bonding energy of Si were taken as 15 V and 1 eV, respectively.

face after regrowth can significantly degrade the device per-
formance due to remarkable reverse bias leakage currents. substrate. The projected range, the longitudinal straggling
One solution for reducing the influence from the leakage and the Ge peak content are 126nm, 43nm and 8.3%,
caused by EOR damage is to widen the spatial separation respectively. Clearly, this implanted Ge profile is mainly
between the Ge profile maximum and the original a/c inter- determined by the Ge÷ impalntation procedure not by
face by using further Si + or Ge+ + implantation to make the Ge÷ + because of the relatively high dose of Ge÷. For the
a/c interface much deeper [11]. double-energy Si÷ and Ge+ implanted sample, RBS chan-

As shown in Fig. 1(a), the RBS spectra reveals that further neling measurements (not shown) confirm that the a/c inter-
Ge + + implantation of the double-energy Ge + and Ge + + face is at depth of about 340 nm while the Ge profile
implantation locates the a/c interface to a deeper position of maximum is at depth of 125 nm.
390nm while the single-energy Ge÷ implantation with a Figure 2 shows annealing properties of the samples
corresponding ion energy results in a 265 nm deep a/c inter- implanted by three different methods: Single-energy Ge÷
face and a Ge profile maximum at depth of 125 nm. An implantation, double-energy Si+ and Ge+ implantation,
excellent agreement was found with the GISA-3 spectrum and double-energy Ge÷ and Ge÷ + implantation. After SPE
synthesis (solid line) and the experimental spectra (circle). at 600'C for 1440 minutes the double-energy Ge+ and
Also the RBS spectra were readily converted to plots of con- Ge÷ + implanted sample shows the best recrystallization
centration vs. depth by the GISA-3 program code, as shown quality among the three implantations with the lowest chan-
in the inset of the Fig. 1(a). With the GISA-3 treatments the neling yield. The minimum channeling yields for Si and Ge
measured Ge distribution is Gaussian in shape with a pro- in the regrown region are 4.5% and 5.3%, respectively. A
jected range of 125 nm, FWHM of 43 nm, and the Ge peak slight increase of channeling counts can be found at depth of
content of 8.9%. These results are very well consistent with about 390nm corresponding to the orginal a/c interface
the TRIM-91 simulations demonstrated in the Fig. 1(b), shown in Fig. 1, which confirms that EOR damage was
where the implantation was simulated by only implanting remained there. For the sample implanted by the double-
180keV Ge ions with a dose of 4.7 x 1016cm- 2 into a Si energy Si÷ and Ge÷ ions the minimum channeling yields for
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500 Table I. Regrowth behavior of the double-energy Ge+ and
Ge+ + implanted sample

D
400 - SPE a/c Depth (nm) Regrowth rate (nm/min)

0 As-implanted 390.0 0.00

1 300 525°C 100min 253.8 1.37'. 550'C 40min 262.4 3.22
C 575 'C 35 min 192.7 5.67

- 200 EOR 600'C 9min 253.8 15.27

100 ., I
MA kt A RBS measured a/c depth, and the estimated regrowth rate.

¶m -€'• t. •. ~The regrowth rate were estimated from the amorphous layer
0 ,thicknesses measured by the RBS channeling spectroscopy.
200 400 600 800 1000 1200 1400 1600 Plotting regrowth rate vs. annealing temperature, shown in

Energy (keV) Fig. 4, the data points can result in a linear fit correspond-

Fig. 2. Aligned (100> channeling spectra. A: double-energy Ge+ and ing to an activation energy of 1.97eV, which in agreement
Ge"+ implantation; B: double-energy Si÷ and Get implantation; C:
single-energy Get implantation; and D: random spectrum of A. All the
samples were annealed at 600'C for 1440 minutes. smaller than the value of 2.4eV for (100> pure Si [14]. Reg-

rowth rate values presented in this work were derived only
from single measurement points at each temperature inter-Si and Ge in the regrown region have been increased to val, a more accurate study on the regrowth kinetics will be

7.7% and 11.6%, respectively. In addition, the channeling planned to determine the regrowth rates by plotting the

counts of this sample are strongly raised beyond the back- annedhou deth the reg rate.

scattering ion energy of 1000 keV corresponding to the orig- amorphous depth vs. annealing time.

inal a/c interface, which indicates that much more EOR
defects remained beyond the a/c interface after SPE. The 4. Conclusions
channeling spectrum of the sample implanted by the single- RBS channeling spectroscopy is a very powerful tool for
energy Ge+ ions shows the worst recrystallization with optimising the high-dose Ge implantation into (100)Si sub-
respect to the two double-energy implantation methods strates. The calculation results of the GISA-3 computer
with the minimum yield for Si in the regrown region larger code, used for analysing the experimental RBS spectra, are
than 8.0% and even more EOR defects remained near the in excellent agreement with the TRIM-91 Monte Carlo
a/c interface. Therefore, these results lead to the conclusion modelling of the high-dose Ge implatation. The agreement
that the double-energy Ge÷ and Ge÷+ implantation between the results obtained by two different computer
method is optimum with fewer residual defects and wider codes proves the good quality of the physical modeling.

spatial separation between the Ge profile maximum and the Among the three implatation methods, the double-energy
original a/c interface. GeA and Ge +hr implantation is optimum which is con-

In order to understand the regrowth behavior of the firmed by channeling measurements since it can result in

sample implanted by double-energy Ge÷ and Ge' + ions,

this sample was cut into pieces and then individually
annealed with different annealing temperature and time
combinations. RBS channeling spectra shown in Fig. 3 illus-
trate the progress of the a/c interface in some annealing con- double-energy Ge and Ge- implantation

ditions. Table I further shows the annealing conditions, the

700 I .i

- 550 degree C 40 min
S600 Si 575 degree C 35 min

+ + -Random
+ +4

0 500 +1 j4t- as implanted

a/c interface

S400 0

S300
"Ge

S200 / 1

S100

0 600 580 560 540 520 500
800 1000 1200 1400 1600 Temperature (degree C)

Energy (keV) Fig. 4. Plot of regrowth rate versus annealing temperature. The solid line is

Fig. 3. Aligned (100> spectra of the double-energy Get and Get + ion a linear fit to the data points and corresponds to an activation energy of
implanted sample showing the layer regrowth by SPE. 1.97 eV.
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fewer residual defects, and provides the possibility to widen 5. Berti, M. et al., J. Mater. Res. 6, 2120 (1991).

the spatial separation between the Ge profile maximum and 6. Shoji, K., Fukami, A., Nagano, T., Tokuyama, T. and Yang, C., Appl.
gl aPhys. Lett. 60, 451 (1992).

the original a/c interface. Furthermore, the preliminary 7. Elliman, R. and Wong, W., Nucl. Instr. and Meth. B80/81, 768 (1993).
studies on the regrowth of the double-energy Ge+ and 8. Lombardo, S., Priolo, F., Campisano, S. and Lagomarsino, S., Appl.

Ge+ + implanted sample reveals that the activation energy is Phys. Lett. 62, 2335 (1993).
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Abstract AlGaAs and InGaAs, inevitably form a native surface oxide

In situ condensation of an amorphous cap of the high vapour pressure and contract superficial carbon impurities. Subsequent re-
element (i.e., As, Sb) has been found to provide effective protection of growth on such surfaces leads to free carrier depletion at the
molecular beam epitaxy grown compound semiconductor surfaces against interface [2-4], in spite of thermal cleaning in vacuum prior
ambient contamination. Most work reported so far relates to arsenic- to this growth. As charge transport in heterostructure
capped AIGaAs. Detailed investigation with surface sensitive structural devices is largely confined to the epilayer interfaces, the
(RHEED, LEED) and chemical (XPS) probes confirms that the protective device isflargely cnfine d to the epiaye ac t
cap is conveniently removed by annealing in ultrahigh vacuum environ- device performance is critically dependent on the purity and
ments at a temperature in excess of - 350 'C. Clean Al.Ga1 __As(001) sur- structural perfection of these interfaces.
faces with different atomic reconstructions and corresponding (AI)Ga: As Passivation of MBE-grown compound semiconductor
composition ratios are now routinely prepared by this technique, and thus surfaces by in situ condensation of an arsenic cap, e.g., for
offers an ideal testing ground for compound semiconductor surface and ambient transfer from the crystal growth chamber to a
interface research. Reconstruction-dependent reactivity at metal/GaAs(001)
interfaces is demonstrated, using surface sensitive synchrotron radiation second apparatus for further processing or analysis, was first
photoelectron spectroscopy. Exploiting the protection offered by the As proposed and demonstrated by Kowalczyk et al. [5].
(Sb) cap for device fabrication purposes (e.g., in selective area epitaxy), Capping and subsequent recovery of AlxGa 1 _ .As(001) epi-
demands a suitable method of pattern definition in the amorphous arsenic layer surfaces have since been examined in detail [6, 7]. The
layer. The cap is shown to be chemically stable versus exposure to standard arsenic cap is found to provide effective protection of wafers
photolithographic processing chemicals, including photoresist, developer,
and acetone (the photoresist solvent). However, the temperature required stored in atmosphere for periods up to several months. It is
for thermal decapping is grossly inappropriate for photoresist curing. A efficiently removed by thermal desorption in ultrahigh
novel technique of reactive decapping in a beam of hydrogen radicals (H*) vacuum (UHV) environments, at a temperature in excess of
is shown to be effective at room temperature. This innovation makes -- 350 0C. Clean, reconstructed Al.Gal_,As(001) surfaces
pattern definition in the As cap compatible with standard photolitho-
graphy, and test structures with -5pm linewidth is demonstrated. Scan- are now routinely prepared in this manner. Besides
ning electron micrographs unveil the presence of arsenic cap residues along Al.GaI -.,As (0 < x < 1), capping with arsenic was reported
the photoresist mask edges. Moreover, trace amounts of surface gallium to provide effective protection of both InGaAs [8] and
oxide and carbon impurities were found with core-level photoelectron spec- ZnSe [9] epilayer surfaces. Moreover, capping with Sb of
troscopy. The technique thus needs further refinement, before being useful GaSb was recently reported [10], and underscores the
in fabrication of compound semiconductor device structures, potential of this technique for passivation of compound

semiconductor surfaces. In Section 2, we describe the As
1. Introduction capping and decapping procedure, as examined with surface

Advances in crystal growth technology, such as molecular sensitive chemical and structural probes.
Core-level photoelectron spectroscopy has long been rec-

beam epitaxy (MBE) and metal-organic chemical vapour ognized as a powerful tool for studies of electronic barrier
deposition (MOCVD), have made possible the fabrication of formation at metal-semiconductor junctions, (i.e., the

high-speed electronic and photonic devices which capitalize Schottky barrier). Such studies have been largely confined

on the power of heterostructures [1]. If exposed to atmo- to re re ie "mde stes hat is tormel dosi-
sphee o whn hadle incompiane wth sandrd ub- to representative "model systems", that is to metal deposi-

sphere or when handled in compliance with standard sub- tions on a clean substrate surface with a known crystalline
strate preparation procedures, MBE-grown epilayers of, e.g., structure, which makes comparison with theoretical descrip-

tion meaningful. Historically, the most popular substrate for
Present address: Department of Electrical and Computer Engineering, investigation of Schottky barrier formation on compound

University of Toronto, Toronto, Ontario M5S 1A4, Canada. semiconductors has been the (110) cleavage face of (doped)
t Present address: Department of Physics, University of Trondheim - GaAs single-crystals [11]. When cleaved in UHV environ-

NTH, N-7034 Trondheim, Norway. ments, this non-polar surface exhibits flat-band conditions.
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Subsequent metallization leads to band bending, with the Section 4.2, we demonstrate successful patterning by reac-
Fermi level shifting towards the center of the gap. This is tive desorption of arsenic in a beam of hydrogen radicals,
conveniently monitored by photoemission, as a uniform through a mask of positive photoresist on the As cap
shift in the substrate core-levels. From the semiconductor surface.
bandgap and the measured band bending, the Schottky
barrier height is simply evaluated. With the As capping
technique at hand, clean, reconstructed epilayer surfaces of 2. Arsenic capping and decapping of AIGaAs
the polar (001)-orientation (i.e., the wafer orientation used Al.Gal_ .As(001) epilayers, about 100 nm thick and with
for compound semiconductor devices) may now be readily different alloy compositions (0 < x < 1), were grown on top
prepared for such experiments. In Section 3, we examine the of 250 nm GaAs buffer layers in a Varian Gen II Modular
influence of different surface reconstructions on the MBE system. Both semi-insulating and n-type substrates
Schottky barrier formation and interface chemical reactions were used, (the latter required for photoemission studies of
at Au/GaAs(001) and Al/GaAs(001) junctions, respectively. Schottky barrier formation at metal-GaAs junctions, cf.
Motivation came in part from the recent reports of ideal Section 3). Capping in situ of the MBE-grown epilayer is
Schottky behaviour for such junctions, if prepared by metal- accomplished - most efficiently - with As2 dimers from an
lization on decapped MBE-grown surfaces [12, 13], a result effusion cell equipped with a "cracker". The dimers will stick
in stark contrast to the vast body of previous work [11]. and form a protective cap at temperatures above room tem-

Besides providing easy access to clean, crystalline (wafer) perature (RT). This is achieved by simply turning off the
surfaces, passivation with arsenic efficiently suppresses substrate heater and leaving the wafer to cool in a constant
carrier depletion at air-exposed interfaces and in regions of flux of As2 . In contrast, capping with (less reactive) As4
suspended epitaxial (over)growth [14, 15]. Exploiting an As tetramers from a standard arsenic oven, demands that the
(Sb) cap for surface passivation purposes in the growth and substrate be cooled below room temperature (RT) [5]. Esti-
processing of device structures, demands a suitable method mated As cap thicknesses in the present study varied
of pattern definition in the condensed arsenic layer. Unfor- between - 30 nm and 3 pim, dependent on the time elapsed
tunately, standard photolithography does not lend itself in front of the open "cracker" source at a temperature below
easily to such patterning. The high temperature required for - 50 'C. Figure 1 shows Ga and As LMM Auger sputter
As desorption (> 350 'C) leads to excessive polymerization depth profiles of an As-capped GaAs sample, allowed to
of photoresist, which renders subsequent "stripping" vir- reach a substrate temperature of - 20 'C before shutting off
tually impossible. Moreover, the As (Sb) cap must be chemi- the As2 beam. Ga LMM emission is observed after approx-
cally stable versus exposure to the photolithographic imately 9 min of sputtering. The corresponding As cap
processing chemicals (i.e., photoresist, developer, solvent), thickness is estimated at 705nm [16]. Oxygen KLL emis-
The durability of an As cap vs. such exposure and the crys- sion (not shown in Fig. 1) was found to decrease below
talline quality of the epilayer surface after thermal decap- noise level after only a few seconds of sputtering, which
ping were examined with X-ray photoelectron spectroscopy implies that the thickness of the surface arsenic oxide is less
(XPS) and low-energy electron diffraction (LEED). This than the depth resolution of the applied profiling technique
data is discussed in Section 4.1. (i.e., typically a few nm), even after long-term storage of the

The problems incurred by thermal decapping through a samples in air.
mask of photoresist on the arsenic cap surface must be Figure 2(a)-(d) displays surface-sensitive, high-resolution
worked around, either by finding a substitute for photoresist Ga and As 3d photoelectron spectra of an n-doped
which may endure curing at T >, 350'C, or by inventing a GaAs(001) epilayer, capped with arsenic and exposed to air
method of decapping at reduced temperature, without for about one week; as-introduced (a), and after thermal
degrading the quality of the MBE-grown epilayer surface. In treatment in UHV at -250 'C (b), -3500 C (c), and

As LMM

Ga LMM

0 1 2 3 4 5 6 7 8 9 10 11 12

SPUTTER TIME (min)

Fig. 1. As LMM and Ga LMM Auger sputter depth profiles of an air-exposed As cap on GaAs(001).
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As 3d Ga 3d layer surface spectra of Fig. 2(c) and (d) correspond to differ-
hv_90 eV hv =70 eV ent surface atomic reconstructions, as discussed below.

Complementary XPS measurements (including data for
both Al.Ga1 _xAs(OO1) and AlAs(001) epilayer surfaces) were
carried out in a Fisons ESCALAB MklI spectrometer in
Trondheim. Whereas clean, reconstructed GaAs(001) sur-Sge)

Asfaces were readily obtained after thermal decapping atZ s
-350'C and -450'C, the preparation (and preservation)

(b)of non-oxidised, epilayer surfaces of the alloyed compoundZ Wb
S. _(i.e., AlGaAs) proved increasingly difficult with growing

AlAs content. Superficial oxide formation, as judged by the
(a) A0 Is photoemission intensity and a chemically shifted com-

ponent of the Al 2p spectrum, was observed invariably for
38 . . . 4AlAs(001) decapped at 450'C, and for Alo. 5Gao. 5As(001)

38 40 42 44 46 44 45 46 47 48 after short-term storage in UHV. The elemental As cap is
KINETIC ENERGY (eV) deemed amorphous, from failure to observe a diffraction

Fig. 2. Surface sensitive As 3d and Ga 3d photoemission spectra of As- pattern with RHEED (reflection high-energy electron
capped GaAs(001); (a) exposed to air, (b) after annealing in UHV at diffraction) or LEED (low-energy electron diffraction). Elec-
-250°C, (c) after thermal desorption of the As cap at -350'C, and (d) tron scattering off an As-capped epilayer surface produces a

after further annealing at -450 'C. diffuse halo, only. The GaAs(001) surface is known to recon-
struct, i.e., to display a lower symmetry than that produced

-450 'C (d), respectively. This data was taken on the toroi- by a simple termination of the bulk lattice. The actual
dal grating monochromator (TGM) beamline 41 at reconstruction is determined by the surface stoichiometry
MAX-lab National Laboratory (i.e., the synchrotron radi- [20]. Figure 3 shows a comparison of RHEED patterns
ation facility) in Lund. As 3d51 2 emission at three different recorded before capping, i.e., at a substrate temperature of
kinetic energies is distinguished in Fig. 2(a)-(d). The respec- 590 'C and with the epilayer surface exposed to an As2-flux
tive shifts in kinetic energy are attributed to As3 + of the of BEP = 8 x 10-6 mbar (left), and after thermal decapping
superficial arsenic oxide (Ekif = 40.6 eV), to As0 of the ele- at -500 'C in situ, with a background pressure of
mental arsenic cap (Ekin = 43.4eV), and to the covalently 9 x 10-10mbar (right). Panels (a)-(c) display the RHEED
bonded arsenic of the GaAs epilayer (Ekin = 44.0eV) [17]. patterns recorded with the electron beam along the [110],
The As 3d spectrum in Fig. 2(a) suggests that the surface [100], and [110] azimuths, respectively. These are the
oxide formed upon exposure of the As cap to air is very RHEED images characteristic of the As-stabilized (2 x 4)/
thin, typically less than 10 A, even for wafers stored at atmo- c(2 x 8)-reconstructed surface, on which AlGaAs epilayer
spheric pressure in a sealed plastic box for 3-4 months. The growth commonly proceeds. The close similarity between
superficial oxide desorbes upon annealing in UHV at the two sets of RHEED patterns in Fig. 3 (left and right)
-250 'C, leaving a pure arsenic surface. Thermal desorption

of the As cap requires a temperature in excess of - 350 'C.
This event is conveniently monitored by a sudden increase
in (arsenic) background pressure, and is verified by the onset
of Ga 3d photoemission [cf. Fig. 2(c)]. Moreover, the spin-
orbit (SO) split As 3d spectrum shifts to kinetic energies
typical of the compound semiconductor. The As 3d spec-
trum in Fig. 2(c) features a minor contribution from As0

core-level photoemission, which disappears upon sustained
annealing at -450'C. Figure 2(d) shows Ga and As 3d
spectra of the clean (i.e., non-oxidised), As-terminated
GaAs(001) surface.

The recorded As 3d spectrum of the elemental cap [cf.
Fig. 2(b)] exhibits a well-resolved SO-split doublet with line-
widths of 0.26eV (FWHM). This is noticeably sharper than
the inherent linewidth of GaAs (FWHM = 0.43 eV) [18],
and explains in part the loss of energy resolution from Fig.
2(a) and (b) to Fig. 2(c) and (d). Spectral broadening is also
contributed by surface shifts in the As 3d core-levels of the
decapped epilayer surface. One shifted component pertains
to emission from chemisorbed As2 dimers. This residual
surface arsenic desorbes upon annealing at 450"C, as is
evident from the change in spectral lineshape in Fig. 2(c) Fig. 3. Comparison of RHEED patterns from MBE-grown GaAs(001),

and (d). (For a detailed discussion of the As 3d spectral line- recorded as-grown (left) at T,.b z 590'C and exposed to an As 2-flux of
BEP = 8 x 10-6mbar, and after thermal decapping in situ (right) at T7 .bshape, cf. Ref. [7]). The present results are in close agree- 500'C and with an (As) background pressure of 9 x 10-'0 mbar. The dif-

ment with previous in situ photoemission data for fraction patterns were obtained with the e-beam along the [Ei0] (a), [100]
MBE-grown GaAs(001) [19]. The thermally decapped epi- (b), and [110] (c) azimuths, respectively.
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indicates successful recovery of the "as-grown" epilayer O 00000 wOOo
surface. (001] E1101] 0 0 0 1 0

For samples transferred out of the MBE growth chamber 0o0 0 0 00
and exposed to air, the surface structure after thermal 0 0 0 0
decapping was examined with LEED (in the UHV environ- [110] 0 0
ments of our ESCALAB). Figure 4 shows representative I__o, _
LEED images recorded after annealing at -350 0C (a) and 0 o 0 0

450 °C (b). Sharp diffraction patterns characteristic of the cOR un0et $cl 0oo)oC
c(4 x 4)-reconstructed surface [Fig. 4(a)] was found for both 0 0 0
GaAs(001) and AlxGal _xAs(001) (x < 0.5). The c(4 x 4) 0 0 0
symmetry pertains to a regular array of chemisorbed As2  0 top Ga lo0er
dimers on the As-terminated epilayer surface. The appropri- 0 top As layer 0 05 0
ate surface atomic model is depicted in Fig. 5(a), with the * chtemisorbed As
c(4 x 4) unit cell indicated. This model was originally (a)
inferred from angle-resolved photoemission data [21], and
has later been verified by scanning tunnelling microscopy
(STM) [22, 23]. Whereas no LEED pattern of c(4 x 4) sym- [001] 0000000000000
metry could be observed for AlAs(001), this reconstruction [1 OoOe -Oo 0000

was verified with RHEED for samples decapped in situ. ** II 00
Unlike GaAs(001) and Al.Gal-..As(0O1) (x <0.5), the F

Rp[110] 0o00o00 0o0o0RHEED pattern of c(4 x 4)-reconstructed AlAs(001) persists oo oo60
Ooo00000000000

to a substrate temperature of 550C, (As 2 pressureo o
- 10- mbar). OoOOoOOoOO
Thermal decapping of GaAs(001) and AlGa1 _•As(001) c(2x8)0 utce, O0o00

(x < 0.5) at 450°C produces a 1 x 4 LEED pattern with 0o0o0o0,0o0o0

streaks in the half-order positions along the [110] direction 0o00000 0000
[cf. Fig. 4(b)]. This diffraction image can be explained by o -o0 O0
coexistent domains of the 2 x 4 and c(2 x 8) surface recon- O0 O0 Oo
structions, as proposed by Larsen and Chadi [24] and con- C2-Unitcell 000000000.000

firmed with STM [23, 25]. The actual surface model (the 0o 9o i:0o 040o0
"missing dimer" model) is displayed in Fig. 5(b), with both 0 2nd Aslayer 00000 O000 0o0 o 0 o oo

0 top Ga layer 00000 0009000
S0.00 1 00@*top Aslayer 00000oo000(oo:

(b)

Fig. 5. Surface structure models of the GaAs(001)-c(4 x 4) (a) and
GaAs(001) - 2 x 4/c(2 x 8) (b) surfaces, (reproduced from Biegelsen et al.
[22] and from Pashley et al. [25]).

unit cells indicated. The failure to observe sharp LEED pat-
terns of surface reconstructed AlAs(001) is attributed to the
extreme reactivity of this compound. The decapped
AlAs(001) epilayer surface was found to oxidize rapidly,
even in the UHV environments of our electron spectro-
meter.

3. Interface reactivity and electronic barrier formation

Clean GaAs(001) epilayer surfaces of different reconstruc-
tions and corresponding Ga:As composition ratios [i.e.,
As-rich c(4 x 4), As-terminated 2 x 4/c(2 x 8), and Ga-
terminated 4 x 6] were prepared by thermal desorption of
an arsenic capping layer in the photoemission analysis
chamber at MAX-lab. The samples were all n-doped (Si) at
2 x 1018cm-a. Junctions were formed by in situ evapo-
ration of Au and Al. These metals yield the extremes of a
wide span of Schottky barrier heights (Adb = 0.65 eV)

Fig. 4. LEED patterns of clean, reconstructed GaAs(001) epilayers, reported in Refs [12, 13] for metal/n-GaAs(001) junctions.
transferred in air to the photoelectron spectrometer and thermally (The work function difference between Au and Al amounts
decapped in UHV at 350 'C (a) and 450 'C (b), respectively. The diffraction
patterns show (a) GaAs(001)-c(4 x 4) measured at 180eV, and (b) to AOb = 0.82 eV [26], for polycrystalline specimens.) Metal
GaAs(001) - 1 x 4 with streaks in half-order positions, measured at deposition rates were calibrated with a quartz crystal
189 eV. monitor.

Physica Scripta T54



220 J. K. Grepstad et al.

S 1 ,...initial surface Fermi level (Ef) position with respect to the

hv =1WeVsemiconductor band edges. Subsequent variations in band
c(4 bending with increasing metal coverage are evaluated from

the measured shift in kinetic energy of the As 3d core-levels.
Such data is displayed in Fig. 7 for the three GaAs(001)

surface reconstructions examined. In contrast to Chang et
al. [27], who report near flat-band conditions (Ef - EVBM =

1.1-1.3eV) for [001]-oriented and vicinal (i.e., 2°-
_ / misoriented) GaAs surfaces after thermal desorption of a

more than 100 nm thick protective arsenic cap, we find the
Z initial surface Fermi level at Ef- EVBM ~ 0.5eV for the

As-rich GaAs(001)-c(4 x 4) surface and at Ef - EvBM,;
0.6 eV for the As-terminated -2 x 4/c(2 x 8) and the Ga-
terminated -4 x 6 surfaces. The additional band bending

J Aupon metallization evolves over the first 2 A of Au deposi-
tion and comes to - 0.25 eV. This implies a stable Au/GaAs
Schottky barrier height of Db = 1.05-1.08 eV for the two

near-stoichiometric surfaces [i.e., GaAs(001) - 2 x 4/
c(2 x 8) and -4 x 6]. The electronic barrier of the Au/

52 53 54 55 56 GaAs(001)-c(4 x 4) junction appears to stabilize at a slightly
KINETIC ENERGY (eV) larger value, Db = 1.21 + 0.05 eV, after 10-20 A of Au depo-

sition. A poor signal/noise ratio in the recorded valence
Fig. 6. Evolution of the As 3d core-level photoemission with increasing Au band spectra (including those showing the metal overlayer
coverage, for depositions on a c(4 x 4)-reconstructed GaAs(001) surface. Fermi edge) denies precise estimates of the Schottky barrier

height of the Al/GaAs(001) junctions in this study. No
Figure 6 shows the evolution of the As 3d core-level pho- increase (or decrease) in surface band bending was found

toemission with increasing Au coverage for the As-rich upon Al deposition to -50 A coverage. However, our data
GaAs(001)-c(4 x 4) surface, using a photon energy of do indicate a noticeable band bending for the clean, recon-
hv = 100eV for maximum surface sensitivity. The recorded structed substrate surfaces, contrary to the observations of
spectra are normalized to similar peak heights in order to Chang et al. [27].
emphasize changes in the As 3d lineshape. Surface shifted The former reports of ideal Schottky behaviour at metal/
components diminish with increasing Au coverage, and the GaAs junctions [12, 13] are intriguing, not only in provid-
spectrum sharpens up for depositions in excess of -2 A. ing unexpected physics, but also with regard to future
Judging from the recorded peak intensities, the chemisorbed prospects for device fabrication, (e.g., Schottky diodes and
arsenic on the c(4 x 4)-reconstructed surface segregates on MESFET gate structures with electronic barriers which
the surface of the Au deposit. From the measured energies scale with the metal work function). Correct analysis of this
of the clean GaAs(001) valence band maximum (VBM) and photoemission data is complicated, however. The results of
the Fermi edge of the '-50 A Au film, we may calculate the Brillson and co-workers [12, 13] have been called in ques-

CBM

0 2x4/c(2x8)•,- 1,2

W IE c(4x4)
- 1

S 4x6
' 0,8

S0,6 *

s• 0,4 0 O

072S0,2 [] [] [

VBM

Clean 0,1 1 10 100

Au coverage (A)
Fig. 7. Surface Fermi level positions vs. Au coverage for depositions on the GaAs(001)-c(4 x 4), -2 x 4/c(2 x 8), and -4 x 6 reconstructed surfaces.
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tion, after failure to reproduce their data by groups working .... , ... 11-.11-T .I .... , -, ....

at experimental conditions set so as to minimize the Ga 3d

influence of a possible surface photovoltage (i.e., ambient

temperature, high doping level) [28-30]. Our data for the MA Ay

Au/GaAs(001) - 2 x 4/c(2 x 8) and the Au/GaAs(001) I(000
- 4 x 6 junctions is in close agreement with the RT photo- ".
emission results of Spindt et al. [28], also obtained on MBE-
grown n-GaAs(001) epilayers prepared by thermal (As)
decapping in UHV. The measured difference in Schottky
barrier height between contacts fabricated on the c(4 x 4)- W- MoA Ay
and the 2 x 4/c(2 x 8)-reconstructed GaAs(001) substrates, z GaAs(001)
may be attributed to a difference in work function for the W/. (W)

two structurally distinct surfaces, i.e., if we assume near ideal
Schottky behaviour for the Au/GaAs(001) junction. Such
variations in the work function of MBE-grown GaAs(001)
epilayer surfaces have been recently reported by Duszak et .... ,....,.,,,.,....,.
al. [31]. 74 75 76 77 78

However, the ideal Schottky model cannot account for KINETIC ENERGY (eV)
the present data in a consistent way. The measured work Fig. 8. Comparison of surface sensitive Ga 3d photoemission spectra
function of the GaAs(001) - 4 x 6 surface in Ref. [31] is recorded on the GaAs(001)-c(4 x 4) and the -2 x 4/c(2 x 8) surfaces after

smaller than that of the two other surface reconstructions, 20 A Al deposition.

and would thus be expected to produce the larger Schottky
barrier of the three Au/GaAs(001) junctions investigated, [27]. We attribute the reduced chemical activity at the Al/
contrary to what is actually observed. The most prominent GaAs(001)-c(4 x 4) interface to this As passivation.
physical difference between the Au/GaAs(001)-c(4 x 4) junc-
tion and those formed on the 2 x 4/c(2 x 8)- and 4 x 6- 4. Photolithographic processing of the arsenic cap
reconstructed surfaces, is the array of chemisorbed As2
dimers on the c(4 x 4) surface. It is difficult to see how this 4.1. Durability vs. photochemical exposure
excess arsenic would explain the measured difference in In order to examine the chemical stability of the arsenic cap
Schottky barrier height, however. We note that the mea- vs. standard photolithographic processing chemicals, four
sured values for Ob are based (in part) on an estimate for the samples were cut from an As-capped GaAs wafer and
initial surface Fermi level position, with respect to the semi- exposed (- 15 min) to positive photoresist (Shipley 1800),
conductor band edges. This estimate for the Au/GaAs(001)- developer (Shipley MF312), acetone (i.e., the photoresist
c(4 x 4) junction is seen to differ from that of the two other solvent) and NMP (N-methyl-2-pyrrolidone, a common
contacts by approximately the same amount (-0.15eV) as polyimide solvent). Photosensitive polyimide which may be
the final difference in Schottky barrier height (cf. Fig. 7). We cured at temperatures up to 450 'C is now available, and
feel compelled to caution that the larger electronic barrier provides an alternative to photoresist for pattern definition.
for the Au/GaAs(001)-c(4 x 4) junction could come from an All treatments were terminated with a rinse in deionized
error in the estimated initial surface Fermi level position. water, and the samples were left to dry in air. A fifth sample

Figure 8 shows a comparison of the Ga 3d core-level was taken through complete (maskless) photolithography,
spectra recorded after -20 A Al deposition on the including curing of the photoresist at 90 'C for 35 min and
GaAs(001)-c(4 x 4) and -2 x 4/c(2 x 8) surfaces. Both ultraviolet (UV) exposure for 1 min. Visual inspection with
spectra exhibit a shifted component at higher kinetic energy optical microscopy after this processing confirmed complete
(AEkin Z 1.0eV). This shift is attributed to dissociated removal of the photoresist.
gallium from an (exothermic) exchange reaction with alu- Figure 9 shows the As and Ga 2

P3/2 core-level spectra
minum at the epilayer surface. We note that the reacted (recorded with XPS) of the four samples exposed to different
Ga 3d peak is far less pronounced for the As-rich photochemicals (b)-(e). The As cap is found to remain intact
GaAs(001)-c(4 x 4) surface, compared to the near- after the chemical treatments, as is verified by the failure to
stoichiometric -2 x 4/c(2 x 8) surface. This difference is observe any Ga core-level photoemission from these
evident in the recorded photoemission spectra for Al deposi- samples. Spectrum (a) shows corresponding data for an
tions beyond 100A, and suggests that the dissociated Ga untreated reference sample (i.e., exposed to air only). The
diffuses to the aluminium film surface. Pronounced differ- two spectral components clearly distinguished in the As
ences in reactivity was previously reported in a photo- 2

P3/2 spectra of Fig. 9 correspond to emission from a thin,
emission study of Al/2°-misoriented GaAs(001) junctions superficial native oxide (As"÷; Eb = 1326.4 eV) and from the
[27]. The investigators found that the chemical activity cor- elemental As cap (As0 ; Eb = 1323.5 eV), respectively. The
relates with the density of As dangling bonds at steps on the different chemical treatments seem to have no dramatic
(vicinal) substrate surface, and argue that an As-terminated effect on the arsenic surface oxidation. Maximum As3

+

polar surface thus will be more reactive than its Ga- core-level peak intensity was found for the sample exposed
terminated counterpart, a result in apparent contradiction to NMP [Fig. 9(e)], for which the superficial oxide thick-
with the present findings. However, the GaAs(001)-c(4 x 4) ness was estimated at 10-15 A [32]. We note an apparent
surface is effectively passivated by an array of chemisorbed broadening of the As 2

P3/2 spectrum after the chemical
As2 dimers, contrary to the surfaces investigated in Ref. treatments, which suggests the presence of process-derived
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analysis, we find that the residual surface carbon impurities
As 2 P3/2 Ga 2 p3/2 contribute but a small fraction of a monolayer. This

explains the observation of a distinct GaAs(001)-c(4 x 4)
LEED pattern on the processed and thermally decapped

e) epilayer surface.

4.2. Reactive decapping and pattern definition by H* etching
p, dAttempts at reactive desorption of the As cap at a reduced

temperature compared to that of standard thermal decap-
W c) ping, was carried out in the sample preparation chamber of

the XPS spectrometer. This effort included, annealing in H2
b) "gas at 1 atm pressure (i.e., in a high-pressure gas cell incorpo-

rated in the fast-entry airlock of the ESCALAB), exposure

to molecular hydrogen ions (H'), and finally, exposure to a
a) thermal beam of hydrogen radicals (H*). Successful decap-

, . .... . .... ping at a temperature appreciably lower than that required
1332 1328 1324 1320 1120 1116 1112 for thermal desorption, was achieved with the H*-beam,

BINDING ENERGY (eV) only. This reactive desorption took place at ambient tem-

Fig. 9. As 2P312 and Ga 2P3/2 XPS spectra (Al Ka excitation) of an A perature by formation of arsenic hydrides, predominantlyFig 9 As2P/2andGa2Pa2 PSspetr (A K ecittin) f n s- ASH3, and was monitored with a (Fisons SX-200) quadru-
capped GaAs(001) reference sample (a), and equivalent samples exposed to
acetone (b), developer (c), photoresist (d), and NMP (e). pole mass spectrometer (QMS). Figure 10 shows a trace of

the AsH 3  partial pressure upon H*-etching of
Al0.3Gao.TAs(0O1) with a -40 nm thick As cap. The start-up

(residual) surface impurities on the capping surface. XPS procedure involved feeding H 2 gas through the radical beam
measurements of the oxygen and carbon core-level photo- source (Oxford Applied Research MPD20A), to a measured
emission support this conjecture. background pressure of -4 x 10- 4 mbar. A sudden

The sample which had been exposed to complete increase in the AsH 3 partial pressure was observed once the
(maskless) UV lithography was subsequently decapped by source was powered up (position a). "Ignition" of the hydro-
thermal desorption, in order to check for processing- gen plasma is seen as a spike (position b). Subsequent r.f.-
induced surface impurities and structural disorder of the matching of the connecting circuitry stabilizes the recorded
recovered epilayer surface. LEED analysis of this specimen AsH 3 pressure at a slightly reduced level. An order of mag-
after thermal decapping in UHV unveils the characteristic nitude increase in the arsine partial pressure is observed
diffraction pattern of a c(4 x 4)-reconstructed GaAs(001) once a shutter between the sample and the H* beam is
surface. Core-level photoemission from oxygen and carbon opened (position c), suggesting the onset of aggressive
is found to be strongly diminished after decapping. The etching of the As cap. The treatment was terminated by
0 Is emission is reduced to a negligible level and compares closing this shutter, on observation of an abrupt decline in
with that of a non-processed reference sample, whereas the the time trace of Fig. 10 (position d). Subsequent photoe-
emission from residual surface carbon clearly exceeds that of mission analysis [cf. Fig. 13(b)] confirmed the complete
the reference surface. Previous studies have established that desorption of the capping layer. (It should be noted that the
ambient-derived contaminants desorbe entirely upon recorded AsH3 pressures in Fig. 10 are noticeable lower
thermal decapping [7]. Although unclear in what manner, than their true value, due to a strongly reduced sensitivity of
we are inclined to attribute the measured C Is photoemis- the QMS at this background pressure.) From the recorded
sion to the photochemical processing. From peak intensity time trace in Fig. 10, we estimate the As etch-rate at

40 nm/min.
10-7 Figure 11 shows scanning electron micrographs of two

b different test-structures "imprinted" in arsenic capping on
Alo. 3Gao.7 As(001). The patterns were prepared by H*

IL 10- etching at RT through a 1 jIm thick mask of photoresist
on the As cap surface. Closeups of the capping edge for the

E test-structure in Fig. 11(a), are shown in Fig. 12 before (a)
! 0"d and after stripping of the photoresist (b). These micrographs

demonstrate that photolithographic patterning of the As
t• cap is feasible, although substantial amounts of residual

arsenic remain along the photoresist mask edges. We
assume that these As cap residues [excessive in Fig. 1 l(b)]
may be ascribed to premature termination of the H*-beam

a exposure. A possible strategy for improved edge definition
10.1 . t .... .would involve appropriate adjustment of the etching time

and of the photoresist and capping layer thicknesses. The
TIME (min) jagged shape of the photoresist edge in Fig. 12(a) is attrib-

Fig. 10. Time trace of the AsH 3 partial pressure during H* etching of an uted to the UV lithography. Inspection of the photomask
As-capped Al0 .3Ga 0.7As(001) epilayer. with an optical microscope showed a rugged pattern edge.
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As 2 Pa/2 Ga 2 P3/2

C)

z/
b) A

!

a)'

* I I, r ,* r I)), * t ,' , ,r ' t ),, ) I, *,,, 1 ... , .. ., I]

1332 1328 1324 1320 1124 1120 1116 1112

Fig. 11. Scanning electron micrographs of a patterned As cap on BINDING ENERGY (eV)
Alo.3Gao.7As(0O1), for two different test structures (a, b). Fig. 13. As 2

P3/2 and Ga 2
P3/2 XPS spectra (Al Ka excitation) of As-

capped GaAs, (a) as introduced, and (b) after decapping at RT by H*
etching; (c) shows corresponding data for a thermally decapped GaAs(001)-

Moreover, such profiles typically derive from a poorly tuned c(4 x 4) reference surface.

exposure time.
Figures 13 and 14 show XPS data for a (maskless) As- bulk GaAs core-level. The shifted gallium core-level photo-

capped GaAs sample, as-introduced (a) and after reactive emission is attributed to a native surface oxide, and this con-
decapping at RT by H*-beam etching for approximately jecture is corroborated by the measured 0 is spectrum [cf.
2 min (b). The core-level spectra denoted (c) were taken on a Fig. 14(b)]. The oxygen core-level photoemission exhibits a
thermally decapped, c(4 x 4)-reconstructed reference surface pronounced assymmetry and may be suitably decomposed
and are shown for comparison. Effective desorption of the in two spectral components.The predominant 0 is emission
As cap is verified by measurement of Ga 2 P3/2 photoemiss- (Eb = 532.5 eV) is shifted from that of the native Ga-oxide
ion and a shift in the As 2 P3/2 binding energy of -0.5 eV in by about 1.2eV, and is tentatively attributed to physisorbed
Fig. 14(b). No spectral broadening of the As 2 P3/2 core-level, H 20. We note that the presence of hydrogen cannot be
suggestive of chemisorbed surface arsenic (cf. our discussion ascertained with XPS, and this assignment of the stronger
of the measured As 3d spectra in Section 2), was found in 0 Is peak in Fig. 14(b) is thus inferred by conjecture. We
the data taken on H*-etched specimens. Comparison of the also note the presence of carbon impurities on the H*-
measured As and Ga 2 P3/2 peak intensities with those of the etched epilayer surface. (The C is emission in Fig. 14 is
reference spectra (c) suggests a moderate surface arsenic superimposed on the high binding energy tail of an As
depletion. Auger LMM loss satellite). Superficial oxygen (including

The Ga 2P3/2 spectrum in Fig. 13(b) features a minor con-
tribution at Eb = 1118.2 eV, i.e., shifted by 1.1 eV from the

0 is C is

C)

b)

~ .Y.~'.<$7a)

............ ..

540 536 532 528 292 288 284 280 276

BINDING ENERGY (eV)
Fig. 14. 0 Is and C Is XPS spectra (Al Ka excitation) of As-capped GaAs,

(a) as introduced, and (b) after decapping at RT by H* etching; (c) shows
Fig. 12. Scanning electron micrographs showing closeups of the pattern corresponding data for a thermally decapped GaAs(001)-c(4 x 4) reference
edge [Fig. 11(a)], (a) before and (b) after the final stripping of photoresist. surface.
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H 2 0) and carbon contamination presumably derive from etching through a mask of positive photoresist on the
trace amounts of gaseous impurities in the H2 gas supplied capping surface. Further process refinement is needed,
to the radical beam source. Like hydrogen, molecular impu- however, for definition of sharp pattern edges and in order
rities such as CO 2 and oxygen will dissociate and thus to eliminate the surface oxygen and carbon contamination.
become far more reactive, when passing through the rf- Etching rates and anisotropy of the radical beam treatment
excited plasma of this source. Moreover, surface depletion of should be more closely examined, and the influence of H*
As will tend to promote oxidation of the (AI)GaAs epilayer. exposure on the electrical properties of the semiconductor
We finally note that enhanced contamination in the pres- epilayer demands attention.
ence of atomic hydrogen (presumably caused by exchange In summary, we find that the As capping technique pro-
reactions) was previously reported for cleaved GaAs(l 10) vides an excellent means of passivation for MBE-grown
and InP(110) surfaces [33]. compound semiconductors. Clean, reconstructed epilayer

LEED analysis of the H*-etched GaAs(001) surface surfaces are readily prepared by thermal arsenic desorption,
showed a sharp (1 x 1) diffraction pattern characteristic of and thus offers a valuable testing ground for experiments
an ordered epilayer, albeit with no distinct surface recon- designed to shed light on fundamental problems in III-V
struction. This is consistent with earlier data of Bringans surface and interface physics. Proven durability versus expo-
and Bachrach [34], who reported the LEED pattern of As- sure to lithographic processing chemicals and a novel tech-
terminated GaAs(001) to shift from a c(4 x 4) reconstruction nique for pattern definition in the As cap, suggest that this
to (1 x 1) upon exposure to atomic hydrogen. Moreover, passivation may also prove useful to device fabrication and
such exposure has been found by several investigators to in MBE overgrowth on processed multilayer structures.
provide effective cleaning of GaAs wafer surfaces at elevated
temperature [35, 36]. Since the As-capped epilayer surface is
uncontaminated, we maintain that recovery of a clean, crys-
talline surface upon etching in a H*-beam is feasible, even The authors wish to thank the staff at MAX-lab for technical assistance

when this etching proceeds at ambient temperature. It is during experiments in Lund. The Norwegian Research Council (NFR-NT)
and The Norwegian Telecom Research Department (TF) are gratefully

essential, however, that process gas (H2) of sufficient purity acknowledged for financial support to this work.

be used and that adequate measures are taken to secure
ultraclean processing environments.
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Abstract An ion implantation step forms a thin, highly doped layer

The Permeable Base Transistor (PBT) is considered to be a high frequency of 0.2 gim on the top of the epitaxial layer. Arsenic has been
device with simulated fT and fm.. values in the order of 100 GHz. In this used as dopant in all cases. This layer will be the emitter of
work we present several PBT devices in silicon. The fabrication process the devices. Figure 1 shows an SEM micrograph of the
steps have been developed and optimised in order to meet the demands of developed PBT structure. Figure 2 shows the SIMS doping
a future integration in a standard CMOS processing. Cobalt disilicide is profile of a typical transistor with respect to the different
used for the emitter metallization and base metallisation in orde-r to form a
good Schottky contact. The important issues of a fabrication process reli- layers and the model of the device.
ability and controllability are discussed in this paper. The process steps had As it has been mentioned above, the transistors were
been analysed by standard analysis methods. Electrical (DC) character- developed using the "etched-grooves" technology. This
isation of the devices has been performed. The obtained results are in a geometry achieves lower device capacitances than the over-
good agreement with the 2D simulations. grown geometry. The grooves have been formed by dry

etching, achieving vertical grid walls. The emitter of the

1. Introduction device is formed on the top of the finger-shaped grid, while
the bottom is used as the base terminal. The depth of the

PBTs are considered to operate at frequencies higher than grooves is a dimensional parameter that varies between dif-
100 GHz. Several reports concerning the high frequency per- ferent transistors.
formance of the PBT have been published. AnfT of 200 GHz Both groups (i.e. PBT 1 and PBT 2) include devices with
for a GaAs PBT has been reported [1]. For a PBT in silicon emitter areas from (80 x 80) im 2 down to (40 x 40) im 2.
cut-off frequencies of 120GHz have been estimated by The total transistor area was kept constant and it is
Monte Carlo calculation [2]. The measured frequency of 1501im x 120gjm. Table I summarises the common proper-
silicon devices, however, is in the order of 25 GHz [3]. ties and all the variations between the devices and device
Several techniques have been presented for the realisation of groups. The grid fingers' width varies from 1.6jum down to
a high frequency PBT device, concerning the geometry [4] 0.9 gtm. The grid fingers are connected by an interconnection
and the type of the base [5]. Although extensive work has bar that is vertical with respect to them. This structure
been done concerning the AC performance of PBTs, very allows us to perform direct DC measurements on the device,
few publications are including DC characterisation [6]. The therefore any additional lithography step for the formation
presented IV characteristics in [6] show a good agreement of contact pads is not required.
between measured and simulated data. After the grid has been formed, a TEOS oxide is depos-

This work deals with devices based on the etched ited in order to achieve the passivation of the walls. The
geometry using Schottky base diodes. We are aiming at the
control of the DC performance by process optimisation. The
advantage of the developed process is its compatibility with
the already existing CMOS technology and it is based on a
self-aligning technique.

2. Device fabrication and process analysis

Silicon n-type, (100) oriented, wafers with a lightly doped
epitaxial layer on heavily doped substrate have been used as
starting materials. The fabricated devices are mainly distin-
guished by the properties of the epitaxial layer, in which the
channel of the device is formed. The first group of PBTs (in
the following text is referred as "PBT 1") was fabricated on
3 pm thick epitaxial layer. The layer is Phosphorus doped
with doping level at 4- 10l cm- 3. For the second group
(PBT 2) Arsenic doped epitaxial layers have been used. The
doping level is 3 - 101 4cm 3 and the thickness is 9 um.

Fig. 1. SEM micrograph showing the top view of a typical PBT device.

* Also: Mid-Sweden University, School of Science and Engineering, S-851 The device area is 3600 tm2 and the finger width is 1.6ptm. The intercon-

70, Sundsvall, Sweden nection bar in the middle of the grid connects the grid fingers. Each device
e-mail address: sofiah@ele.kth.se is surrounded by a separate frame.
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0.6-0.8 •jm following dry etching step will form the oxide spacers on the
grid depth grid walls (self-aligned process). This technique is essential

Base (CoSi2) for the application of the self aligned silicidation during the

'B" following steps.r 7 7 7 7 - n: Cobalt disilicide has been chosen for the metallization of
Co~i the base and emitter areas, because of its properties like its

ES- selective formation, its excellent chemical stability, its low
N channel Collector resistivity which make it attractive for applications in ULSI

S\ N technology and achieves good Schottky contacts to silicon.

\ The cobalt has been deposited using electron-gun evapo-
ration. The pressure in the evaporation system was better
than 8 - 10'- torr. Prior to the evaporation the wafers had
been dipped in dilute HF-solution to remove the oxide from
the silicon surface. The deposited cobalt thickness were

,to22 Emitter 250 A and 370 A. The subsequent silicidation was done in an
"o osý RTA (Rapid Thermal Annealing) system. The wafers were

Rd: ,treated at 700 'C for 30 s in nitrogen ambient. The formed
0 1o20 silicide layers have been analysed by XRD (X-Ray

"10"U Diffraction) and RBS (Rutherford Backscattering
"Spectrometry). The observed orientations of the poly-

I ocrystalline cobalt disilicide layer from the diffraction spectra
o, are the (111), (220) and (311). The RBS spectra for both the

emitter and base areas are presented in Fig. 3. The mea-
100 .. sured resistivity of all silicide layers was found to be0 0,1 0,2 0,3 0,4

Dep0t (pm) between 15-16jgftcm. The resistivity of the base is an

Fig. 2. Model of the developed PBT and schematic representation of the important parameter for the high frequency behaviour of
developed PBT structure demonstrating the operation and a qualitative the PBT and it has to be low [7].
profiling of such device. The SIMS spectra shows a typical As depth profile The self-aligned cobalt disilicide was formed only on the
at the emitter area of the device. The thickness of the silicide has been top and bottom of the grid. The unreacted cobalt was
defined by simultaneous detection of cobalt and silicon intensities. The etched away from the wall spacers by the subsequent selec-
sample was from a transistor from the PBT 2 group. The emitter layer
thickness (0.2 gim) is determined by the As concentration, i.e. at the level of tive etching. Thus on top a good ohmic contact was formed,
1" 10'9 at cm- 3. which achieves proper ohmic behaviour of the emitter. On

the bottom of the grid a good Schottky base was formed.

Table I. The dopant (Arsenic) depth profiles have been analysed
by SIMS (Fig. 2). At the same time the concentrations of

PBT 1 PBT 2a PBT 2b silicon and cobalt have been detected, thus the profile was

Epilayer thickness 54m 9 Am 9 ILm, analysed with respect to the silicide/silicon interface. The
Grid depth 0.8 gm 0.6 [tm 0.8 pm highly doped emitter layer thickness is 0.2 jim. The CoSi2
Base thk. CoSi2 thk. 850A 710A 1300 A layer thickness has been calculated from the RBS and SIMS
Emitter doping 1 1019 1 1021 1 1021 profiles. The values are listed in Table I.
Channel doping 4.1015 3- 1 0 '4 3- 1014 The silicide layer at the emitter is thinner than the one at
cDb (eV) 0.61 0.62 0.62 the base, as is expected. The silicidation process is retarded
Ideality factor r/ 1.01 1.12 1.03 on highly doped areas [8] and as the silicidation conditions

are not sufficient for the reaction of the whole amount of
4000 cobalt, the silicide layer at the emitter is slightly thinner.

He, Finally, a 1 pim thick aluminium layer was evaporated on
F 2.4 MeV the backside of the wafers and alloyed to achieve good

S 3000 CoSi ohmic contact to the collector.
Co

Si
2000- 3. Electrical characterisation and simulation

I- The fabricated transistors have been characterised by DC
"10 iemeasurements. The probe tips were applied directly on the
S 1000 Emitter profile emitter grid and the base on the large base area. As collec-

- Base profile tor has been used the backside of the wafer.
There is no evidence of bridging, which indicates a reli-

0 . able and controllable silicidation process. The Schottky base
50 100 150 200 250 300 350 400 diodes have been characterised by IV and CV measure-

Energy (MeV) ments. The results are listed in table I and show the good
Fig. 3. The RBS profiles about the silicide layer on both emitter and base quality and performance of the Schottky base for all tran-
are presented. It observed that the emitter layer is thinner than the one at
the base. The measured thicknesses are 1300 A and 1180 A for the base and sistors. The leakage currents were below 1.5 jiA at 5 V, for
emitter layers, respectively, all structures.
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The first group of devices had a large series resistance due
to relatively low (see Table I) doping levels at both the
emitter and the collector. The doping level in the other 0 - - - - - _
group is significantly higher and achieves a very good ohmic , _ PBT 1: calculated
behaviour at both contacts. The measures IV curves of a PT m s

N PBT 1: measured
typical transistor is presented in Fig. 4. In order to verify the 0> V PBT 2: measured
IV characteristics the device structures were simulated in P 2 PBT 2: calculated
the 2D simulator MEDICI.

.~-3

The measured current levels for the PBT 1 group were
significantly lower than the simulated levels. In this case the -4
doping level on the top of the grid was low (see Table I) and
the contact had a rectifying behaviour. Therefore we have to -5I .
drive the device with the collector-on-top, i.e. this "Schottky 1 1,1 1,2 1,3 1,4 1,5 1,6
contact" will be forward biased. A series resistance at both Grid spacing (gtm)
the emitter and collector contacts, however, has been influ- Fig. 6. The comparison between measured and calculated threshold volt-

encing the characteristics of these devices, ages for both transistor groups is presented. The fitting is proofing the

The second group of transistors has current levels and quality of the fabricated devices.

measured IV characteristics which agree with the 2D simu-
lations (see Fig. 5). and [9] (see Fig. 6).

The threshold voltage is not influenced by series resist- qNdd2

ances or the quality of emitter and collector contacts. The VT = Vbi - q d (3.1)
threshold voltage of the presented PBTs are in good agree- 8qgo 8r

ment with the theoretical expression (3.1) derived in [10] where Vbi is the contact potential, Nd is the doping level in
the channel, deff is the effective grid spacing extracted from

Icol (mA) Vb (V) SEM analysis and q is extracted from the two-dimensional
I8ol.0mA)__b__ V) simulations which describes the electrostatical behaviour of

0,3 the grid in two dimensions (lateral and vertical). This
7 PBT 2a " 0,2 parameter is independent of the doping level and the same

0,1 for all structures.

6.0 -0,1 The good agreement between the 2D simulation model
5.0 -0,2 and the measured data allows us to make realistic predic-

4.0 -0,3 tions about the high frequency limits of this structure. The
simulated device geometry is based on the minimal dimen-

3.0 sion achieved by state-of-the-art silicon processes. We con-

2.0 -1.0 sidered a grid depth of 0.41gm, grid spacing and width of
0.5 jim and a constant doping level in the channel in the

1.0 order of 1 - 1017 cm-3. The simulated values forfmax andfT

0 2 4 6 8 are 58 GHz and 45 GHz, respectively (Fig. 7).
0 2 4 6 8 10

Vce (V)
4. Conclusions

Fig. 4. IV characteristics of a transistor from the PBT 2a group (see Table
I). The device has an area of 6400 jum2 and grid width/spacing of 1.44 jim. Several PBT devices have been fabricated. The developed

process steps have been optimised with respect to CMOS
compatibility and for future high frequency performance.

PBT 2b 60
Icol

(mA) measured Vb (V) 50

0,6 • simulated 0,3 40

0,2
0,1 t 30

0,4 
T

0• • 20-0,1
-0,2 Grid spacing: 0,5 jtm

0,2 10 Channel doping: 1.1017 cm 3

0 l l r l l l I . I I I . . I . . I[ . . Il

0 1 1,5 2 2,5 3 3,5 4
0 2 4 6 Vce (V)

Vce (V) Fig. 7. Simulation results predicting the high frequency behaviour of the

Fig. 5. Comparison between measured IV curves and simulation results. developed transistors. The fm_ and fT values are at 58,6GHz and

The actual transistor has 4000 ptm2 area and 1.6 Ixm grid width/spacing. 45,38 GHz, respectively.
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Abstract substrate. The layouts of both, superimposed on one

Compared to wire bonding and TAB, flip chip technology using solder another, are shown in Fig. 1. The size of the chip is
joints offers the highest pin count and packaging density and superior elec- 10,000 jim x 10,000 jtm, and the size of the substrate is
trical performance. The chips are mounted upside down on the substrate, 10,720 gim x 10,720 gim, and there are 1,228 bumps on the
which can be made of silicon, ceramic, glass or - in some cases - even PCB. chip. The bumps have been arranged on daisy chains (see
The extra processing steps required for chips are the deposition of a suit- Fig. 2) in 19 concentric rings. All bumps in each ring are
able thin film metal layer(s) on the standard Al pad and the formation of equidistant from the chip neutral point, and in a bonded
bumps. Also, the development of new fine line substrate technologies is
required to utilize the full potential of the technology. In our bumping
process, bump deposition is done by electroplating, which was chosen for
its simplicity and economy.

Sputter deposited molybdenum and copper are used as thin film layers
between the aluminum pads and the solder bumps. A reason for this choice %

is that the metals can be selectively etched after bumping using the bumps
as a mask, thus circumventing the need for a separate mask for etching the
thin film metals. The bumps are electroplated from a binary Pb-Sn bath
using a thick liquid photoresist.

An extensively modified commercial flip chip bonder is used for align-
ment and bonding. Heat assisted tack bonding is used to attach the chips
to the substrate, and final reflow joining is done without flux in a vacuum
furnace.

1. Introduction

In flip chip technology bare silicon chips are attached
upside down on a substrate, which can be another piece of

silicon, glass, ceramic or even PCB. IBM's original process,
known as C4 (for Controlled Collapse Chip Connection)
[1], [2] utilized 95%-5% Pb-Sn solder bumps for balls for
joining the chip to the substrate. IBM used vacuum evapo-
ration through holes in a metal mask to deposit the solder. I = -

This is not, however, very elegant because of the relatively
thick layer of solder required. Also, the equipment required Fig. 1. Layout of test vehicle.
is very expensive. An attractive alternative to vacuum
evaporation is electroplating. Electroplating is widely used
for plating gold bumps for TAB. A suitable binary bath can
be used to plate lead and tin simultaneously in a single
process step. The baths are compatible with standard liquid
photoresists, thus avoiding the cumbersome mechanical
masks or the resolution limits of dry resists.

Flip chip processes are similar in many ways to printed
circuit board manufacturing and assembly. Fluxes are used
extensively used in these processes. In our process, we have
purposely avoided the use of fluxes. This can be done if a Substrate
suitable inert or reducing atmosphere is used in the reflow
steps.

Previously published descriptions of flip chip processes Solder Bum p
using electroplating may be found in references [3] and [4].

2. Test vehicle Aluminum Track
A set of masks was designed for process development. The
test vehicle comprises a test chip and a corresponding test Fig. 2. The daisy chain continuity test structure.
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structure are thus subjected to equal stresses due to a pos- be applied to any conventional finished wafer, to convert it
sible difference in the thermal expansion coefficients of the from being suitable for wire bonding to being suitable for
substrate and solder materials and/or their unequal tern- flip chip bonding.
peratures. If the chains were square, instead of circular, the In IBM nomenclature, the combination of metals used
corner bumps would be 41% farther away from the center under the bumps is known as BLM (Ball Limiting
of the chip, and the corner bumps would also be subject to a Metallurgy). A solderable metal (BLM2), such as Ni or Cu,
mechanical stress also 41% higher. In addition to the daisy must be used beneath the solder bumps. This makes a solder
chains, there are 4-terminal Kelvin resistor bumps in 16 out- joint feasible, and additionally limits the solder ball in the
ermost rings. The nominal diameter of the bumps is 100 gtm, reflow phase (the solderable pad is wetted by solder while
and the approximate pitch is 250 lim. The aluminum pads the passivation layer is not). Also, a suitable barrier/
under the bumps are 1001rm x 1001jm squares, and the adhesion metal (BLM1) must be used between the solder-
diameter of the passivation layer opening is 60 gm. The test able metal and the aluminum pads. The standard metal
chips are normally processed on silicon wafers, but any used for this purpose is chromium [5]. In our process, the
material, compatible with the mask aligner and other BLM metals are etched after the electroplating step, using
process equipment, may be used for the substrates. Only the solder bumps as a mask. The BLM metals, together with
three masks are required for both the chip and substrate the Pb and Sn in the solder, form a complex four-metal
processes (or four, if it is desired to use Cr instead Mo in the system, the choice of which is non-trivial to retain a reason-
under bump metallization). able selectivity in the etching steps. The apparent reflow

properties of the bumps are easily affected, if no fluxes are

3. Process description allowed in reflow. For these reasons, discussed in greater
depth in a companion paper [6], we have selected Mo and

The complete sequence for the test chip process is shown in Cu for BLM 1 and BLM2, respectively.
Fig. 3. 100mm silicon wafers with 300nm of SiO 2 on top 150nm of Mo is sputtered on wafers, and this is followed
are used as starting material for test chips. 1 jim of Al is first by sputtering of 500 nm of Cu. Topologically, for electro-
sputtered on the wafers and patterned with mask M1. This plating all bump sites must lie within a simply-connected
Al layer emulates the topmost metal on a real chip. Next domain on the wafer surface, which is most easily realized as
500 nm of SiO 2 is deposited, using a plasma enhanced CVD a blank metal layer covering the whole surface of the wafer.
process. The oxide layer emulates the passivation layer on a If it is desired to use Cr instead of Mo for BLM 1, it must be
real chip. A second mask, M2, is used to pattern the photo- patterned using an additional mask before the sputtering of
resist for etching the contact holes to Al pads. The process BLM2.
steps hereafter are specific to flip chip technology, and may The BLM metal layers are next covered with a 20 pm

thick photoresist (AZ 4620), which is then patterned with
mask M3. After development, there will be 100 gtm diameter
holes in the photoresist at the sites where the bumps will be

Start•ia•mh,: OxididS00ii SiWe plated. The holes in the thick photoresist, as well as the
passivation layer openings defined by mask M2, are circular

[ •aIS•,II~n in order to avoid the high local mechanical stress that
Staod ,poolithog,-phicso & Aetcng would inevitably occur at the corners of square shapes. No

,ukME-CH• post-development bake is used for the photoresist to avoid
5iO sPE4Cwd.•ai the deformation of the resist profile. The target volume for

I, our bumps is 1.31 .10-1 2m 3, which means that the bumpSStatdaodt ph~otolihographic step & contact haol etelinlg
stndr ..c-,stp &shape after plating will be peduncular, as opposed to the

sessile shape of the gold bumps normally used for TAB,
C t with only 12% of the total volume in the peduncle. This is

4 •,of no consequence, as long as the pitch is large enough so
Sdpbotlithoraphi sotep I that there is no risk of the caps of neighbouring bumps

Mask M4: CHI[P-BLMISThiphto I joining into one, as the final bump shape will be defined
C cig Mask M& CHIP-BL I later in the reflow steps.

C t A binary bath is used for bump deposition, i.e. both lead
and tin are plated simultaneously. We have chosen to use

Ihkkphotontotstp Thick photor-iotstrip LeaRonal's Solderon M-54 bath, which is based on alcyl
Mask M3: CEiIP-BLM

Cu et g sulfonic acid. The singly baked AZ 4620 photoresist with-
L Pws. p 1g stands this acid very well at room temperature but not at

MoThid photogWp Ielevated temperatures (+40 ... 50'C). Fig. 4 shows the

variation of the lead content of the sotder reduced on the
cathode as a function of the plating current density for the
M-54 bath. This curve was obtained by plating 51jm of

I o .... rlow Isolder on brass cathodes of a size of 36 mm x 46 mm using
various currents at room temperature, and by an RBS
analysis of the topmost 2 jim in the center of the samples.

Fig. 3. Test chip process flow. Two alternatives are shown, depending on The peduncular bump shape means that the area of the
whether chromium or copper is used for the BLM 1 layer. bump in contact with the bath varies in a ratio of almost
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Fig. 6. A SEM view of bumps after thick photoresist strip. The character-
istic peduncular shape of the as-grown bumps is clearly visible.

75 75 denum using a phosphoric acid etchant [5] using the bumps
as a mask. The wafers are then subjected to reflow in a
90%-10% Ar-H 2 ambient at +400'C at a pressure of

7070 1 mTorr in a homebrew vacuum furnace. In this step, the
71 7 bumps assume their characteristic spherical shape, limited

by the BLM pad underneath. A SEM view of reflown

0 200 400 600 800 bumps is shown in Fig. 7.
A somewhat similar three-mask process is used to make

Current density [A/rn2] the test substrates except there are no bumps on them.

Fig. 4. The measured variation of the lead content (weight per cent) in the Instead, a standard photolithographic step is used to
solder metal reduced at the cathode as a function of the plating current pattern the BLM pads on the substrate side. Additionally,
density. The data is for LeaRonal's Solderon M-54 bath. electroless nickel (500 nm) and electroless gold (300 nm),

deposited using commercial baths from Shipley, are used to
passivate the substrate pads against oxidation which would

1: 5 during plating. In order to achieve a lead content of otherwise occur in the bonding step. The nickel barrier is
90%, the plating current must be adjusted according to this required to prevent the gold from dissolving into the copper
area variation so that the current density remains constant when the substrate lies on the heated stage during align-
at 175pA/ 2. A heuristic model was developed for the bump ment. The test chips and substrates are joined together
shape, and it was implemented in a computer program used using an extensively modified Laurier TL-271 flip chip
to control a Keithley 238 current supply. The plating is bonder (Fig. 8). In this machine, a rather massive substrate
done on a completely rebuilt AmeriChem Lab-Style plating holder is heated close to the melting point of the solder. The
machine. A piece of platinized titanium mesh is used as a chip is then aligned with the substrate with the aid of a
passive anode. A cross section of the bump after plating is prism type cube beam splitter and a video camera. During
shown schematically in Fig. 5. alignment, the distance between the chip and the substrate

After plating, the thick photoresist is stripped off. A SEM is about 3 cm. After alignment, the beam splitter is pulled off
view of bumps after this step is shown in Fig. 6. The copper
layer is etched using an alkaline etchant and the molyb-

SSolder bump

R • Thick PR

HIM 2
00000 CIMO

Pass

. - Aluminum

Insu

S100 Silicon

Fig. 5. A schematic cross section (not to scale) of a bump after the plating
step. Fig. 7. A SEM view of bumps after reflow.
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molten solder bumps, and the forces resulting from the
surface tension of the solder perform the self-alignment
unique to this process. No post-reflow clean is necessary, as
no fluxes are used. Fig. 9 shows a portion of a test chip
bonded to a glass substrate.

/ 4. Summary and conclusions

The outline for a flip chip process based on electroplated
solder bumps was presented. The design of a test chip and
substrate used for process development was also described.
Electroplating provides an economical way to selectively

. ... :deposit the required amount of solder. Both lead and tin

Fig. 8. A general view of the Laurier TL-271 flip chip bonder/aligner. A can be plated simultaneously in the desired proportion. A
vacuum collet picks up the chip from the waffle pack (center right) and nonstandard feature of the process is the use of molyb-
takes it to above the substrate stage (center left). Alignment is done with denum for the adhesion/barrier metal. Molybdenum was
the aid of a video camera attached to a beam splitting optical probe (left). chosen because the etching of more chromium affected the
The alignment is checked on the video monitor (right). reflow properties of bumps in the flux-free process.

from between the chip and substrate, and the chip is
lowered onto the substrate. The chip is then tack-bonded to Acknowledgement
the substrate using a pulse of hot nitrogen gas, and the
joining is completed in a further reflow step in the vacuum The authors wish to thank Mr. J. Saarilahti for performing the RBS

furnace. During this step, the chips float freely on the analyses.
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Abstract reactor chamber via respective mass-flow controllers. This

Chemical vapour deposition (CVD) of expitaxial silicon was carried out in system has been utilised for rapid thermal annealing (RTA),
a single wafer, rapid thermal processing (RTP) reactor chamber. The silicon as well as for chemical vapour deposition (CVD) [3, 4, 6]
wafer was heated volumetrically by microwaves. The silicon growth was and in-situ plasma etching [3]. This paper presents new
realised by thermal pyrolysis of SiH 4 at ~700°C on blank and patterned experimental results on silicon epitaxial growth at low tem-
silicon wafers. The reactor chamber was equipped with a molecular-turbo perature (-,700 "C) and low pressure (- 10 Pa), on blank
pump backed by a booster/rotary pump package; the base pressure of the
reactor chamber was better than 10- Pa. Silicon deposition was carried
out in the pressure range of 1-20 Pa. Prior to deposition, the system was cleaning will be discussed.
purged with H 2 at 50 Pa, either at 700'C for 15 min or at 900'C for 15 sec.
A typical epitaxial silicon growth rate was 5 nm/min at 700 "C. The quality 2. Experimental
of the epitaxial silicon layers, studied by means of Rutherford backscatter-
ing spectrometry (RBS), X-ray diffraction (XRD), and cross-sectional scan- A detailed description of the MRTP system is found else-
ning electron microscopy (XSEM), was found to be sensitive to a number where [3, 6]. Silicon wafers of (100> orientation, 100mm in
of deposition parameters, including substrate temperature, gas flow rate diameter and 0.525 mm thick were used in this work. Oxide
and surface cleaning. (SiO 2) layers of either 100 nm or 500 nm thickness were first

thermally grown on the wafers. On the wafers with the thick
1. Introduction oxide, narrow lines of 1.0 to 5.0 1im width, defined by litho-

graphic technique, were etched into the oxide layer down to
In the silicon integrated circuit (IC) technology, two trends the silicon substrate. On the wafers with thin oxide, the
have always been consistent: lateral and vertical down- oxide on one half of the wafer was stripped off from both
scaling of IC device dimension and increase in wafer size. sides in an HF solution. Immediately before wafer loading,
This evolution places increasingly high demands on thermal all the wafers were dipped in diluted HF (1 in 101H20) for
budget and calls for more flexible manufacturing tech- 10 sec to remove the native oxide from the exposed silicon
nology, which have in turn led to the development of single surface. The patterned wafers were then rinsed in deionised
wafer reactors and rapid thermal processing (RTP) [1]. water, and spin-dried in N 2 . The wafers with oxide removed
Device processing with low thermal budget is essential for from one half of the wafer surface (blank wafers) were not
today's very-large scale integration (VLSI) technology. Low rinsed in water, leaving a hydrogen passivated silicon
temperature epitaxial growth of silicon is of particular inter- surface [8]. After wafer loading, the reactor chamber was
est for device applications, e.g., high frequency components evacuated to a base pressure below 10-' Pa.
[2]. Over the past 5 years, we have developed an RTP Silicon epitaxial growth was carried out using pure SiH 4
system that utilises microwave energy to accomplish volu- or SiH 4/H 2 mixtures at temperatures from 650 to 710'C.
metrical heating of the silicon substrate [3-6]. This is differ- Before admittance of SiH 4 , the reactor chamber was purged
ent from the majority of the commercially available RTP with H2 at a pressure of 50 Pa. During the purge, the wafer
systems where wafer heating is realised by surface absorp- was kept at a temperature of 700 or 900 'C. The duration of
tion of infrared light [7]. We have shown that microwave the purge step was 15 min or 15 sec, respectively. Table I
heating of wafers is unique in its uniformity and good tem- presents the typical experimental conditions for this work.
perature control during deposition processes [4] and its The silicon epitaxy on the blank wafers was characterised
inherent microwave plasma facility for in-situ surface clean- by means of X-ray diffraction (XRD) with CuKa radiation,
ing [3]. and Rutherford backscattering spectrometry (RBS) in chan-

In the microwave heated RTP (MRTP) system, a 100mm nelling mode, while the silicon epitaxy on the patterned
silicon wafer is placed in the electric field minimum of a wafers was studied by cross-sectional scanning electron
cylindric reactor chamber which is designed as a resonant microscopy (XSEM) in combination with Secco etch [9].
cavity preferentially exciting the TE, 12 mode at 2.45 GHz
[3, 5, 6]. The microwave energy is inductively coupled to 3. Results
the wafer and the wafer heating is purely resistive. The 3.1. XRD studies on blank wafers
silicon wafer can be uniformly heated up to 1000 °C within
40 seconds [3, 5]. The reactor is equipped with a molecular- The preliminary verification of epitaxially aligned silicon
turbo pump backed by a booster/rotary pump package, the layer in accordance to the substrate orientation was provid-
base pressure of the process chamber is better than 10' Pa. ed by XRD using a 0-20 diffractometer. For deposition in
The process gases of high purity are introduced into the pure SiH 4 at a wafer temperature of 690 °C, the XRD results
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Table I. Summary of the experimental results

Wafer* H2 purge Depo. temp. SiH 4 part. pres. and flow rate Total pressure Depo. rate Film structuret

1 900 *C/50 Pa/15 s 690 'C 6 Pa/0.9 sccm 6 Pa(No H 2) 4.5 nm/min align(ml)
2 900 'C/50 Pa/15 s 650 'C 6 Pa/0.9 sccm 6 Pa(No H 2) 3.9 nm/min align(h)
3 900'C/50Pa/15s 690'C 8 Pa/1.2 sccm 8 Pa(No H 2) 8.4 rm/min poly
4 900'C/50Pa/15s 710'C 6 Pa/0.9 sccm 6Pa(NoH 2) 6.7 mn/min align(h)
5 700 'C/50 Pa/15 m 710 'C 6 Pa/0.9 sccm 6 Pa(No H 2) 6.7 nm/min align(h)
6 700'C/5OPa/15m 710'C 4 Pa/0.6 sccm 4Pa(NoH 2) 4.4nm/min align(h)
7 700'C/50Pa/15m 710 °C 6 Pa/0.9 sccm 12 Pa(In H 2) 5.0nm/min align(ml)
8 900'C/50Pa/15s 710'C 6 Pa/0.9 sccm 12 Pa(In H2 ) 5.0nm/min

* All the wafers were blank, except for wafer # 8 which was line-patterned.

"" "align" and "poly" denote epitaxial alignement to the substrate orientation and polycrystalline silicon deposition, respectively, on the silicon surface,
according to the XRD analysis. "ml" and "h", both in parenthesis, represent the result of surface inspection: mirror-like and hazy, respectively.

(wafer # 1) shown in Fig. 1 clearly demonstrate that the wafer # 1 unchanged, resulted again in alignment of the
silicon deposited on SiO 2 (curve a) is polycrystalline, deposited silicon on the silicon surface according to the
because of the appearance of the (111), (220), (311), (331) and XRD results shown in Fig. 2 (curve a). But the surface was
(422) diffraction peaks, in addition to the strong (400) dif- still hazy as wafer #2. The deposition rate for this wafer
fraction peak (at about 20 = 69") mainly from the substrate, was 50% higher than that for wafer # 1 (Table I). The varia-
In contrast, the silicon deposited on the silicon surface tion of the temperature and time for the in-situ surface
(curve b) is epitaxially aligned to the substrate orientation, cleaning in the H 2 atmosphere did not alter the results
The deposition rate was 4.5 nm/min. much (wafer #5), according to the XRD analysis (results

A reduction of the wafer temperature to 650 'C (wafer not shown). The deposition rates for wafers #2, #4 and
#2), and with the other parameters the same as for wafer #5 were too high to achieve good epitaxial growth at the
# 1, resulted in a slightly lower deposition rate (3.9 nm/min) respective deposition temperatures used.
as compared to that for wafer # 1 (Table I). The silicon To reduce the deposition rate, there are many viable
deposited on the silicon surface was again found to be approaches. Decreasing the deposition temperature could be
aligned to the substrate orientation (curve c, Fig. 1). a solution, but the results of wafer # 2 clearly show that this
However, the wafer surface was quite hazy (not mirror-like), is not adequate. Reducing the SiH 4 flow rate or decreasing
revealing the poor quality of the epitaxial layer. the SiH 4 concentration could also be considered. The

For wafer #3, the deposition was carried out at 690 'C former process (wafer #6) did not convert the hazy surface
but with a higher SiH 4 flow rate than for wafer # 1, in order into a mirror-like one, although the deposited silicon was
to obtain a higher deposition rate [10]. The deposition rate still aligned (curve b, Fig. 2). The latter process with H2 as
increased to 8.4 nm/min, but the silicon deposited on the carrier gas (wafer # 7), however, resulted in a much better
silicon surface was now polycrystalline (curve d, Fig. 1). growth; besides the epitaxial alignment indicated by curve c
Increasing the wafer temperature from 690'C to 710'C in figure 2, the surface was mirror-like. On the same wafer
(wafer #4), while keeping the other parameters used for (i.e. #7), the silicon deposition on the SiO 2 surface was

polycrystalline (curve d, Fig. 2). The deposition rate was
reduced from 6.7 nm/min to 5.0 nm/min.

Silicon deposition below 700 'C

lot 0Silicon deposition at 710 'C

106 107
,• 106 =1°6

S• _ \ • • = 101

104 ,• 104
~ b ,, bcurve a

curve a 1

b b
102 • 102

d 101

30 40 50 60 70 80 90 100

2,0 30 40 50 60 70 80 90 100

Fig. 1. XRD results of wafers #1 to #3 showing polycrystalline silicon
deposition on the SiO 2 surface for wafer # 1 (curve a), epitaxially aligned 2-0
silicon on the silicon surface for wafer # 1 (curve b), epitaxially aligned Fig. 2. Similar XRD results of wafers # 4, # 6 and # 7 showing epitaxially
silicon on the silicon surface for wafer #2 (curve c), and polycrystalline aligned silicon on the silicon surface for wafer #4 (curve a), epitaxially
silicon deposition on the silicon surface for wafer #3 (curve d). The Miller aligned silicon on the silicon surface for wafer #6 (curve b), epitaxially
indices are assigned to the diffraction peaks from the deposited silicon aligned silicon on the silicon surface for wafer # 7 (curve c), and poly-
layer. crystalline silicon deposition on the SiO 2 surface for wafer # 7 (curve d).
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In Fig. 2, the intensity of the diffraction peaks at about
330 (also a diffraction peak from the substrate) and 690 is

extremely sensitive to the sample mounting in the diffrac-
tometer because the wafers are not exactly in a (100) orien-
tation. The occasional absence of the 33' peak, along with
the substantial reduction of the intensity of the 690 peak is
attributed to a slight off-orientation of the samples relative
to the diffractometer geometry.

3.2 RBS analyses on blank wafers

The XRD results only provide a first indication of the align-
ment of deposited silicon layers in accordance to the sub-
strate orientation. To investigate the impact of various
deposition parameters on the quality of epitaxy, a more
sophisticated analysis technique has to be employed. A
more rigorous examination of epitaxial growth is provided
by RBS in channelling mode. RBS spectra for wafers #1
and #7 are shown in Fig. 3. The observation of a much
lower yield of the aligned sample than that for the randomly
oriented sample for both wafers provides solid evidence of
epitaxial alignment of the deposited silicon layer. The inter-
face between the deposited silicon layer and the substrate is
also indicated in Fig. 3. The value of Xmin, characteristic of
the quality of epitaxy, is calculated (average of the yields
over 5 channels) to be 4.3% and 10.7% for wafers #1 and*
#7, respectively, indicating a better epitaxy quality for .
wafer # 1 despite a lower deposition temperature used. The
best Xmin value for wafer # 1 is in fact slightly below 4.0%, if
only the yield at one specific channel is used for the calcu-
lation. In any case, the Xrin value for wafer # 1 is quite close
to that reported by Meyerson et al. for their epitaxial
growth at 750'C and above: i.e. 4.0% [11, 12].

3.3. XSEM studies on patterned wafers Fig. 4. XSEM studies of wafer #8 (Table I), after the Secco's etch for20 sec, providing further evidence on (a) polycrystalline silicon deposition

Epitaxial silicon growth was also be performed on the pat- on SiO 2 , and epitaxial silicon growth on silicon, and (b) the silicon deposi-
terned wafers with narrow lines of down to 1.0 gtm width tion on the side-walls of the SiO 2 windows is also polycrystalline under the

(wafer # 8, table 1). Referring to the RBS results shown in deposition conditions used.

Fig. 3, the in-situ H2 purge procedure used for wafer # 1
was chosen, i.e. a short temperature pulse at 900 'C for 15 s.
For the deposition, the conditions used for wafer # 7 were shows typical column-like polycrystalline structures, as
adopted. The deposited silicon layer on the SiO 2 clearly revealed by XSEM (Fig. 4). This is different from the layer

deposited on the silicon surface in the SiO 2 windows, where
the deposited silicon is essentially free of such column-like
structures (4a). The Secco etch (of 20 sec) has removed some

2000 of the polycrystalline silicon on top of SiO 2, while the epi-
taxial silicon grown on the substrate surface is almost intact.

i sub. 2.4 MeV He The XSEM picture with higher magnification (4b) furtherSi sub.2. e'H
1500 shows that the silicon deposited on the side-walls of the

SiO 2 layer is also polycrystalline, pointing to the predomi-
nance of polycrystalline silicon growth in such areas under

.E 1000 random the present deposition conditions. It is also seen that the
epitaxial growth on the silicon surface contains local defects

wafer #7 interface at the interface, which can be attributed to the presence of
500 . / wafer#1 local surface contamination such as trace native oxide. To

aligned remove such surface contamination, a more effective in-situ
"surface cleaning technique is needed.

011
600 800 1000 1200 1400

Backscattering energy (keV) 4. Discussion and conclusions

Fig. 3. RBS results verifying the epitaxial silicon growth on the silicon sub- The quality of the silicon epitaxy is sensitive to a number of
strate for wafers #1 and #7. The value for X•. is calculated to be 4.3% deposition parameters: the substrate surface condition,
for wafer # 1 and 10.7% for wafer #7. the deposition rate and the wafer temperature. The surface
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cleaning prior to the deposition is crucial and any contami- considering. Under proper control of the surface condition,
nation on the surface leads to failure of epitaxial growth. silicon epitaxy of high quality can be obtained below 700 'C.
The approach taken in this work was a short etch in diluted
HF prior to wafer loading. Pre-baking in H 2 was always
performed in-situ in order to remove the trace native oxide Acknowledgements
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Abstract where X(2) is the second order susceptibility tensor. In the

The room temperature growth of Au on Si(lll) 7 x 7 has been followed bulk of centrosymmetric media such as Si, all elements of
continuously with second-harmonic generation, and at selected coverages 1(2) vanish. Only surface and interface regions with broken
with low energy electron diffraction and Auger electron spectroscopy, inversion symmetry will contribute to SHG. The non-
during the evaporation of the first 15 monolayers. A fast decay of the vanishing elements of X(2) will then reflect the macroscopic
second-harmonic signal in the submonolayer regime is associated with dis- symmetry of the interface [9]. Also spatially nonlocal terms
ordering of the 7 x 7 structure. This is followed by a local maximum at
about I monolayer coverage. The origin of this maximum is not yet fully of higher order than the dipole term in eq. (1) can contrib-
understood. In the range from 2 to 5 monolayers, the signal variations ute. At the surface, these terms can be included in an effec-
reflect the formation of Au islands with areas of free Si in between. Above 5 tive surface dipole susceptibility [10]. For a surface with 3m
monolayers second-harmonic generation shows increasing order in the symmetry the SH fields of interest are given by
system which is ascribed to the creation of an ordered Au/Si interface,
starting when a closed Au layer is formed. Annealing of the room tem- E,,(2co) = a[f1 X... +f 2 x.. +f 3 Xzz +f 4 Xx cos (30))]
perature deposited Au layer leads to interface ordering even at low tem-
peratures where no superstructure is observable with low energy electron x Ep(o) 2, (2)
diffraction. Ep(2°,) = a[f 5 Xz.. + f 6 X... cos (30))]Es((O) 2, (3)

1. Introduction Eps(2ao) = af7 X... sin (34))]E(•o) 2 , (4)

where Em (2co) indicates the n-polarized SH field for an m-The Au/Si(ll1l) system has been investigated by a variety of polarized pump field and the]f; are Fresnel factors. The

surface sensitive techniques with the purpose of studying the x-axis is parallel to the [211] direction and z is along the

room temperature growth of thin films and the formation of surface normal. In the present experiments, the angle t

ordered structures on annealed surfaces. Scanning tunnel- between a [211] direction and the plane of incidence was

ling microscopy (STM) studies have contributed substan- chosen to 30[. This makes it possible to separate wxr and

tially to the understanding of ordered structures [1, 2]. A ch byepro chice of polaizato combiations. Terms
numbr o exerientshav supored amodl werethe Xzx• by proper choice of polarization combinations. Terms

number of experiments have supported a model where the involving Z~x vary with 4) and show the symmetry of the

Au, after a critical coverage, grows as an intermixed Au-Si system. Thus for 4) = 300, the Pymto of ti c

layer on top of the substrate [3, 4]. However, recent experi- bination (p-polarized pump to s-polarized SH) can be used

ments [5, 6] have suggested that room temperature growth to monitor order in the system.

leads to an abrupt interface between metallic Au and bulk The surface sensitivity of SHG is particularly high if the
Si. nonlinear excitation involves localized surface states. This

Second-harmonic generation (SHG) has previously been has been shown to be the case for the 7 x 7 reconstructed
used on the Au/Si system. McGilp [7] studied the Au/Si Si(ll1) surface [11]. With 1064nm (1.17eV) pump light a
interface at selected coverages in the 2 to 12 monolayer near resonant excitation from filled rest atom states situated
(ML) range using a sample cut 40 from a (111) plane. Evi- 0.9eV below the Fermi edge to unoccupied adatom states
dence for ordered terraces at high coverages was obtained.
Au deposition at high substrate temperatures has earlier gives the dominating contribution to X

been monitored by SHG and variations in surface recon- 3. Experimental
struction with Au coverage were identified [8]. In the The silicon samples were 1 mm thick n-type, P-doped wafers
present work the growth of the first 15 ML of Au on Si(l 11) with a resistivity of 4.5 ohm-cm. Clean 7 x 7 surfaces were
7 x 7 is studied by SHG. With this technique it is possible obtained by direct resistive heating to about 1100 0 C. The
to follow the growth process continuously during evapo- UHV system was designed for optical measurements with a
ration and, even more importantly, to study the Au/Si inter-
face below the growing overlayer, since the attenuation of number of closely spaced windows and equipped for lowlight through a thin Au layer is very small. energy electron diffraction (LEED) and Auger electron

spectroscopy (AES). Gold was evaporated from a Au
wire heated by a tungsten coil. The evaporation rate

2. Theory (about 0.7 A/min) was measured by a quartz oscillator

Optical SHG is a result of a nonlinear polarization P(2co) and the pressure during evaporation stayed below
1.4 x 10-0" mbar. The SHG measurements were performed

induced by an applied laser field E(co): with a Q-switched Nd:YAG laser delivering 10ns pulses at

Pi = 2x1k EA°)Ek(co), (1) 20 Hz with a wavelength of 1064 nm. The energy density was
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kept below 20 mJ/cm2 . A photomultiplier tube connected to Photoemission spectroscopy [5] has shown that the for-
gated electronics was used to detect the SH signals. mation of a silicon skin layer saturates at a coverage of 4-

5 ML. At higher coverages a continuous Au layer grows
4. Results and discussion between the skin layer and the substrate. In the present

experiments, no LEED pattern was detected for coverages
Figure 1 shows the intensities of SHG during Au deposition above 5 ML and the Si(LW) peak had evolved into two
on Si(l 1) 7 x 7 for different polarization combinations of clearly separated peaks. This shows that no free Si surface is
the pump and SH light using an angle of incidence of 35'. left. The increasing order detected by SHG is therefore a
All three configurations show a fast decay of the SH signal result of ordering of the Au/Si interface. At 10 ML the inter-
in the submonolayer regime. This is consistent with observa- face ordering is completed and no further change in the p,
tions with LEED showing a gradual decay of the 7 x 7 to S2 signal is observed. The increase in order coincides with
structure and thus the loss of the dangling bonds states the decreasing X,.... the tensor element which we have
responsible for the relatively large signals from the 7 x 7 attributed to the existence of islands. Thus, the ordering of
surface. Also common to the three polarization configu- the interface takes place when a closed Au layer is formed
rations is the local maxima in the signals at about 1 ML and the areas with free Si surface between the islands disap-
coverage. This was not accompanied by any observable fea- pear.
tures in the LEED pattern. Since a maximum is also present SHG can be used to detect the symmetry of the interface
in the p, to S2 signal some ordering of the system takes by rotating the sample about the surface normal. At normal
place around 1 ML. This might be a result of changes in the incidence, where only X,., contribute to SHG, the symmetry
size and distribution of Au islands revealing larger areas of can also be detected by simultaneously rotating the polar-
free Si surface. The ordering may not be strong enough to ization directions of the pump and SH light. In Fig. 2 the
show up in a qualitative LEED investigation. However, rotational anisotropy of a surface covered by 28 A Au is
further experiments are necessary before a more precise compared to that of the clean 7 x 7 surface. Clearly, both
interpretation of these local maxima can be made. systems show 3-fold symmetry with some minor 2-fold sym-

In the range from 2 to 5 ML no order is detected in the metry superimposed. The 2-fold symmetry of the 7 x 7
system with SHG. At 3 ML it was still possible to see traces surface is a result of defects in the surface created by the
of 7 x 7 reconstruction with LEED which shows that the direct heating process [12]. This defect structure is not
Au forms islands. In this coverage range the s, to P2 signal, likely to be carried over to the Au/vacuum interface during
described by ZX., grows up to a maximum. The X,,, tensor the growth process. The observation of the 2-fold symmetry
element describes a polarization normal to the surface gen- on both clean and Au covered surfaces is therefore taken as
erated by a pump field along the surface. A microscopically further evidence of the existence of an ordered Au/Si interface.
flat surface with full translation symmetry is not expected to The p, to P2 polarization configuration involves the three
give any appreciable SHG in the s, to P2 case. Corrugated tensor elements X x...,,,. and X... At coverages above
surfaces, like the 7 x 7 surface and surfaces with islands, on 10 ML the s, to P2 signal shows that X.,. vanish. The
the other hand, can lead to a nonvanishing Xz.,. The growth remaining two elements are those which usually dominate
of the s1 to P2 signal in the 2 to 5 ML range is therefore SHG from metals [13]. In particular X.. can be large for
taken as a sign of island formation. clean metal surfaces [14]. It is seen that the p, to P2 signal

4.0
2.0

Au on Si(111) 7x7 o Si(111) 7x7
0 $i(1 11) with 28 AO Au

* P1 to P2 polarizations 3.0

1.5 0 S1 to P2 polarizations
(I)

U) 0 PI to s2 polarizations

00.5 \ ofincf dence: 350D J-62.0

S1..0

-r1)f 1.0

0.0 ,, -
0.0 0.00 90 180 270 360

0 5 10 15 Rotational angle
Coverage (ML) Fig. 2. SH intensity as a function of the polarization direction of the laser

Fig. 1. SH intensities as a function of Au coverage measured with three light at normal incidence for a clean 7 x 7 surface and for a surface with
different combinations of incident and detected light polarizations. The 28 A Au. The angle is measured relative to the [2111 direction and the SH
insert shows an expansion of the coverage range up to 3 ML. light is polarized perpendicular to the incident light.
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increase at coverages above 5 ML as the creation of the Si bulk. In the present experiments ordering into a 6 x 6 struc-
skin layer has saturated and the Au layer grows below. ture was observed after annealing at 400'C. This coincides
Above 10 ML the signal saturates and then decrease to a with the appearance of X.x, and a decrease in the P, to P2

minimum. The origin of the variations at high coverages is signal. The order in the system seen with SHG improve with
not understood at present and it remains to be seen if the annealing temperature and at 700 'C the surface transforms
signal shows oscillations with coverage which could indicate into a (V3 x 13)R 300 structure. Finally, above 11500, the
quantum well effects. Clearly, from the point of view of Au is removed from the surface and a sharp 7 x 7 LEED
SHG, the formation of the Au/Si system has not reached a pattern appears. The ratios between the signals from the
saturation at 15 ML. 7 x 7 and V3 x ,/3 surfaces found here agree with results

Annealing of room temperature deposited Au layers leads obtained by O'Mahony et al. [8] by following SHG during
to ordering of the surface into structures which depend on deposition of up to 1.2 ML Au on a substrate kept at
the initial thickness of the Au layer. Figure 3 shows the 800 'C.
variations of the SH signals with annealing temperature for
a surface initially covered by 24 A Au. The measurements
have been made with the sample at room temperature
between each annealing at subsequently higher tem- 5. Summary and conclusions
peratures. The sample was held at each temperature until no By using appropriate choices of input and output polariza-
further change in SHG was observed. This procedure was tion directions the order of the Au/Si system, and in particu-
chosen instead of direct monitoring during annealing lar the interface, have been studied by SHG as a function of
because the signals showed a temperature dependence. coverage and annealing temperature. A strong coverage

Ordering of the system takes place even at low tem- dependence with two orders of magnitude signal variation
peratures. Below 400 'C no order was detected by LEED during the evaporation of the first monolayer shows the
and the ordering detected by SHG must take place at the decay of the 7 x 7 structure. In the coverage range from 5 to
Au/Si interface. Also the p, to P2 signal increases while zx._ 10 ML the growth of an ordered interface is detected. This
remains zero. According to the previous discussion of tensor suggests that the Au/Si interface is abrupt in agreement with
elements, X.. is expected to originate from the Au surface. recent conclusions drawn from experiments with electron
Thus, no changes take place at the Au/vacuum interface. spectroscopies [5, 6]. Annealing leads to improved interface
This is consistent with recent AES experiments [6] showing order, even for low temperatures where no ordered structure
that the Au and Si peaks are constant up to 370 'C. Above is observed by LEED. The onset of surface reconstruction
this temperature the Si peak increase as Au diffuse into the and the formation of 6 x 6 and /3 x V3 structures are

clearly identified in the SH signals.

4.0 -

Si(111) with 24 A Au
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Abstract columns. We have developed a method of forming small

Two different fabrication techniques to obtain nanometer scale structures gold islands on the GaAs surface. The areal density of the

without the use of lithography are demonstrated. Quantum dots are made sub - 100 nm islands can exceed 1010 cm- 2 and they show
on GaAs by growing strained InP islands by metal-organic vapour phase good resistance against RIE and are therefore suitable for
epitaxy. Quantum confinement of carriers is achieved by the growth of the fabrication of structures with very high aspect ratios.
quantum wells on the InP islands. Molecular beam epitaxy is used for the The utilisation of lattice mismatch induced 3-dimensional
fabrication of a gold island mask on GaAs. Reactive ion etching through rowth is a novel technique of produced structures contain-
the gold mask produces a high density of GaAs columns with diameters g
down to 20 nm. ing nanoscale islands, providing the means to fabricate

quantum box structures with relative ease. Examples of this
technique include the formation of InAs or InGaAs dots on

1. Introduction GaAs by molecular beam epitaxy (MBE) [3][4], the growth
of InAs nanoclusters on InP by MOVPE [5] and the

Nanometer scale semiconductor structures, such as growth of InP islands on GaAs by hydride vapour phase
quantum wells, quantum wires and quantum dots are cur- epitaxy (VPE) [6]. We have grown nanoscale InP islands on
rently being investigated because of their novel optical and GaAs by atmospheric pressure MOVPE. Furthermore,
electronic properties, which make possible new types of selective growth of InGaAs on these InP islands was
semiconductor devices. The fabrication of nanostructures achieved [7].
typically involves epitaxy to achieve quantum confinement
in the vertical direction. If confinement in more than one
dimension is required, the lateral details have to be defined mask

with high resolution lithography, followed by etching or epi-

taxial regrowth. However, if very high densities of nanos- The samples for the gold mask experiments were grown in a
tructures are required on large surfaces, the use of VG V80H/V80M MBE system having a deposition
lithography becomes very time consuming and difficult, chamber for 111-V semiconductor compounds connected to
Also, it is not easy to achieve high quality interfaces on a metallisation chamber. Therefore, the structures could be
etched substrates using epitaxial regrowth techniques. moved after the epitaxial growth from the growth chamber
Therefore, it may be advantageous to develop fabrication into the metallisation chamber without breaking vacuum.
methods which do not require lithography at all. In this Undoped or n-type GaAs buffers or AlGaAs/GaAs multi-
paper we report two such techniques: reactive ion etching quantum well (MQW) structures, terminated with a thin
(RIE) of nanoscale columns through a random array of gold GaAs cap layer, were grown on either semi-insulating or
islands and the maskless, self-organising growth of quantum Si-doped (100) GaAs wafers.
dots by strained epitaxy using metal-organic vapour phase The samples were transferred immediately after the
epitaxy (MOVPE). growth into the metallisation chamber. A 1.3 nm thick or

One way of fabricating quantum wires is to use dry 3.0 nm thick Au layer was e-beam evaporated on the fresh
etching through a suitable mask to produce columns. If the GaAs surface at room temperature at a rate of 0.01 nm/s.
etching is done on a substrate containing a quantum well The thickness of the Au film was measured with an oscil-
hetorostructure, quantum boxes are obtained inside the lating quartz crystal, calibrated by Rutherford backscatter-
column. The mask can be formed without lithography by ing (RBS) measurement from a thicker Au layer. Because
introducing small particles of suitable size on the surface of gold grows epitaxially on (100) GaAs, the quality of the
the wafer. The use of both colloid particles [1] and aerosol surface before and after the Au deposition could be checked
particles [2] has been demonstrated for this purpose. The with reflection high energy electron diffraction (RHEED).
possible problems with these techniques include the low The pattern was streaky after the deposition of Au, showing
resistance against etching and a low total density of etched that the resulting surface is flat. After the gold deposition
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a scanning electron microscope (SEM). Shown in Fig. 2 is a
SEM micrograph of columns of an AlGaAs/GaAs MQW
structure etched through a mask formed from a 3 nm thick
Au film. The height of the columns is 1.2 grm and the aspect

40 nm ratio 20. The shape of the columns shows a slight under-
cutting in the etching profile. The areal density of the
columns is 3 10' cm-2, which is lower than the original
density of the Au islands. This is due to the undercutted
etching profile which causes etching through the stem of the
smallest columns, homogenising the diameter of the remain-
ing columns. The aspect ratios obtained with this process
are as high as 50 and by optimising the etching parameters
a further increase in the aspect ratio can be expected.

3. Self-organising growth of InP islands on GaAs by
MOVPE

Quantum box samples were grown by atmospheric pressure
MOVPE from trimethylgallium (TMGa), trimethylindium

Fig. 1. AFM image of gold islands formed from a 1.3 nm thick gold film on (TMIn), tertiarybutylarsine (TBAs) and tertiarybutylphosp-
(100) GaAs after a heat treatment at 550 °C. hine (TBP). The structures were grown on semi-insulating

(100) GaAs wafers misoriented by 0', 20 or 4'. Prior to the
growth the substrates were heated up to 700 'C to remove

the samples were heated up to 550 0C in 15 minutes in an native oxides. First, a 200 m thick GaAs buffer layer was
arsenic free ambient. The RHEED pattern was observed to grown at 650 'C. The InP islands were deposited at 650 'C
change from streaky to spotty after heating the samples using TMIn flows of 1.3-3.9 itmol/min and a V/Ill ratio of
above about 250°C, suggesting a change from a flat to a 20-50. The deposition time was 4-15 s. The strain caused by
3-dimensional surface. At 550'C the pattern was dim and the 3.8% lattice mismatch between InP and GaAs induces
only some diffuse spots could be distinguished. the growth to occur in a 3-dimensional mode resulting in

The surface of the Au film was analyzed using an atomic the formation of small InP islands on the surface [6].
force microscope (AFM). Prior to the heat treatment the An AFM image of InP islands on a 20 off-oriented (100)
surface was smooth and featureless. After the heat treat- GaAs substrate is shown in Fig. 3. The average width of the
ment, however, a high density of small islands is formed on islands is less than 100 nm and the average height about 20
the surface (Fig. 1). The areal density of the islands is nm. The areal density of the islands is 3 x IOcm-2. The
3 10" cm- 2 . The lateral size distribution is quite broad, density of the islands was slightly dependent on the sub-
ranging from 20nm to 100nm. Correspondingly, the height strate misorientation, being 2 x i09cm- 2 for a substrate
of the islands varies from 3 nm to 13 nm. misoriented by 00 and 3.5 x 109 cm- 2 for an off-angle of 4'.

Reactive ion etching was performed in an Electrotech 320 This dependence of the island density on the misorientation
PC etcher using a mixture of Ar, He and SiCI4 at a total is much weaker in MOVPE than in hydride VPE [8].
pressure of 10 mTorr. The power was 40W and the etching Nanoscale InP islands provide a suitable substrate for the
time was varied from 2 to 13 minutes, giving an average selective growth of InGaAs [7]. Therefore, quantum well
etching rate of 1.5 nm/s for GaAs and AlGaAs/GaAs struc-
tures. The height of the etched columns was estimated with

Br

Fig. 2. A SEM micrograph of 1.2 gm high and 60 nm wide AIGaAs/GaAs
columns fabricated by reactive ion etching through a gold island mask. The Fig. 3. An AFM image of InP islands grown by MOVPE on a 20 off-
Au mask was formed by in-situ heating a 3 nm thick Au film at 550 'C. oriented (100) GaAS substrate.
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structures can be used for improving the carrier confinement method for quantum dot structures. This is because no
in the quantum box. This was verified by high intensity PL lithographic or etching steps are necessary. Another advan-
emission both at 13 K and at room temperature. tage is that the structure is grown in a single run without

exposing the samples to air, ensuring high quality interfaces.

4. Discussion and conclusions Also, more degrees of freedom for the design of quantum
dot structures can be obtained due to the possibility of

The fact that gold forms islands on GaAs at a relatively low growing a quantum well selectively on the InP islands. The
temperature indicates that an eutectic alloy of Au and Ga problems in the method lie in the random distribution of the
is formed due to a reaction between the gold film and the islands on the surface and in the inhomogeneous size dis-
substrate. The size of the islands depends on the thickness of tribution. By optimising the growth parameters the size dis-
the original epitaxial gold film. Our results show that these tribution can be made narrower, and by introducing a thin
islands are an excellent mask for the reactive ion etching of quantum well on top of the islands the effect of the scatter in
nanoscale columns because the selectivity between the Au the island size can be minimised.
mask and GaAs/AlGaAs is high. The diameter of the
columns is therefore only dependent on the feature size of
the mask. The stability of the columns is dependent on the
anisotropy, i.e. ion energy, which can be relatively high. An References
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Abstract deposition (PVD) [2] or by chemical vapour deposition

CuInSe 2 (CIS) and Culn 0o.5 Ga0 .25 Se 2 (CIGS) thin films were deposited by (CVD) [8] routes. However, complete control of the process

an in situ process on fused silica and silicon (100) and (111) substrates by which is necessary in order to achieve reproducible, stoi-
pulsed laser ablation using an XeCI excimer laser and polycrystalline chiometric films is proving difficult to achieve. A simpler
targets. The effect of deposition temperature and substrate material on the approach widely adopted by industry involves the deposi-
structure and orientation of the films was investigated. The structure of the tion of Cu and In films, typically by electroplating, followed
films was studied by X-ray diffraction, and their chemical composition was by selenization, and has given good results. However, the
investigated by energy dispersive X-ray analysis on a scanning electron
microscope. The composition of the target material was largely maintained latter stage can introduce considerable disturbance to the
in the films deposited below 450 'C. On fused silica and Si (111) substrates, structure and composition of the films and is also an inher-
the films were highly oriented with the (112) planes of the chalcopyrite ently toxic process with associated environmental implica-
structure along the substrate surface. The films deposited on to Si (100) tions. For the preparation of CIGS both elemental
developed, under some conditions, {100} orientation and epitaxy. co-deposition and binary deposition with subsequent seleni-

zation have an extra complication in that the introduction

1. Introduction of partial gallium substitution of the indium content poses
considerable problems of control.

CuInSe2 (CIS) and Culn1 -GaSe 2 (CIGS) are well estab- These considerations suggest an alternative route for film
lished as exceptionally efficient semiconductors with poten- deposition whereby a source or target of the required com-
tial applications in the fields of solar cells, infa-red radiation position acts as a single precursor for the film. Dissociation
monitors and fibre optic infra-red detectors [1]. The latest of the components of such a source has precluded its use in
versions of the CuInSe2/Cd(Zn)S heterojunction and the simple PVD evaporation equipment and has forced com-
CuInSe 2-based/amorphous silicon tandem solar cell are mercial production to adopt the binary route.
some of the most efficient thin film photovoltaic devices to A suitable PVD solution is flash evaporation but prep-
have been produced to date. Recently reported thin film CIS aration of consistent fine grain powder source material pre-
cells have achieved efficiencies in excess of 14.8% and sents some problems. Without this control, the production
module efficiencies are now reported to be 11.7% [2, 3]. of uniform, pin-hole free thin films with suitable character-
Data obtained from these materials indicates a significantly istics has proved to be very difficult, although some success
higher degree of radiation resistance and absorption than is with this technique has recently been reported [9].
found in comparable devices based on either Si or GaAs [4, With the above mentioned deposition processes, there
5, 6]. have been problems in the control of homogeneity, com-

Partial substitution of indium by gallium provides a con- position and carrier concentration in the fims [1]. In this
venient means of adjusting the band gap of the material. As study, CIS and CIGS films were prepared by pulsed laser
x in Culn.Gal -Se 2 is reduced from 1 to 0 the bandl gap ablation deposition, (PLD) which has proved to be a suit-
increases approximately linearly [7] from 1.0eV to 1.68 eV. able method for the deposition of multicomponent films,
Applications for IR detectors would benefit from the small especially in the reproduction of the target composition.
bandgap of CIS with no gallium. This can provide a detec- PLD has also been used for the deposition of other types of
tor with a response into the 1.3 gtm near-IR region of the compound semiconductor materials utilised in solar cell
spectrum, which is of critical importance for fibre optic technology [10, 11]. Some of our preliminary studies on
communications. Solar cell applications require a higher CIS related fims have been published elsewhere [12].
bandgap in order to increase the output voltage and to give
an optimum match with the solar spectrum. The composi- 2. Film deposition
tion Culn0 .75Gao. 25 Se 2 , having a band gap of about
1.17 eV, presents a useful compromise between the optimum The films were deposited by an in situ process at tem-
band gap of 1.5 eV and ease of film preparation. peratures between 50 and 550'C using an XeCl excimer

Thin films of CIS have been successfully prepared by co- laser (A = 308 nm, 30-50 mJ/pulse on the target). A focused
deposition of the constituent elements, either by physical laser beam was scanned over a polycrystalline target held at
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Fig. 1. X-ray diffraction patterns (CuKa) of CIS films deposited at different Fig. 3. X-ray diffraction patterns (CuKa) of CIGS films deposited at differ-
temperatures on fused silica, ent temperatures on fused silica.

deposited in a small chamber using a f = 100mm lens

an angle of 45 degrees to the laser beam. The films were (30mJ/pulse, 4-5 J/cm2, repetition rate 25 Hz). CIGS

deposited on silicon (oxide removed by a HF treatment) and (CuIno. 75Gao. 2 5Se2) films were deposited in a modified
fused silica substrates attached onto a ceramic heater plate larger chamber which required the use of a f = 300 mm lens

by silver paste. The target-to-substrate distance was 3cm. and system limitations dictated deposition conditions
The ablation process was carried out in a vacuum chamber (50 mJ/pulse, 2 J/cm 2, repetition rate 10 Hz) which differed

with a base pressure of about 10-Smbar. The laser beam from those used for CIS, so the conditions were not directly

was focused by a lens outside the chamber, and the fluence comparable. After the depositions, the temperature was
level was regulated by defocusing the beam. CIS films were reduced to room temperature without any additional heat

treatments. Typical deposition rates were about 2A/s for
CIS and 10 A/s for CIGS and the thickness of the films were
200... 450 nm.

515 °C

"3. X-ray diffraction studies

"X-ray diffraction patterns (0-20) were measured using CuKot
radiation. For CIS films, Figs 1 and 2, only peaks of the- • • 430 OC
chalcopyrite structure of CIS can be seen. The patterns
show that the CIS films deposited even at the lowest tem-
peratures were crystalline, but the X-ray diffraction peaks

""390. C were broad, indicating low crystal perfection and small crys-
tallite size. The broadness and low intensity of most of the
peaks did not allow the chalcopyrite and sphalerite struc-

- 275 °C tures to be resolved. The films deposited below 300 'C were
-. oriented with (112) planes of the chalcopyrite structure (or

(111) planes of the sphalerite structure) along the substrate
surface, independent of the substrate material and orienta-

150 °C tion. Above 300 'C, the diffraction peaks became narrower
and their intensity increased indicating higher perfection,

50 °c definite chalcopyrite structure and a high degree of preferred
orientation. In the films on fused silica, the (112) orientation

I I . I i still remained at the highest substrate temperatures.
20 30 40 20 50 60 Above about 300'C, the films on Si (100) started to

Fig. 2. X-ray diffraction patterns (CuKa) of CIS films deposited at different develop {100} type epitaxial orientation which became

temperatures on Si (100). (Cu-Si) indicates a phase containing only copper stronger with increasing temperature. At high deposition

and silicon. temperatures the peaks of the chalcopyrite structure disap-
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Fig. 4. X-ray diffraction patterns (CuKa) of CIGS films deposited at differ- centration of each element is presented as a ratio of the concentration in
ent temperatures on Si (100). (Cu-Si) indicates a phase containing only the film/in the target material. CuC: full squares, full line, In: open squares,
copper and silicon. dashed line, Se: open circles, dotted line.

peared, leaving a discontinuous film containing only Cu and same general scheme as the CIS films. The diffraction peaks
Si. This occurred in the temperature range 450 ... 600 'C, appear at slightly higher angles due to the smaller unit cell
depending on the deposition conditions. Preliminary studies of CIGS. In the fims deposited on Si (100) (Fig. 4), no devel-
showed, that in the films deposited on Si (111), the preferred opment of {100} type preferred orientation was observed at
orientation resembled that on fused silica, intermediate temperatures (about 400 'C for CIS). The dis-

The in-plane epitaxy of the { 1001 oriented CIS on Si (100) appearance of the (112) oriented chalcopyrite structure and
was confirmed by a 4)-scan through (112) poles, Fig. 5, the formation of the phase containing only Cu and Si
which shows that the <100> directions of CIS are oriented occured at lower temperatures than in CIS fims. From
along the <100> directions of the silicon substrate. these results, it is not possible to conclude whether these

The X-ray diffraction patterns of CIGS films deposited at
different temperatures on fused silica (Fig. 3) followed the
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Fig. 5. X-ray diffraction O.-scan through (112) poles of a CIS film deposited Fig. 7. Chemical compositions of CIGS film deposited at different tem-

on Si (100) substrate (upper curve) and O-scan through (111) poles of the Si peratures (a) on fused silica, (b) on Si (100), as in Fig. 6. Cu: full squares, full

(100) substrate (lower curve), line, (In + Ga): open squares, dashed line, Se: open circles, dotted line.
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differences were due to chemical composition or different peratures below 300 °C, (112) oriented ifilms with a defected
deposition conditions. chalcopyrite or sphalerite structure were obtained; no effect

The degree of the (112) orientation in GIGS films depos- of the substrate on the structure of the ifims was found. At
ited on fused silica at temperatures between 350 and 400 °C higher temperatures the crystal quality improved and the
was very strong. For example, in the ifim deposited at degree of preferred orientation increased, and the substrate
350°'C, the ratio between the (112) peak and (220, 204) material and orientation had an effect on the structure of
intensities was over 1000, which was higher than in the best the films. The constutuents of CIS and GIGS reacted with
CIS films (about 600). These values exceeded the value 70 oxide-free Si in the deposition process above 400 °C, so that
reported for coevaporated CIS ifims [13] used in the prep- In, Ga and Se were lost. When considering the reproduction
aration of high-efficient solar cells [2, 13], and also those of the target composition and high degree of preferred
reported for sputtered CIS and GIGS films [14]. orientation, deposition temperatures in the range of 350 ...

400 "C seem to be most favorable in the process investi-

4. Chemical composition of the films gated.

The chemical composition of the films was determined by
energy dispersive X-ray spectroscopic analysis (EDAX) on a Rfrne
scanning electron microscope. The composition and ifim 1. Rockett, A. and Birkmire, R. W., J. Appl. Phys. 70 (1991) R81.
thickness were calculated by the STRATA thin ifim 2. Stolt, L. et al., Appi. Phys. Lett. 62, 597 (1993).
program which utilises measurements performed at several 3. Ermer, J., Gay, C. R., Pier, D. and Tarrant, D. J., J. Vac. Sci. Technol.

All, 1888 (1993).
accelerating voltages. The elemental concentrations, relative 4. Mickelsen, R. A. et al., Proc. 18th IEEE Photovoltaics Specialists
to those of the target materials, are presented in Figs 6 and Conf. Las Vegas, NV, USA, 1985, p. 1069.
7 for GIS and GIGS ifims, respectively. The composition of 5. Landis, G. A. and Hepp, A. F., Proc. European Space Power Conf.
the target material was largely maintained in the films Florence, Italy, 1991, p. 517.
deposited on fused silica. Especially, no significant loss of 6. Tomlinson, R. D. et al., Journal of Electronic Materials 20, 659 (1991).

•7. Zegadi, A., Slifkin, M. A., Djamin, M., Hill, A. E. and Tomlinson, R.selenium was observed. The Cu/In and Cu/(In + Ga) ratios DPyiaSau oii()13 3 19)

increased slightly at high temperatures. The reason for the 8. Jones, P. A., Jackson, A. D., Lickiss, P. D., Tomlinson, R. D. and
large Cu/Se ratio in the GIS films near 300 "C is not clear. Pilkington, R. D., Thin Solid Films 26, 4 (1994).
On Si (100) substrates, loss of In and Se (and Ga) occurred 9. Ahmed, E., Hill, A. E., Pilkington, R. D. and Tomlinson, R. D., J.
above 430 °C in GIS films and at slightly lower temperatures 0.Phys. D. 26, 1787 (1994).

in CGS ilm, wichcauss te dsapearnce f te cal- 10.Feng, Z. C., Perkowitz, S. and Dubowski, J. J., J. Appl. Phys. 69, 7782
in GGS fim, wich auss te dsapearace f te cal- (1992), and references therein.

copyrite structure, as observed by X-ray diffraction. 11. Chuu, D. S., Dai, C. M., Hsieh, W. F. and Tsai, C. T., J. Appl. Phys.
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Abstract gas response. They also describe [2, 3] an unusual dual con-

An unusual dual conductance response was found in the case of exposure ductance behaviour for some semiconducting oxides the
of n-type semiconductors CdS and at-SnWO 4 in the form of thin films to call it transition between n-type and p-type behaviour).
carbon monoxide. Usually, CO behaves as a reducing gas increasing the However, stannous tungstate is missing from the survey and
conductance of n-type semiconductors. However, at temperatures below a we have not found any data of gas response properties of
border temperature T*, CO did behave as an oxidizing gas decreasing the o-SnWO 4 in the literature. Here we describe the dual con-
conductance of CdS and a-SnWO 4 thin films. T* for this dual conductance
response to CO was found to be below 50 'C for CdS films. The enrichment
of the surface with cadmium species had a decreasing effect on T* which carbon monoxide which usually behaves as a reducing gas,
was also decreasing with decreasing partial pressure of CO. For a,-SnWO 4  increasing the conductance of n-type semiconductors. For
films, T* was near 250 'C depending on the partial pressure of CO. It was comparison, measurements were also made with a pure
found that the dual response behaviour depends on temperature, CO con- W0 3 film and with some SnxWOY films having lower tin
centration in air and tin content in the film. concentrations (x < 1).

1. Introduction 2. Experimental

The chalcogenides CdS and o-SnWO 4 are n-type semicon- An electro-hydro-dynamical technique was used for the
ductors with band gaps typical for insulators. The semicon- deposition of CdS thin films from CdCl 2 and (NH 2)2CS
ducting behaviour arises in both structures from native solutions on a heated (480 'C) glass substrate [4]. A varia-
point defects; donors being related to oxygen vacancies in tion of the stoichiometric composition of CdS films was
a-SnWO 4 and to cadmium interstitials or to sulphur obtained'by mixing the initial solutions in different propor-
vacancies in CdS, which is a typical II-VI compound semi- tions of Cd/S ions. XPS (X-ray Photoelectron Spectroscopy)
conductor. Both Sn0 2 and W0 3 are well-known materials was used for the determination of the atomic Cd/S ratios at
for semiconductor gas sensors and have also found applica- the film surfaces. Three different film types with the Cd/S
tions in commercial sensor constructions. A synthesis of surface ratios of 3.2 (I-type), 2.4 (II-type) and 1.6 (III-type)
these materials in the form of a new crystal structure of were used in the study. The average grain size of the films
SnWO 4 was first reported in 1972 [1]. The low temperature was found to be around 100nm from AFM (Atomic Force
(a) form of stannous tungstate is stable below 670 'C. In its Microscope) images. Evaporated indium was used for
orthorhombic crystal structure, both metal atoms have dis- making ohmic contacts with the films.
torted octahedral oxygen coordination like in SnO 2 and Stannous tungstate films were grown by means of reactive
W0 3 . However, differing from the case in SnO 2 , tin co-sputtering with a Balzers BAS 450 magnetron sputtering
appears in a divalent form Sn 2 ÷ in the c•-SnWO 4 structure. system, where a tin target was in d.c. mode and tungsten
On the other hand, the wurtzite structure of CdS is based target in r.f. mode, respectively. Both thermally oxidized
on tetrahedral coordination for both atom types. The direct Si(l 11) and glass were used as substrates for the films. The
band gap of CdS is in the visible region (2.5 eV) making the deposition sputtering was made in an argon atmosphere
material useful for many optical applications. The optical containing 11% of oxygen. Different sputtering powers (75-
band gap of cx-SnWO 4 was found to be in u.v. region. Illu- 150W) were selected to the tin target and 150W to the
mination only with an u.v. light did increase the conductivi- tungsten target in order to obtain films with different Sn/W
ty of films, but the peak absorption in the blue (origin of the ratios. The samples used in the study are identified in Table
dark-red colour) had no effect on conductivity. I with the sputtering parameters used in deposition and

A survey of the gas response behaviour of a relatively with the Sn/W ratio (x in SnWOY) and the thickness d of
large group of semiconducting oxides is given by Moseley et the films. Three different temperatures (room temperature,
al. [2]. The survey goes further, in that it shows that 100'C and 200'C) were chosen for the substrate during
materials and gas responses can be classified to reveal gener- deposition. The thickness and composition of the films were
alisations comprehensible in terms of proposed models for obtained from RBS (Rutherford Backscattering

Spectroscopy) and EDS (Energy Dispersive Spectroscopy of
Permanent aX-rays) results, respectively. The films were annealed at

*Praetaddress: Facultad de Ciencias, Universidad Nacional de Inge- 400 °C or at 600 °C for four hours in air.
nieria, P.O. Box 1301-Lima, Peru.

t Permanent address: Faculty of Physics, Odessa State University, Pastera XRD (X-ray Diffraction), CEMS (Conversion Electron
42, 270100 Odessa, Ukraine. M6ssbauer Spectroscopy) and Raman Spectroscopy
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Table I. Identification of different Sn.WOY thin films 6
(x = Sn/W ratio) with sputtering parameters (powers to W [
and Sn targets and substrate temperatures) used in deposition 0
and with the Sn/W ratio and thickness d of the films [

0 3

Sample W/r.f. (W) Sn/d.c. (W) T (°C) Sn/W ratio d (nm) 2

SnWl 150 150 29 1.12 135 1 ------------------
SnW2 150 150 200 0.65 170 1 m pe:

SnW3 150 130 29 0.48 170 2 - T'
SnW4 150 100 100 0.37 150 CD

SnW5 150 75 29 0.27 130 CD

SnW6* 150 100 29 0.03 110 4

W1 150 - 29 0.00 135 s

* Deposition with mask. 280 300 320 340 360 380 400 420 440

Temperature (K)

together with SEM and AFM imaging were used for charac- Fig. 1. Conductance response Gg/Go (and Go/Gg) of I-, II- and III-type
CdS films to 100 ppm of CO in nitrogen at different temperatures. T* is the

terization of stannous tungstate films. The average grain size border temperature between oxidizing and reducing behaviour of CO.

was found to be around 200nm from AFM images. It was
found that as-grown films after deposition were amorphous,
but an annealing at 400 'C did crystallize the films. The Figure 2 shows typical response (zr) and recovery (rec)

films, deposited on substrates at room temperature with a times (corresponding to a change of 90% of the total

sputtering power of 150 W to both targets (SnW1 in Table I) change) of I-type films in the case of exposure to 100 ppm of

were found to contain polycrystalline a-SnWO 4 in an CO in nitrogen at different temperatures. The temperature

orthorhombic structure as the major phase and a small T* has an important role in the temperature behaviour of

amount of SnO 2 . The sample SnW6 with a very small both Tr, and trec. Especially, ri, has a high jump at T*.
amount of Sn was very similar to pure WO 3. IR spectroscopy has been used in order to study possible

A decomposition of a-SnWO4 into SnO 2 and W0 3  changes in the chemisorption of CO on CdS surfaces above

phases after annealing at 600 'C in air was found from both and below the temperature T*. Typical results in the
XRD and CEMS results. XRD and CEMS together made absorption region of carbonilic species, 2000-2300 cm-',
possible a very satisfactory identification of phases in the are shown in Fig. 3 for I-type and III-type films. An expo-
films. In addition, Raman spectra were also measured from sure of I-type films to 100ppm of CO in nitrogen at 290K

the films up to 1900cm- 1 and results were compared with led to an immediate appearance of a broad and intense
the measured Raman spectra from Sn0 2 and W0 3 films. absorption peak in the region 2085-2115cm-1. The peak

Raman spectra from CdS fims were typical of the wurtzite consisted of two components at 2090cm-' and 2110cm- 1 .

structure. At the same time, a decrease was observed in the conduc-
Two-point method was used in electrical conductivity tivity of films. After removing of CO from the atmosphere,

measurement and wire contacts to stannous tungstate films the band at 2110 cm-' disappeared first, while the band at
were made with a low-temperature gold paste. A computer- 2090 cm-' decreased gradually and vanished after 15 min. A
controlled measuring system employing the flow-through shift of the absorption peak up to 2140cm-' was found
principle was used for varying gas concentrations, heater after increasing the film temperature above T* to 340 K. IR
voltages of the films and for data acquisition, handling and spectra, measured from III-type films, did show only a less
storage [5]. A d.c. voltage of 1 V was used in the conduc- intense peak at 2140 cm-1 [Fig. 3(b)].
tance measurements of the films. 3.2. Sn.WO, films

Figure 4 shows the temperature dependence of conductance,

3. Results in the form of an Arrhenius plot, measured for different

3.1. CdS films

Figure 1 shows the conductance response Gg/Go above the
border temperature T* and Go/Gg below T* to 100 ppm of 4
CO in dry nitrogen (oxygen and humidity concentrations
few ppm) for the three different CdS film types I, II and III. Tres
Go is the measured conductance in nitrogen and Gg the "
conductance after exposure to CO. CO behaves as a 9 Tre
reducing gas at all temperatures with the Ill-type film, but 2 Trec
has border temperatures T* at 300 K and 320 K with the I-
and II-type films, respectively. With these two film types the 1
behaviour of CO changes from reducing to oxidizing when
the temperature of the films decreases through T*. The 3320 370 420
enrichment of the surface by Cd (I-type films) had a decreas- Temperature (K)
ing effect on T*. An increase of the sensitivity to CO with Fig. 2. Response (T,,,) and recovery (r,,,) times of an I-type CS film at
increasing surface content of Cd is also shown in Fig. 1, different temperatures for 90% conductance changes after introducing and
both above and below T*. removing 100 ppm of CO in nitrogen, respectively.
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Fig. 3. IR absorption bands in the region of carbonilic species, measured
after CO chemisorption on surfaces of (a) I-type and (b) 111-type UdS films "• coonV,: 1.. i .... ---- •-------,
at 290 K (solid line) and 340 K (dashed line). 100 PPM ---

3.3
CO 
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10 Pp"

SnWOY films in Table I at a heating rate of 2.4 "C/min in 4.5

synthetic air and in nitrogen (few ppm of oxygen and 0 5 10 15 20 25 30 35 40 45

humidity) between room temperature and 400'C. An Time (min)

increase of Sn content in the films did increase the conduc- Fig. 5. Conductance response of an SnW1 (a-SnWO 4) film to different con-
tivity of the fim, especially in synthetic air at low tem- centrations of CO in dry synthetic air (a) at 200 'C and (b) at 300 'C.

peratures near room temperature. Simultaneously, the
temperature coefficient of conductivity decreased. The
increase of conductance of the ot-SnWO 4 film (SnWl) in syn- between synthetic air and nitrogen at low temperatures in

thetic air in Fig. 4(a) corresponds to an average activation Fig. 4.

energy of 0.18 eV up to 400 'C. Large differences appear in Figure 5 shows the conductance response of an SnWl (o-
condutance values of the pure W0 3 film (and SnW6 film) SnWO 4) film to different concentrations of CO in synthetic

air at 200 'C and 300 'C. A dual behaviour of conductance
response to CO is shown between 200 'C and 300 'C in Fig.

a) 5. At 300 'C, conductance of the film increased with increas-
ing CO concentrations, but at 200'C, conductance

Bmw raio: increased at exposure to 10 ppm of CO while, at higher CO
0 .. . "' -concentrations, conductance decreased with increasing CO10 ......... . concentration. A dual conductance behaviour was now

observed also at a constant temperature of 2000C by
10.1 varying CO concentration. As is shown in Fig. 5, both

response and recovery times have large differences between

"10-7 ' "o.37 200 'C and 300 °C.

10-2 ".R0.03%,-

"2.2 In synthetic air

Heating at 2.4 K/wln In synthetic air 2.0
10-3 (3 1.6f

Ime

1.40 1.80 2.20 2.60 3.00 3.40 0, 1.6

b) 10
3
/T (K-i) 1.4

101.0.•-. SnIW ratioratio

=1 1.2

ClOG 0.03"o-z----L'.-. o•o o.
V 0.37 1.8

Heating at 2.4 K/Mln In nitrogen

10-7 
2 . ....

r

1.40 1.80 2.20 2.60 3.00 3.40 100 150 200 250 300 350 400 450

103/T (K-i) Temperature (C)
Fig. 4. Conductance of different SnWOY films in Table I (x = Sn/W ratio), Fig. 6. Conductance response Gg/Go (and Go/Gg) of different SnWOy
measured (a) in dry synthetic air and (b) in nitrogen at different tern- films in Table I (x = Sn/W ratio) to 250ppm of CO in synthetic air at
peratures between room temperature and 400 'C. different temperatures.
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It was found that dual conductance response to CO does ductor may serve as another explanation for the dual
not depend only on temperature and CO concentration, but conductance behaviour in response to CO.
also on the tin content in SnxWOY films. This is shown in The results in Fig. 1 refer to CO response of CdS films in
Fig. 6 where the conductance ratios between synthetic air nitrogen (few ppm of oxygen), while the results in Fig. 5
(Go) and 250 ppm of CO in synthetic air (Gg) are plotted for refer to CO response of an oe-SnWO 4 film in synthetic air. It
five different fims in Table I, having different tin concentra- seems that the dual conductance behaviour is not sensitive
tions, in a temperature range between 150'C and 400'C. to the amount of oxygen in ambient atmosphere. In fact, a
Only the two films SnW1 and SnW3 show dual conduc- dual conductance behaviour was also found by CdS films in
tance behaviour with respect to temperature. The border the case of response to CO in synthetic air. A large differ-
temperature T* is about the same, around 230 'C, to both ence of about 200 'C is shown between the temperatures T*
films. a-SnWO 4 was found from SEM and AFM images to of CdS and SnxWOY fims in Figs 1 and 6, respectively. This
be the matrix phase in these films. A strong increase of the is a typical temperature difference also for the similar
conductance ratio Gg/Go of the pure W0 3 film (and SnW6 sigmoid behaviour of conductance versus temperature [Fig.
film) at 150'C is shown in Fig. 6. 4(a)] between CdS and oxidic semiconductor fims. With

increasing temperature, above room temperature, the
4. Discussion increase rate of conductance of CdS and oxidic semicon-

ductor fims starts to decrease at around 50 °C and 250 'C,
The role of the adsorption/desorption mechanism and that respectively. An unusual conductance response of some
of the surface defect mechanism in creation of the trans- SnO 2 thick fims to CO after a fast cooling process is
ducing conductance signal in semiconductor gas sensors is, described in Ref. [7]. The situation with those SnO 2 fims
to some extent, in a controversial state. The creation of resembles the present situation where the unusual dual con-
oxygen surface vacancies in oxidic semiconductors is of ductance behaviour appears only by films with high cation
central importance in the surface defect mechanism. In the concentrations (Fig. 1) and high conductivity at tem-
case of conductance response to CO or to changes in peratures below T* (Fig. 4).
oxygen partial pressure, oxide materials like at-SnWO 4 may
reflect changes in the amount of oxygen vacancies (donors)
in addition to changes in the amount of adsorbed oxygen, Acknowledgements
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Abstract NO. Only 0.1 wt% of Cr20a powder mixed with the SnO 2

An ab initio cluster approach (LDA-SCF) is used to study the electronic powder has been shown to cause, after sintering, the con-
structure of the SnO 2 (110)-H x 1 surface without any relaxation and ductance of some SnO 2 thick-film samples to drop by
reconstruction. Modelling is made for the ideal nonpolar surface and also several orders of magnitude [5]. Due to the very high resist-
for surfaces containing different kinds of oxygen vacancies, foreign impu- ance values, the samples were not applicable for conduc-
rities and adsorbates. Computations are based on the linear combination of tance measurements below 500 'C.
atomic orbitals (LCAO), which allows the population analysis through pro-
jection of the molecular orbitals onto the atomic basis set. This is used to A cluster model of up to a hundred or more atoms will be
trace the atomic character of the cluster levels. A cluster with 103 atoms shown to be able to simulate the characteristics of a large
Sn 3 20 1 is used to model the ideal SnO 2 (110) surface, the most stable and crystal surface, also reflecting the energy levels of the surface
thus the dominant crystallite face of the polycrystalline SnO 2 , and the next with band formation. The cluster model can also include
few bulk layers. The results here refer to both the ideal nonpolar (110) foreign atoms at the solid surface or surface defects like
surface and some oxygen-deficient polar (110) surfaces. Chromium and NO
are taken as examples of impurity atoms and adsorbate molecules, respec- oxygen vacancies in oxidic semiconductors. Furthermore,
tively. Based on the results we are able to suggest an explanation for the the model gives a detailed picture of the energy and shape of

observed strong decrease of conductivity of SnO 2 polycrystalline films and the individual orbitals of the surface atoms and their modifi-
the enhanced adsorption and dissociation of NO on the SnO 2 surface due cation by the presence of impurities and adsorbates.
to adding of chromium impurities.

1. Introduction 2. Computational method

Stannic oxide, Sn0 2 , in its pure form is an n-type wide In general, localised structures and phenomena of bulk

band-gap semiconductor. Its electrical conductivity results solids or solid surfaces can be conveniently modelled with

from point defects which are native (mainly oxygen finite clusters. Point defects, foreign impurities and adsorb-

vacancies) or foreign atoms that act as donors or acceptors. ates on the surfaces are typical examples of such objects, as

Some unique electrical and optical properties of SnO 2 make they induce local charge redistributions affecting on the

it useful for many applications, like gas reduction and detec- atomic bonding network and electronic structure. Cluster

tion. For instance, the majority of semiconductor gas models, on the other hand, do not reproduce the three

sensors today use SnO 2 as the reactive element. dimensional band structure of the infinite and periodic solid,

Local energy levels, originating from defects like oxygen and therefore, special expertise may be needed in the model

vacancies at or near SnO2 surfaces, may have an important building and interpretation. Furthermore, the finite size

role in both electrical transport and gas response properties effects should be under careful control and the following

of SnO 2 [1]. Oxygen vacancies behave as double donors in questions should be answered. What are the effects from the

the bulk Sn0 2 . However, the theoretical prediction from cluster boundaries, or conversely, what would be the effects

band-structure calculations [2] that oxygen vacancies at the of embedding the cluster onto the solid surface or bulk?

surface of Sn0 2 do not act as donors is supported by some What are the effects from the charge unbalance or lack of

UPS and conductance measurements [1]. Similar results screening, if ionic species or strongly polarized clusters are

were also obtained from our earlier cluster model [3], used considered? Should we always use stoichiometric clusters?

for the simulation of the surface effects on some energy The relevance of these questions vary within materials from

levels of SnO 2 in relation to oxygen vacancies, metals to semiconductors and insulators and could, of

Chromium impurities in SnO, have a strong effect on course, be often simulated with some kind of embedding

both its electrical conductivity and catalytic properties. process [6].

Incorporation of small amounts (1% or less) or Cr into the One of the important advantages of the cluster model is

surface layer of Sn0 2 basically influences the surface the easy calling of self-consistent (SCF) ab initio methods

properties of SnO 2 and results in a very effective catalyst for [7]. Also semiempirical methods could be employed allow-

the low-temperature reduction of NO [4]. It seems likely ing the treatment of larger clusters but possibly being more

that the high reactivity of Cr ions at the surface is limited in the description of the electronic structure. We

responsible for the enhanced adsorption and dissociation of have chosen to use the linear combination of atomic orbitals
(LCAO) method and local-density approximation [8]. This
makes it possible to obtain a detailed picture of the bond

e-mail: Tuomo.Rantala@oulu.fi formation and modifications, all based on the description

Physica Scripta T54



A Cluster Approach for Modelling of Surface Characteristics of Stannic Oxide 253

using atomic orbitals. LCAO allows us to project the elec- a significant density of surface states in the band gap up to
tronic levels of the cluster onto the atomic orbitals, which the Fermi level, but oxidized (more ideal) surfaces show no
are used as basis functions. This is the most transparent way significant density of band-gap states.
of explaining bond formation or breaking in adsorption or Our computations refer to the Sn0 2 (110) face which is
vacancy formation in terms of atomic orbitals. Therefore, the most stable, and thus the dominant crystallite face of
the minimal basis set tin orbitals up to 5p but without 4f SnO 2. The use of the (110) surface without any reconstruc-
and oxygen orbitals up to 2p, was used. On the other hand, tions in our computations is based on experimental findings
the core orbitals do not participate in the bonding. The tin of the thermally driven reconstructions of ion-bombarded
4d and 5s orbitals are 27 and 10eV and oxygen ls and 2s SnO 2 (110) surfaces in Ref. [14]. The (110) crystal plane is
orbitals are 510 and 24eV below the vacuum level, respec- shown in Fig. 1 and Fig. 2 illustrates the cluster Sn 3 20 71
tively. Hence, the frozen core approximation was adopted used for modelling the atomic structure of the ideal (110)-
for tin orbitals in the K, L, M and N shells and for oxygen 1 x 1 surface. The cluster Sn 3 2 0 7 1 in Fig. 2 with a C2, sym-
orbitals in the K shell. The justification of the frozen core metry has 103 atoms and in addition to that two atoms of a
approximation for these levels was verified using smaller diatomic adsorbate over a surface tin (site 1). In the [110]
clusters for comparative studies. direction, the crystal is seen to be composed of nonpolar

Ab initio methods (including electronic correlations) are "unit" layers, each containing three atomic planes,
computationally heavy. However, employment of the sym- [(02 -)(2Sn 4

+ + 202 -X0 2 -)] per (110) unit area. On ideal
metry properties in the cluster arrangement reduces much of surfaces, containing also the "bridging" oxygens (98 and 100
the labour, and the local-density approximation (LDA) of in Fig. 2), there are equal numbers of fivefold- and sixfold-
the density-functional theory makes the computational coordinated surface cations. The "bridging" oxygens appear
approach of relatively large clusters attractive. For very as rows in the [001] direction at the outermost plane and
large systems or infinite solids the LDA is the only practical occupy bridging positions between second-plane sixfold-
method which can be used to include the exchange and coordinated tin atoms. Oxygen atoms in the second plane of
correlation effects. For computations we have used the the outermost nonpolar "unit layer" (20 and 24 in.Fig. 2) are
DMol code [8] which is now also commercially available referred to as "in-plane" oxygens. The top view of the ideal
[9] and von Barth-Hedin exchange-correlation functional (110) surface in the [110] direction is shown in Fig. 3.
[10], which is simple and straightforward to use also in the Here the results refer only to different modifications of the
spin-polarized form. basic cluster in Fig. 2, although smaller clusters were also

considered, especially for adsorbate studies. Some molecular

3. Cluster model computations were carried out at the higher level, too. The

Figure 1 shows the unit cell of the rutile crystal structure of
SnO 2 containing two Sn and four 0 atoms. The structure is
6 : 3 coordinated and has a relatively strong ionic character.
The bulk electronic-structure calculations for Sn0 2 [111]
predicted a direct optical band gap of 3.6 eV in agreement
with experimental results. The conduction-band minimum,
which is about 4.5 eV below the vacuum level, is 90% Sn 4 4

s-like state and surprisingly similar to that for the free-

electron model. The valence-band maximum region of width - 67

2 eV consists mainly of oxygen p lone-pair orbitals directed
perpendicularly to the Sn-O bonds. In some calculations the G oxg

optical band gap has been found to be nearly free of surface 0 Adsorbate

states [12] and surface defect states originating from differ- Fig. 2. Structure of the basic cluster Sn 3 2 0 71 with C2, symmetry and with
ent oxygen-vacancy models at the (110) surface [2]. a diatomic "adsorbate" (sites 104 and 105). This is the model for the ideal

However, the experimental results from UPS measurements SnO2 (110)-i x 1 surface.

[13] show that oxygen-deficient Sn0 2 (110) surfaces display

O 1 pTiy (1. y, 2. pln)

Sa • Oxygae (2. oxyern (. plane)

Fig. 1. Unit cell of the rutile structure of SnO 2 with the tetragonal D` Oxygen (2. ayer. 2. plane) -T((2. layr, 2. plane)

symmetry and parameter values a = 4.737 A, c = 3.186 A and the internal Fig. 3. Top view of the ideal SnO 2 (110)-i x I surface in the [110] direc-
parameter u = 0.306 (each cation has two anions at the distance 12-ua in tion illustrating the positions of tin and oxygen atoms in the five upper-
the surrounding distorted octahedron). most surface planes in two "unit" surface layers.
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basis set was extended to include more functions to reveal (a) BE: 327.8 eV

any notable basis set effects. The spin-polarised treatment of Oxygn i ii S1 , II I 5s5I 5I5

molecular orbitals was allowed in search for the ground 8 7 55 4 3 -2 eV]

state of the molecule and to determine its contribution to (sn32071o,'o
the molecular energetics. (b) BE: 334.4 ev

For the computational reasons the cluster size was limited Oxygen 2p-orbitals 3'S5, 3d55 3d415s% 5s2 3d55 3dss 5s 5l 5s53

to about one hundred atoms. A typical SCF run for such a - • / 3 - d -- -31 --8 3d(4 9 ',3io-6 d d1- 3 2[V
cluster with 115 iteration cycles on Convex C3840 took s3o2c,-6l2ster 6

about 500 minutes. Therefore, only molecular conforma- 5OC-lse
Fi1. 5. Computed energy level diagrams around the "band-gap" region of

tions and absorbate positions on the surfaces were opti- (a) a cluster (Sn 32 0 7,)O- t '6 where all six "bridging" oxygens (sites 98, 100
mized by minimizing the total energy, but any ... ) in the basic cluster are removed, and of (b) its modifications SnO 2Cr

reconstruction of the cluster geometry was not allowed, where four tin atoms at sites 1, 55 and its C2, symmetry site and 88 are

Experimental results in Refs [13, 14] show that this is a very replaced by chromium impurities. The vacuum level and the free atoms are

realistic assumption for the SnO2 (110) surface. Any relax- the references for the energy levels and binding energies (BE), respectively.

ation of the boundary layer atoms at the cluster surface
could have enhanced the finite size effects only, instead of a partial population as an indication of the thermal dis-
leading to the true local reconstructions. tribution of occupations. The total cohesion energies with

reference to those of free atoms (binding energies, BE) are

4. Results and discussion also given in the figures. The conduction-band minimum is
connected to the 5s5 l (5s orbital of tin atom 51) level

The 5s level of the free tin atom is about 10eV below the (-3.7 eV), since Sn at the site 51 may be the best representa-
vacuum level, but the oxygen octahedron around a tin atom tive for the bulk tin in the cluster. The valence-band
in bulk SnO 2 pushes the bottom of the bulk conduction maximum in Fig. 4 is fixed to the top region of oxygen 2p
band of SnO 2 (90% Sn s-like state) up to about 4.5 eV below orbitals corresponding quite well to the true band-gap value
the vacuum level. Here we concentrate mainly on the energy of 3.6 eV. Some surface states, originating from Sn and 0
and the origin of the cluster levels around the "band gap" atoms at the sites 10 and 20 at the (110) surface, are also
region. Computed energy levels from the basic cluster in shown in the "band gap".
Fig. 2 (without any adsorbate) are shown in Fig. 4 at this The origin of the local energy levels, related to oxygen
energy region (zero energy in all Figs 4, 5 and 6 refers to the vacancies in SnO2 , is in the neighbouring tin atoms and,
vacuum level). The symbols of the energy levels indicate the especially, in their 5s orbitals. Electronic structures of two
strongest atomic-orbital component from the projection clusters, both with two oxygen vacancies in the surface
together with the atom label from Fig. 2 as a subscript. For layer, are also shown in Fig. 4. The cluster (Sn 3 20 7 )O(2'
some mixed levels, also the second strongest component is has two oxygen vacancies in the 1. plane of the 1. layer (the
given above the strongest. For example, the symbol 5s1 o "bridging" oxygens 98 and its C2, symmetry partner in Fig.
means that 5s orbital of the tin atom 10, but also the 5s 2 are missing). In the cluster (Sn 3 2 0 71 ) - 2 the two
orbitals of three other tin atoms because of the C 2v sym- oxygen vacancies are in the 3. plane of the 1. layer, when the
metry. The energy level with two full circles (spin two oxygen atoms 36 and its C2, symmetry partner in Fig. 2
degeneration) is the highest fully occupied level, while the have jumped to the "bridging" vacancies in the cluster
level with two open circles is the lowest fully unoccupied (Sn 3 2 0 7 1 ) O(_'.2) Sn at the site 6 is the neighbouring tin
level in the computation. The levels between these two have atom to the oxygen vacancy in both clusters. New energy

A- Klevels in the "band gap", originating from 5s6 orbitals, are

(a) Eg 3.6eV BE: 355.0 eV

Oxygen 2p-orbitals 5s, 5 2P20 5s 5s51 5s655 BE(SnO 2Cr-cluster): 334.4eV [eV]
SBE(SnO

2Cr-cluster+NO): 341.0 eV -2

,12pý'12 , -7 -6 5 -4 -3 5S53 I2•[eVI ' ca
(Sn3207 d) - C -CBsr•oE.-4

(b) 2p36 BE: 345.6 eV 2 1* Cr3., 0

Oxygen 2p-orbitals 5s6 5s, 5s25ss9 5s2  5s% 5s10 5s5l 5s53  5s57  r •6
, I H H I H I n t ~ I I I I I I , 1 I, , I I I _ _ _ _ _ _ _ r s

S 2p'0 ._ -6 .5 4 -3 -2[eVl V -VB S.%-

(c) 5s6 BE: 344.1 eV -40

Oxygen 2p-orbitals 2pg 5s 2 5Ss 5s 2  55s6 5S~os 5 5  5s 5 1  5s51 5s 53 5s57flt •~IN)1t141168 I I~ I,! I ,I Ilii l I I I , I5 • •

-8 2
Pm0 -7' 5s, .6' 5 -4 -3 -2 [eVl _____

(Sn32071)C'2-'3) 
NO-molecule Cluster with NO-adsorbate SnO2Cr-cluster

Fig. 6. Computed energy level diagrams of the NO molecule, the cluster
Fig. 4. Computed energy level diagrams around the "band-gap" region SnO 2Cr with four Cr impurities [Fig. 5(b)] and of the interaction of NO
(E8 ; 3.6 eV) (a) of the basic cluster Sn 320 7 1 in Fig. 2 and of its two modifi- molecule with the Cr impurity on the SnO 2 (110) surface (site 1 in the
cations. The modifications contain the basic cluster with two oxygen cluster). The vacuum level and the free atoms are the references for the
vacancies at sites 98 and its C2, symmetry site (b) and at sites 36 and its energy levels and binding energies (BE), respectively. Band edges CB and
C2, symmetry site (c). The energy values of the levels are given with refer- VB for both the cluster and bulk SnO 2 (----) are also shown in the figure.
ence to the vacuum level. The cohesion energies of the clusters (binding The subscripts of Cr 3d orbitals describe different symmetries of these
energies, BE) are given with reference to the free atoms. orbitals.
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shown in Fig. 4. The levels are at the bottom of the "band the catalytic reduction of NO [4]. The transfer of an extra
gap" and also above the middle point of the "band gap" in electron from surface Cr to the antibonding 2n* orbital of
agreement with experimental findings in Ref. [13]. There are NO leads to the significant weakening of the N-O bond.
also some differences in the "electron affinity" between the The results in Fig. 6 are in good agreement with the above
three clusters in Fig. 4. After removal of a "bridging" reasoning. It may be possible to relate the deep surface traps
oxygen, for instance, its extra electrons may reside at the tin (mixed 21t* states in Fig. 6) with the high reactivity of Cr
atom below it (Sn 2 + instead of Sn4 +) making some polarity surface impurities to explain the enhanced adsorption and
to the "unit" surface layer. dissociation of NO.

All six "bridging" oxygens in the cluster in Fig. 2 are
removed in the cluster (Sn 320 7 1)O_• . The energy levels of
this cluster are shown in Fig. 5 together with levels for its 5. Conclusions
modification where four tin atoms (sites 1, 55 and its C2v Band-gap levels were found to arise from "bridging"-oxygen
symmetry partner, and 88 in Fig. 2) are replaced by chro- vacancies at the SnO 2 (110) surface in agreement with
mium impurity atoms. The energy levels originating from 5s experimental findings in Ref. [13]. The levels were near the
orbitals of the tin atoms below the removed "bridging" valence-band edge when "bridging" oxygens were removed

2x71e-6) are near the "valence-oxygens in the cluster (Sn3 207J0en(c from the (110) surface (Fig. 5). Chromium bulk impurities
band" edge, which means that these tin atoms at the were found to create deep trap levels in the band gap which
oxygen-deficient (110) surface are in the divalent form Sn 2

1. may decrease concentration of conduction electrons in
The band-gap levels, observed to continue up to the Fermi n-type SnO 2. The levels from chromium surface impurities
level in the case of oxygen-deficient (110) surfaces [13], may were near the bottom of the band gap. These levels can trap
arise from "in-plane" oxygen surface vacancies. The "band- electrons and increase the surface band bending of SnO 2.
gap" levels, originating from 3d orbitals of Cr impurities in Thus, both types of Cr impurities are likely to decrease con-
Fig. 5, are in two groups. One is near the bottom of the ductivity of SnO 2 polycrystalline films. An electron transfer
"gap" and the other above the middle point of the "gap". from chromium surface impurity to adsorbed NO molecule
The levels originating from the surface chromium (3dl) are may weaken the N-0 bond and explain the enhanced
in the lower group. Deep trap levels in the band gap, origin- adsorption and dissociation of NO on SnO 2 surfaces having
ating from Cr bulk impurities, decrease the concentration of chromium impurities.
conduction electrons in n-type SnO 2. The levels from the Cr
surface impurities, near the bottom of the band gap, trap
electrons and increase the surface energy barrier of this References
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Abstract computers allows to perform such a simulation by using

A first principle based quasi-deterministic 3D particle dynamics Monte only a reasonable amount of CPU-time. Considering
Carlo simulation method was developed for examining mesoscopic (sub- various Monte Carlo simulation methods, the particle
half micron) Si electron devices. Applying a novel method for calculating dynamics method seems to be the most suitable technique3
the field and potential distributions, the real trajectories of the carriers are More sophisticated Monte Carlo methods (by applying
exactly followed. Consequently, an important feature of this method is that
all Coulomb scatterings are inherently taken into account. A description of charge clouds, superparticles etc.) can offer far more effective
the physical background, the models and the simulation principle is given, numerical solution tools, but the physics of the simulated
The boundary conditions and a deterministic model for Auger recombi- system can easily be obscured.
nation is also presented. Finally a simulation example is described: the The simulation in the 3D space can sometimes be simpli-
evaluation of a dense hole-electron plasma induced by an a particle, fied by a 2D approach (i.e. a unit-width 3D system,
passing through a reverse biased pn-junction. In connection with this
example we also detail the model applied for the carrier generation induced assuming perfect uniformity in the neglected direction). The
by a particles penetrating the device, required computing power could sufficiently be reduced in

this way. This simplification cannot be applied for a particle
dynamics Monte Carlo simulation of charged particles,

1. Introduction because the point charges in 2 dimensions can only be
implemented as line charges. In this case we would get an

The following considerations have led us to apply the parti- electric field of 1/r dependence and a potential of logarith-
cle dynamics Monte Carlo method for simulation of sub- mic dependence, instead of l1r 2 and 1/r behaviour, respec-
half micron semi-conductor structures: tively. Since the force acting to the charged carriers is
-- Assuming a Si device structure with a volume of proportional to the field, the calculated trajectories in any

0.25 x 0.25 x 0.25 pimn3  and a doping density of 2D case would be suffiently different from the real 3D ones.
1023 m -, the number of ionised impurities is only about Our 3D particle dynamics Monte Carlo semiconductor
10'. The number of carriers is of the same order of mag- device simulator is based on the concepts of classical physics
nitude. (Newton law, Coulomb law etc.). The fact, that the carriers

- The classical methods of semiconductor device simula- are elementary particles, is taken into consideration only by
tion (drift-diffusion or hydrodynamic semiconductor anizotropic effective masses, and by limitations in the
equations) - are based on a continuum view and apply momenta. (velocities) by Bragg reflections, to remain in their
certain statistical considerations for the carrier distribu- first Brillouin zone. In this way, the bulk behaviour can be
tion functions2 . These methods are not valid any more if modelled quite accurately. However, in some cases the wave
the number of carriers in the simulated structure, like in nature of the carriers is not negligible4 .
our case, lies only in the order of magnitude of a few During the development of the method we concentrated
thousands or less. to apply the possible deepest first physical principles inside
The relatively small number of carriers suggests the devel- the examined structure.

opment of a particular 3D Monte Carlo simulation method Using the Monte Carlo method, the simulation results are
for studying the mesoscopic device behaviour, where the tra- the instantaneous states and scattering events of each indi-
jectories of each carrier are individually and exactly fol- vidual carrier (like carrier position, carrier velocity, carrier
lowed both in the real space and in the k-space (wave vector
space). The increasing computing power of the up-to-date

3 In particle dynamics, all particles - i.e. in our case charged carriers,
dopant ions, interface charges - are treated as point charges, without

1 The research was sponsored by Digital Equipment Co. (External Euro- performing any charge assignment to elementary volumes.
pean Research Projects HGO01 and SW-003, Swedish Board of Technical 'The modelling of quantum mechanical effects in a potential well near the
Development (NUTEK), Swedish Institute and Hungarian Research Si-Si0 2 interface of a MOS transistors is different, i.e. the wave nature of
Foundation (OTKA). the carriers will be dominant. In theory, a self-consistent solution of the

* e-mail: tarnay@eet.bme.hu. field and the Schrddinger equations may give correct results, but the
t e-mail:ferenc@sim.Teknikum.uu.se computer time requirement in the 3D real and momentum spaces is
2 Derived from the Boltzmann transport equation (applying the relaxation extremely large - for the up-to-date supercomputers, too. Thus, for this

time approximation and considering the first few moments of the electron case, some other approach is needed. A detailed description is given in
distribution function). [1].
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wave vector, carrier energy, time instant of a scattering
event, etc.). The quantities used in classical5 semiconductor
device theory (such as carrier concentrations, mobility of
carriers, current densities or scattering rates etc.) can be
derived as time- and space averages of the quantities Injecting new carriers

delivered by the Monte Carlo simulation method. into the neutral regions _
The development of a particle dynamics Monte Carlo

semiconductor device simulator represents two different <
kinds of tasks:

1. The development of the simulator itself.
2. The development of tools to interpret the results of the Calculating new k vectors

Monte Carlo simulation in terms of the classical semicon- :

ductor device physics. This gives the possibility to compare
the results to experimental data or to the results given by
classical semiconductor device simulators. These tools can Non Coulomb scattering s

be used to apply Monte Carlo simulation results to optimal
parameter determination for classical semiconductor device
simulators. Calculating new real space

position vectors

2. The principle of the method < Ano

The state of carriers is characterised by the real space coor-

dinate vector r and by the wave vector k. ye

The carrier dynamics simulation is based on the effective
mass concept. As long as the constant effective mass concept Removing lost .carriers
is a good approximation, the results give an exact descrip-
tion of the real physical phenomena. no

Figure 1 shows the flow chart of the simulation. < End condition?

2.1. Dispersion relations.

The dodecaeder-shaped first Brillouin zone of silicon is Fig. 1. The flow chart of the simulation.

approximated by a sphere (Debye approximation), having a
radius of

- the diagonal elements of the reciprocal effective mass
kMax = 2it/asi (2.1) tensor are assumed to be independent of the k-vector

2.1.1. Dispersion relation for electrons. For electrons, there (and of particle energy) having a value corresponding to
are six ellipsoid-shaped constant energy surfaces in the first the zero energy constant energy surface.
Brillouin zone. For (100> oriented silicon, the principal - As usual approximation, the diagonal elements of the
axes of these ellipsoids are located on the positive or nega- effective mass tensor may have two different values, the
tive coordinate axes in the k-space and their centres are transverse effective mass m, and the longitudinal effective
situated at 0.854 kmax [2]. mass m1l. For example for the (100> orientation m.=

The dispersion relation for electrons in the i-th valley is mi , my = min, m2 = min.
Since the zero energy constant energy surfaces are not

i= h(k -- ko�f�0 (k - ko1) (2.2) situated at the origo of the k-space, the electron momentum
where m-f is the reciprocal effective mass tensor, which has and velocity vectors are linearly dependent on their k-
the following generic form: vectors. The relationship between the k-vector, velocity and

momentum for the electrons of the ith ellipsoid is given by

- 0 = meff 1i) v = h(k - k0 i) (2.4)

Mr = 0 ± 0 (2.3) 2.1.2. Dispersion relation for holes. The masses of heavy

my and light holes correspond to two concentric spherical con-

0 0 1 stant energy surfaces (i.e. the warped shapes of the valence
band constant energy surfaces are approximated by
spheres). Caused by the assumed spherical symmetry of the

We assume that constant energy surfaces, the hole effecjive masses are con-
- the reciprocal effective mass tensors are diagonal, i.e. all sidered to be isotropic, thus the diagonal elements of the

off-diagonal elements are zero. hole effective mass tensor are equal, i.e. a scalar effective
mass can be considered. The dispersion relation for holes is

In the following the terms "classical semiconductor device theory" or given by
"classical semiconductor device simulators" are used in that sense, that 1 I k 12
they are based on the Boltzmann kinetic equation (drift-diffusion or W = -1 (2.5)
hydrodynamic semiconductor equations). 2 meff
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Different effective masses are used for the light and heavy and for the real space:
holes (m, amd m,, respectively). The centre of the constant r(t + At) = r(t) + v(t) At + -F(r, t) At 2  (2.14)
energy is at the origin of the k-space, thus the hole velocity
vector is directly proportional to the k-vector. The velocity and momentum space coordinates are con-

Split-off holes are not taken into consideration. nected according to the relation (2.4).
Initial values of the integrations are the carrier position2.3. Carrier dynamics and velocity vectors of the previous simulation step. The

The state of carriers in the real space and momentum space advantage of the described method is that all Coulomb scat-
is described by the motion equation. During a short time terings (carrier-ionised impurity, carrier-carrier and carrier-
interval the change of the carrier state is caused charged interface state) are exactly followed8  in a
- by forces acting to the carrier, and deterministic way.
- by non-Coulomb scatttering events6 (see later). The effect of forces arising from the magnetic field of

2.3.1. The motion equation. The carrier dynamics is moving charges is neglected.
described by the classical Newtonian law of motion 2.3.2. Potential calculation. In classical semiconductor
d2 r device simulation methods, the potential distribution 0/(r) is
dt2 

-- me F(r) (2.6) usually the primary quantity and is calculated by solving
Pt ý the Poisson equation. The electric field E(r) is a derived

where F(r) is the force acting to the carrier, quantity, given as the negative gradient of the potential ql(r).
The forces acting to the carriers can be split into two For obtaining a carrier density, a carrier assignment to grid

components: elements is necessary9 .
The difficulties for the particle dynamics method with the

F(r) = Fp(r) + Fa(r) (2.7) Poisson equation are the following:
where - If a carrier is assigned to a grid element with a given
- Fp(r) is the Coulomb force originating from charges weight function (w), the original charge q and the assign-

inside the structure i.e. from charged carriers and from ed charge distributions (6p) are different, thus the poten-
fixed charges (donors, acceptors and charged interface tial and the electric field acting on the carriers will be
states). This force is evaluated by using the Coulomb law different as well. This causes a self-accelerating electric

1 field [3]. Even if we have just a single electron, there will
F,(rq) = (2.8) be a given electric field due to the effective charge density

8 i •r assigned to the grid element where the electron resides.

resulting in an electric field component Since the electric field accelerates all charged particles,
our single electron would accelerate itself.

E4•(r) q • r-rj (2.9) - Carriers very close to each other are affected by the same
Sjrelectric field and cannot feel each other's attracting or

which corresponds to a potential component repelling force. If the velocity and the motion direction of

1 these carriers are only slightly different, they can travel
-) = + --- r - (2.10) together in the structure unless one of them is scattered

-47r& j I r -rj by some scattering process.
- F,(r) is the force caused by the field of external voltages - Another problem arises from the small number and non-

uniform distribution of point charges: the assigned
F•(ri) + T q, grad g,'~ (2.11) charge density can be very rough and oscillating. This
This component is evaluated by the boundary value leads to numerical instabilities in the solution of the
problem solution of the Laplace equation Poisson equation, slowing down to its convergence.

In our approach these problems are inherently avoided,
div grad I0, = 0 (2.12) since the OP potential component originating from the point

(with a set of boundary conditions modified with respect charges is a derived quantity, see eq. (2.10) and the 0, com-
to that of usually applied in the solution of the Poisson ponent describing the effect of boundary conditions is given
equation). a priori. The sum of these potential components gives the

The first integral of the motion equation (2.6) yields the total potential
carrier velocity vector, and the second integral results in the 0(r) = qlp(r) + 0,r(r) (2.15)
carrier position vector. Applying a time increment At small
enough to assume a constant force during this time interval, The potential arising from the charges inside the structure
the integration for determining the carrier trajectories can should be evaluated only at the sides of the examined struc-
be carried out by first order numerical quadrature ture (they are needed for the modified boundary conditions
formulae'. For the velocity space: of the Laplace equation). The potential inside the structure

- if needed - is calculated in the post processing phase of the
v(t + At) = v(t) + F(r, t) At (2.13) simulation from charge positions.

6 The Coulomb scattering events are inherently accounted for by the solu-

tion of the motion equation (i.e. depending upon the forces).
SBecause of the field is a strongly varying function of the position co- ' Assuming that the time step At is small enough.

ordinate, using the lowest order formulae with small time step At gives 9 Without charge assignment the required charge density for the Poisson
better accuracy than higher order formulae with larger time step. equation is unknown, so the Poisson equation cannot be solved.
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The advantage of this method is self-explanatory: without metallurgical junction
solving Poisson's equation, which would result in self- y
accelerating carriers, as shown earlier, the exact field (force)
caused by other point charges is calculated analytically for neutral region
all carrier positions. Only the field (force) stemming from the
boundary conditions is calculated by the numerical solution
of the Laplace equation. Since the spatial distribution of the
Laplace potential is smooth enough, this field (force) com-
ponent can be calculated quite accurately. p

2.3.3. Boundary conditions and carrier behaviour at the
boundaries. Since in the outlined methods for the potential depleted r e g i o n
and field distribution calculations analytical and numerical _

methods are mixed, some new problems have arisen, not
existing in conventional simulators using pure numerical Z
methods. Although the boundary problems can be separat- D
ed (boundary conditions for the potential and for handling
of carriers leaving the structure at the boundaries), these L
two parts cannot be treated independently because they are
inherently connected. X

The shape of the examined structure is a rectangular neutral region z particle
octaeder. Depending upon the structure to be analysed, the Fig. 2. pn junction structure.

treatment of the six boundary sides should be different.
For some boundaries, artificial boundary conditions are

used. These appear always for two opposite sides of the For MOS structures (Fig. 3)
structure, and are similar to a periodic boundary condition. (a) artificial boundary conditions are applied for the
For such boundary planes the potential is averaged in the -- x- z planes at y = 0 and at y = W.
direction perpendicular to the examined plane, and the aver- (b) Dirichlet boundary conditions are applied for the
aged potential is applied as a Dirichlet boundary condition, - y - z planes at x = 0 assuming zero potential in the non-
for example, for the y-direction depleted source region, and a potential calculated by

classical means in the depleted source and bulk region,
IN(x, 0, z) = O,(x, W, z) = Y.J= o O(x, y , z) (2.16) and

ny -- y - z planes at x = L assuming a potential UDS in the

If a particle leaves the structure at a boundary, it will return non-depleted source region, and a potential calculated by
in the opposite side, i.e. if the calculated position co- classical means in the depleted source and bulk region,
ordinate is outside the structure at a point and for

- x - y planes at z = D, assuming a potential kdiff.
P0(x, y, z) y > W (2.17a) At the beginning of each simulation step, carriers are

the particle will be placed to a new position of injected into predefined source, drain and bulk neutral
regions in order to maintain charge neutrality.

P'o(X, W - y, z) (2.17b) (c) Partly Dirichlet-, partly Neumann boundary condi-
tions are used on the top of the structure (at z = 0).

For pn junction structures (Fig. 2). For the source and drain regions a Dirichlet boundary
(a) artificial boundary conditions are applied for the condition is used with potentials calculated by classical

x - z planes at y = 0 and at y = W and for the y - z planes
at x = 0 and at x = L. source SiO2  gate drain

(b) Dirichlet boundary conditions are applied for the neutral neutral
x - y planes at x = 0, assuming a potential of 0 and at
z = D, assuming a potential of Uext + 

4
diff. The widths of

the p and n depleted regions (wp and wn) are determined by
classical means. Let the metallurgical junction be at position .. r..n
wj (on Fig. 2 the l.h.s of the structure is the n-side). At the sourceJ d
beginning of each simulation step electrons are injected in depth
the regions

0•<zwj-w. (2.18) z

and holes are injected in the (r.h.s.) region
channel - drain

L--(wj+wp)<z<_L (2.19) source - channel metallurgical

to maintain charge neutrality (i.e. the total charge of carriers metallurgical bulk neutral junction
in these regions should be equal to the total net charge of junction region
dopant ions). Fig. 3. MOS transistor structure.
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means, and Neumann boundary condition is used for the random components. this is the only non-deterministic
part of the Si-Si0 2 interface, which is under the gate elec- model in the method.
trode

eFs grad f(r + 0) • A = go grad 0/(r - 0) - h (2.20) 2.5. Generation-recombination processes
The generation recombination through recombination

Carriers reaching or passing through the Si-SiO2 interface centres (SRH generation recombination) can be neglected,
are either surface scattered or lost by tunnelling into the since the probability of such events during a reasonable
oxide layer. simulated time is far below 1.

2.4. Scattering processes Under certain circumstances (e.g. when an a particle tran-
sition or in the inversion layer of MOS transistors), the

The following scattering effects are taken into consideration:. impact ionisation and its reverse process, the Auger recom-
- Coulomb scattering (ionised impurity scattering, scat- bination must be taken into consideration. These play

tering on charged interface states and carrier-carrier increasingly important role in modern mesoscopic semicon-
scatterings); ductor devices.

- Lattice scattering and intervalley scattering; 2.5.1. Impact ionisation. Impact ionisation happens if the
- Surface scattering, kinetic energy of a carrier grows over a threshold energy (for

It is important to note that the majority of the scattering silicon the impact ionisation threshold energy is assumed to
events is deterministic (according to our experiences, more be Wh = 1.31 eV according [6]). When a carrier has an
than 90%), therefore the method can be considered as a energy of W > W,, a new electron-hole pair is generated. It
strongly deterministic simulation method. is assumed, that the ionising particle loses its whole kinetic

2.4.1. Coulomb scattering. Since for each charged particle energy, and an energy equal to the band gap energy WG is
the exact electric field is analytically determined (only the transferred to the lattice.
field of the relatively smooth Laplace potential is evaluated The momentum and energy conservation yield the condi-
by numerical differentiation), the charged particle inter- tions
actions are inherently accounted for. This results in the
exact evaluation of all Coulomb scatterings (ionised impu- WtotaI = We0 - WG = W. + Wb (2.21)
rity scattering, scattering on charged interface states and
carrier-carrier scatterings). Ptotal = Pe0 = Pe + Ph (2.22)

2.4.2. Lattice scattering and intervalley scattering. The where the momentum of the ionising electron is p.o, the
interactions between the carriers and the lattice are kinetic energy of the generated electron and hole are W. and
described by Bragg scattering: If a carrier leaves the bound- Wh, the momentum of the generated electron and hole are
ary of the first Brillouin zone, then it is scattered back inside p. and Ph, respectively.
the first Brillouin zone. 2.5.2. Auger recombintion. For the Auger recombination a

In 2D electron gas layers (e.g. in the inversion layer of phenomenological approach is used, based on the scattering
MOS structures (f- and g-phonon intervalley scattering cross section concept.
taken into consideration. This model is completed with a The Auger-recombination rate, according to [7], is given
corresponding carrier-lattice energy exchange model and by
with an energy transport model in the crystal lattice [4]. In
the bulk region scatterings are modelled quite simply: a R = Bn2p (2.23)
thermodynamic approach is applied1 °.

2.4.3. Surface scattering. For surface scattering at the Si- where B is the Auger recombination coefficient (theoretical

Si0 2 interface, which is important for MOS structures, three value 3.5 10-42 m6/s, experimental value 2.8 10-'* m 6/s). If

different phenomena are taken into consideration:
- the Coulomb scattering on charged interface states (see Bn2 At > 1 (2.24)

Coulomb scattering), then one recombination event takes place in an elementary
- elastic surface scattering, if a carrier reaches the Si-SiO2  volume of 1/p. Assuming n > p and a quasi-uniform carrier

interface, distribution, the upper limit for the distance between a hole
- specular surface scattering, if a carrier reaches the Si- and the nearest electron is

Si0 2 interface.
The ratio between the elastic and specular surface scat- 3 /3 1

tering is controlled by the Fuchs parameter [5] and selected -2 d = - - 1/3 (2.25)
by uniformly distributed random numbers. In case of specu-

lar scattering a new electron wave vector is generated with where d. is the distance between the electrons.
In our approach a recombination event occurs, when the

distance sinks below this limit, yielding the critical distance
10 An electron corresponds to that ellipsoid, where it has minimal energy. between one electron and one hole

Hence, an intervalley scattering occurs for an electron of the ith ellipsoid
if the distance in the k-space between the end of the actual wave vector 31/6
and the centre of the ith ellipsoid is larger than the distance between the deh = (B At) (2.26)
end of the actual wave vector and the centre of the jth ellipsoid. If this is

the case, the electron leaves the ith ellipsoid and will be associated with i1
thejth ellipsoid in the future. This approach assumes that only the energy For a time step of At = 2.5 x 10 s a critical distance of
is changed, the k-vector is conserved. deh = 1.15 - 1.76 10-1 0 m is obtained.
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3. The ionization process of at particles an adequate assumption is that the energy and momentum
of the created electron and hole should have an averageThe ionization process is caused by an a particle passing equal to the thermal equilibrium values.

through the depleted region of a semiconductor device (e.g.

a reverse biased pn-junction).
4. Results and discussion3.1. The at particleAn1.The a particle iaoFor the effect of a particles in semiconductor devices a
reverse biased pn-junction structure has been studied with

process our simulation method.

zYm  z-.2 yin-4 + 2 He 4  (3.1) 4.1. The simulated structure

where z is the atomic number, m is the atomic weight and Y The simulated structure is the same, as the structure given
is an arbitrary element. on Fig. 2. The pn junction formed on <100> oriented p-type

The initial velocity of an a particle is [8] Si substrat has been examined. The homogeneous acceptor

vo = 1.5 ... 2 x 10'm/s (3.2) doping concentration was NA = 2 x 1022 m- 3 . The length

The initial energy of the a particle is given by11  of the structure was L = 358 nm, the width W = 250 nm and
the depth D = 300nm. We assumed a Gaussian donor

m0 v= doping profile, with an initial donor concentration NoO =
2 2 x 102 3 m- 3 at x = 0, and a diffusion depth of A = 50nm.

,t 0.75 - 1.4 x 10-12 VAs The metallurgical junction was at x, = 52.2 nm.

;ý 4.6 ... 8.8 MeV (3.3) 4.2. Operating point and the ac particle

The diode has been reverse biased by -10 V. The response
3.2. Interaction with the Si lattice of this structure to a single a particle was simulated. The
In the lattice of Si the minimal distance between the Si velocity of the incident a particle was 15 x 106 m/s (4.7 MeV
lattice ions is given by energy). The particle entered the structure at the time to at

position Xo = 0.5 L, Yo = 0, z, = 0.25 D, and left the struc-
dmin asi 0.378nm (3.4) ture 0.0197ps later at point x, = 0.75 L, y, = W, z, = 0.75

D.

The path of an a particle, which enters the structure at a 4.3. Simulation results
point ro(xo, yo, Zo) and leaves at the point rl(xl, y,, zJ), isgiven byt12 The above described structure was studied by the Micro-

MOS 3D particle dynamics Monte Carlo simulation

r(t) = ro + t (r1 - ro) (3.5) program on a DEC AXP workstation. Here we present

The t parameters is zero at the entry point and one at the some simulation results.

point where the a particle leaves the structure. Figure 4 shows the number of electrons and holes vs.

The transit time of the particle (taking into consideration time.
that the penetration depth of the a particle in Si is much Figure 5 shows the carrier distribution in the structure
greater than the path of the particle through the structure) is just at the time instant when the a particle entered, and in

given by seven subsequent time instants. Along the path of the a par-
ticle, in its very narrow neighbourhood a dense electron-

I r-ro 1 10-14S hole plasma is formed. The maximal local carrierVo 1.25 ... 2.9 x (3.6) concentrations has been found as high as 5.56 x 102 5 m-.

When an a particle approaches Si nuclei for a distance less the a particle
or equal to dmin/2, the a particle in question is scattered and
an electron-hole pair is generated. The number of the / enters
created electron-hole pairs is given by I eaves

Ir, - roI

Npairs - rdmil (3.7) 800 electrons

In a structure having characteristic dimensions of 600 --------,- ....------

L = 250 nm, the electron-hole pair generation induced by a
single a particle takes place 1000-1800 times, depending 400- holes
upon the direction of the particle.

Since the scattering of an a particle on a Si nucleus is 200 . -. -----.......

elastic, only a very small part of the particle energy and
momentum is used to create electron-hole pairs. Therefore 0 I

to to+ 1
'1 The mass of the a particle is 4.00390 times of the proton mass. Using the . -. t [psi

value of mproto, = 1836.1388 mo yields m. = 6.697 x 1027 kg.

12 For simplicity, the path of the particle is assumed to be a straight line. Fig. 4. The number of electrons and holes vs. time.
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be also observed on the Fig. 4: the spike near the beginning
of the simulation corresponds to the formation of the

,: . electron-hole plasma and later the increased number of car-

avalanche mechanism.

4.4. Conclusions

(1) Comparing our results to the results published at the
V "..same time for a nearby similar problem presented by

Moglestue et al. [9], it can be observed that the maximal
.. plasma density given by the two methods are in an accept-

able agreement, but we do not agree with the statement in
[9] that "The kinetic energy ... is insufficient to cause

t 0 t 0.03 ps further impact ionisation ... ". The method described in [9]
is two dimensional and is based on charge assignment and

.- .' :. . on the solution of the Poisson equation, therefore an aver-
•.aged field acts on the carriers. Our method considers the

very chaotic local field acting to carriers, therefore the car-
.~ ��- riers' energy gained from the field may reach to such a high

¢.... .• • level, which is enough for a quite strong impact ionisation.
...,..- .(2) It has been demonstrated, that our method is a suc-

*:-: X .... cessful tool for studying and better understanding various
"L�.•."..phenomena in semiconductor structures, giving insight into
. ., .• the details of different processes and their time

"dependence13.
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Abstract where the quasi-Fermi potential gradients are

A novel semiconductor charge carrier mobility model obtained by Kohler's + kB T 1
variational method for Boltzmann transport equation solution is presented. q- - - + - Vne,
Acoustic phonon scattering, ionized impurity scattering, and carrier-carrier
scattering are taken into account. Majority electron and hole mobilities in kB T 1
n- and p-type silicon versus impurity and carrier concentration, and tem- - Vdbh = - V-. - Vnh

perature are calculated and compared with published experimental data. q nh

and the conductivity-type transport coefficients are

ae = qn, u,2, 0rh = qn, /1.2, Ueh = qnh Ye3,

1. Introduction and

If the momentum exchange between electrons and holes due 6he = qne 11
h3

to electron-hole scattering (EHS), i.e. the carrier drag effect
[1] is taken into account Van Roosbroeck's drift-diffusion Non-zero ant a e andire have beeaied froexteded ith ross EHS effect and are introducing direct coupling between the
transport equations [2] have to be extendedelectron and hole currents. In accordance with Onsagers
terms. Thus, for isothermal case [3] elation a eh Oherrelationship arh = ahe.

J. = -qne Yel VO + kB T-e 2Vfle + kB TUe3 Vnh (1) In general, the transport coefficients ae, Ch, ý eh and Uhe

are tensors of rank 2. However, for crystals of cubic sym-
metry these tensors can be transformed into diagonal form

Here the electron and hole mobility-type transport coeffi- with identical components, and therefore can be considered
cients influenced by EHS differ from mobilities in the com- as scalar quantities. This is valid for mobilities el ... 3 and
monly used Van Roosbroeck transport equations. PhI ... 3 as well.
Transport coefficients Pel and ph, may be considered as drift To use transpori eqs (1), (2) or (4), (5) for semiconductor
mobilities of electron and holes, respectively. Coefficients Pe2 simulation purposes the relevant transport coefficients have
and /1h2 may be named as "diffusion mobilities" when Pe3 to be specified. In Section 2, we represent a method of mobi-
and Ph3 are "drag mobilities". In case of negligible EHS lities calculation based on the Kohler's variational principle
effect Pe3 = -h3 = 0, Pel = "e2 = PeO, and uhi = 1h2 = /No, [6, 7]. In Section 3, a comparison of calculated and mea-
where peO and pho are mobilities not influenced by EHS. As sured mobility values is presented.
result, eqs (1), (2) coincide with Van Roosbroeck's equations,
where mobilities and diffusion coefficients are- interrelated
by Einstein's relationship. 2. Mobility model

Drift mobilities me, and uh, may be represented as linear Kohler's variational method for Boltzmann transport equa-
combinations of diffusion and drag mobilities: tion (BTE) solution enables the inclusion of all essential

n. scattering mechanisms without any relaxation time assump-
Uel = 'e2 - P"h3 = JPe2 ne -Pe3, tion. In this paper, the following scattering mechanisms will

be considered:
Phi = - = - ne Ph3 (3) longitudinal acoustic phonon scattering, i.e. the ordinary

nh lattice scattering for electrons (ELS) and holes (HLS);
- ionized impurity scattering for electrons (EIS) and holes

This choice of independent mobilities may be supported (HIS);
also by thermodynamical argumentation. For that, substi- - electron-electron (EES) and hole-hole scattering (HHS);
tuting (3) into (1), (2) we obtain carrier transport equations - electron-hole (EHS) and hole-electron scattering (HES).
in the form derived from principles of irreversible thermody- Mobilities in eqs (1) and (2) obtained using Kohler's
namics [4, 5]: method can be written as [8] for electrons

J. = .e(-V~e) - aeh(-V(h) (4) ( N q 1 N (r + 3 /2 )!

Jh= - he(-Vte) + a'h(-V4h) (5) e Me Go (3/2)! e2, 1
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(N q 1 (r + 3/2)1 (E) where the sign ' denotes transposition. Re, h and Rh4e are1(e q Ar+ 3 2)! 3()2 .. 1 h,

eI GJI,=0 (3/2)! certain scalar quantities depending on electron and hole
quasi-Fermi potential gradients.

(N) _ () nh) (N) The determinant A2 1 is a minor of the determinant
P 'el 'e2 - - P e3 2 , 1

a I(E) obtained by omitting the (2r + 2)th row and the 1st

and for holes column, without giving the sign (_ 1)r+ 3.

N Whereas the first column of D (E)J is always omitted by(N q 1 N(r + 3/2)!(EIaI
14h2 _ - . G o A2r+ 3.1 minor calculation quantities Re, h and Rh, e do not occur in

Mh J~r=O(3/2)! It

(N 1 N (r +3/2)! A(E) mobility calculations.
PhE 2r.2, +.To facilitate calculations all determinant elements are

Me I r=IG 0 (3/2)! h scaled down by the factor

(N) (N) n-e (N) ne + nh ac K),
Phl -Ph2 Ph3 -e-hh de (300

Here, z! = F(z + 1) = zF(z) and N - 0, 1, 2,..., oo is the where d"oC(300 K) is the zeroth-order scattering element for
BTE variational solution approximation order. Quantities electron-acoustic phonon interactions at T = 300 K
mi*, m* are the relative effective masses of electrons ande-c32 qn,
holes, respectively. deoC(300 K) = 32 ( nK

ean 2 (2 1' 2r+ 3, and I GI can be derived em(300K)gez(300K)

from determinants ID(E) introduced by Meyer [9]. where PeL(3 00 K) is the electron-acoustic phonon scattering

However, the major importance in mobility calculations has mobility at T = 300 K.doweterminantemGjorwimchleens cin mobilitycalculaoneessy Scaled scattering terms are marked by an asterisk, e.g.determinant I G 1, which elements contain all necessary

information on scattering parameters: *da-ac da-a /(n + nh d•o-•( 3 0 0 K))

*Fee *I'eh ... *fee * reh0t 0 00O "ON •ON

*rhe *Fhh ... *1'he *rhh As a consequence, all determinant elements *-',• are•00 •00 xON •ON

IGI= . : G : : dimensionless as well. Scaled terms for different scattering
*Fee ,Feh ... ,tee ,Feh mechanisms are given in Appendix.

N- NN By Kohler's method mobilities as transport parameters
NOy NO NN NN can be calculated in the zeroth, first, second, and higher

Elements in the principal diagonals of 2 x 2 sub-blocks in approximations:

I G I are sums of terms created by certain scattering mecha- /(o) (p, (2) .. N)
nism including carrier-carrier scattering effects:

where N is the order of approximation, a is e for electrons
*rees *de-ac + *je-i- + *e-e +" and h for holes, and i = 1, 2, 3.
*Fhh = *dhd-ac +d hhsh h- *ghre. The case N --* o corresponds to the exact solution of the

s srs r s + * gh-e, BTE. Successive approximations for mobility and electrical
EHS and HES give two types of scattering terms in I G I conductivity show rapid convergence after the first order

elements. Terms *"0[P enter into the principal diagonal ele- correction [10]. Often the first and even the zeroth approx-
ments of sub-blocks. The off-diagonal elements of sub- imation provides practically acceptable accuracy of the
blocks contain only *h'-[ terms, which are responsible for results.
carrier drag effect description:

*,eh - *he-h *rFhe = *hh-e
s "rs , rs rs

If EHS and HES are negligible, then *Feh = *rhe = 0. 3. Calculation of mobilities
Determinants I for electrons (a = e) and holes( = h) It is of considerable interest to apply described mobility

may be regarded as bordered determinants formed by bor- model to calculate, first of all, electron and hole mobilities
dering the determinant I G I with a prefixed row and column. in silicon versus impurity and carrier concentration, and

There is the first row for a = e temperature. Obtained results are compared with the experi-
(0 *#(E) 0 *,3 (E) 0 ... */(E) 0) mental data from papers by Klaassen [11], Dannhauser

cO el &eN [12], and Krausse [13].
and for a = h To obtain results, presented below, for basic mobilities

PeL(3 00 K), !LhL(
30 0 K) the Scharfetter-Gummel [15] data

(0 0 1400 and 480 cm 2/V s were used. The temperature-

and the first column for a = e dependence exponents for these two mobilities -2.285 and
-2.247 were taken by Klaassen [11]. All adjustment coeffi-

(0 *f•(E) Re, h*#() *p(I) _ e Reh*() ... ,N(i Re) h*N) cients introduced in Appendix were not used, i.e. the unit

and for a = h values were assigned to these parameters. Electron and hole
effective masses temperature dependences were calculated

(0 Rh, e*fE)0 *p(E) Rh e *lp)e -- ... Rh e*f(E)e -- *(EN)'h, accordingly to Vankemmel et al. [14], obtaining, for
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instance, m* = 1.185 and m* = 1.153 at T = 300 K. Calcu- I. h .... I ]
lations were performed for zeroth and first approximation
order.

Fig. 1 represents the majority electron mobility tem- I M ----- 4. I1
perature dependence for 5 different donor doping levels. Fig. I .. ..

2 gives the similar plot for majority hole mobility for 5 dif- I .. ..

ferent acceptor doping levels. In these calculations the low 1. 1

injection level quasineutral situation was assumed and
thereby nearly equal to doping majority carrier concentra- I Hil

tion was present. As may be seen, a reasonable agreement . .. ..
between the non-adjusted model and experimental data
exists, but the need of some model parameter adjustment, 4W

especially for electrons, is obvious as well. In the present 3. [ al

work this adjustment was intentionally avoided to reveal
the novel model behaviour in a more clear way. It should be , Eft !-3. .4 I .E15 ' I.EIG I.EI7 .1:IEP 1= o-33

noted that the present model gives the experimentally veri-fited mhaximum poent onmoblgityverus themperimentatr cves Fig. 3. Sum of electron and hole mobilities versus carrier concentration forfled maximum point on mobility versus temperature curves low-doped silicon.
at low temperatures and high doping levels. Solid line: model, order I

Fig. 3 compares the calculated sum of electron and hole Dotted line: model, order 0

mobilities with the well-known Dannhiiuser-Krausse Points: experimental data of Dannhiiuser-Krausse [12, 13]

651 t85232.*530 . 4e IsIS~) ,,-

-51-- " experimental data [12, 13], describing summary mobility
2 reduction in low-doped silicon at high carrier densities. As

"2 __¶" one can see, the present model without any adjustment
Jim. 14 :Le&W"5 :=2' yields a good agreement with these data.

4..6.6 4. Conclusions

Comparison of calculated and measured mobility values in
---- . ... --.-.. Section 3 proves that our novel mobility model has a fairly

good exactness in wide range of doping concentration and
"IM. temperature in silicon. It is worth to stress that mentioned

............. calculations have been performed without any parameter
S....... .... ..400. ..... T adjustment. For further improvement of the mobility model,

Fig. 1. Majority electron mobility versus temperature for different donor an adjustment of correction factors relevant to the shielding
doping concentrations. constants seem to be appropriate. The zeroth and first
Solid lines: model, order 1 approximation order mobility model is implemented in the
Dotted lines: model, order 0 semiconductor device simulator DYNAMIT, developed at
Points: experimental data from Klaassen's paper [11] Tallinn Technical University. An extension of the model to

.L - higher approximation order is under development.
48 .. ..... . ... . ....... ... - C 5.'.16

3 3.17?
-47.17

353.2.-8

8 ±1 Acknowledgement77 _. __<: . This research has been supported in part by the Estonian Science Founda-

ism. ', =,..* tion and the Swedish Institute.
1. =3.2e.1B

4W.6 Appendix

1In t following, tive iotropin paraoli ans for oth
Fig.2W.6 Maort hole mobiy v s t e f- d t a electron on s are assumed. Electron and hole scat-

tering cross-sections have been used in the first Born
S• . ., ......... approximation.

""W826e 36. 0TX 1. Longitudinal acoustic phonon scattering terms
Fig. 2. Majority hole mobility versus temperature for different acceptor

doping concentrations. Terms for electrons (o = e) and holes (a = h) are
Solid lines: model, order 1 )(r + s + 2)! n2  l•L(3 00 K)1 m*(300 K)' 2

Dotted lines: model, order 0 .dp-ac = a ( +_ cm" K

Points: experimental data from Klaassen's paper [11] -rs a-ac 2! n. + nh M2 L M:
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where !pL may be approximated by the lattice scattering where
mobilities, measured in a high-purity semiconductor. Schar-
fetter and Gummel [15] have suggested the values AeL(30 0  PoS = Pro= 0, if r, s = 0, 1, 2,...

K) = 1400 and /hL( 3 0 0 K) = 480 cm 2/(V s). The quantities P 1 1(6 2-) = 1(62_.).

m* are the relative (i.e. dimensionless) effective masses m*- =

mJmo of electrons or holes. Dimensionless correction The parameter integral is defined by the formula
factors aaa serve for fitting of calculated and measured
mobility values. L.(6.2_.) = exp ( x2)x2n+

The temperature dependence of mobilities PaL is conven-
tionally approximated by x_ 1+

x + InI + 23T

.a - 10 dx,

where aTeL = 2.285 and aThL = 2.247 [11].

where the dimensionless parameter

2. Ionized impurity scattering terms_ = b_8.810 x 10-0 .7) - (TT - 2 -e + n.a _e b, ,e8. 1 lOx O 102 -1/ T0 K-) n n

Terms for electrons (ct = e) and holes (x = h) are
-2 and na is in cm-a.

• d• i= a , .2.565 x 10-2
1(m *(300 K ))1/2( 1-8 .) -2

e 11.7 4. Electron-hole and hole-electron scattering terms

x(..T ( 3 /2 (me( 3 00 K)) 3/2  Here, the principal role is playing the term
nTOO K N. *o* 

= jeh ne+nh (0)(300 K),
( K) -a Mr +s(L6_i) ne + nne + n.h 

where

where Ni is the total impurity concentration (N N =97

+ NA) in cm 3 and the mobility PeL is in cm2/(V• S).ie4L( = PleL
The parameter integrals Mr+, are defined in [10] as

The EHS parameter jeh introduced by Meyer [9] may be
M,÷•(65-i) = exp(_ x2)x2(r +I) + 1 calculated as

10- 2 m 1/2(_•.• •
4X2 -eh2.902 x ,1 a \11 .7,d

x [In + - + + 62/(4x2] dx,

where the dimensionless parameter 62_2 which is related to ( 3-- K) 3  (\ M )e V'cm
the shielding constant of an ionic Coulomb potential, is
determined by where the carrier reduced mass is expressed as

*M*
62_.=b_. 510- 2 0M*-l me mh ý M* +M.a2_ b= b _4.405 x 10rm - __ 1med e h,'=m*+ m'

ST -2 (+The other g-terms are defined as in [16]:
whr n (o'P(he + nh) m 2

where n. is in cm 3 . Dimensionless correction factors a_ *° = go

and b,_i serve for fitting of calculated and measured mobil- * a-n* - m*(n I1
1

ity values. a-, = * = (- )I +

\M/L2 InaJ~

3. Electron-electron and hole-hole scattering terms 91 = M*9

The formulas for EES and HHS terms are similar to the x [55J2 J2 m*. I,
carrier-ion scattering terms description. Thus, for electrons x 5(m + *,,1 + 2m +2
(a = e) and holes (ca = h) a

• -' = a,_ 9.070 x 10- 22 (m*(300 K)1/ 2  The h-terms are also defined following [16]:

- K)) 3a 2  *he-h = *hhoe =
300 K) 00 00 =mh*) 00o,

/2 m

x eL( 3 0 0  K) ne + nh -- ( M) 0
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*he-h = *hh-e 2 The Fermi integrals are defined by
f MoJ yjdy

X eoOL +5 5 + -m) J, +J ~2 J. Jo exp (y - nj) + 1
9*00hF + 2 + -21

where ,, is the reduced Fermi energy for an a-type charge
The parameter integrals are defined by carrier.

For the Maxwell-Boltzmann statistics the scaled terms
j(62) exp (--X

2
)X2n+1 may be written as

/( 2 1 1 ,X2)x (r+3/2)! m*(300K), n, me(300K)iyP(300K)

xin ~I+ -ar) -6-2/X2)]Jx
I +1+ (22 = (3/2)! m.* ne+nh q

I"(62) = fexp (-x 2)x2n+1 They have dimensions of time in seconds.

62 \I 2)x 2(+x••2)n 1 2x2 - 4J dx,
"x [2(1 + X2)lIn 62 References
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Abstract device such as the PBT contains forward-biased Schottky

Methods of decreasing the noise and increasing the computational effi- contacts near a region where the electric field is high and
ciency in Monte Carlo simulations of semiconductor devices are investi- consequently the use of a full band method would be justi-
gated. A lookup table approach to the charge assignment to mesh points fled. The purpose of this study is twofold: To examine how
has been implemented which is independent of the complexity of the reliable the results are when a relatively small number of
assignment function. Using this approach reduces the CPU time of the particles is used and to study the effect of using different
charge assignment to about one third. Potential fluctuations in low field
regions are compared for different assignment function, which shows the charge assignment schemes.
advantage of using more complex schemes than those generally used. The paper is organized as follows.
Results from a full band Monte Carlo simulation of a submicron Schottky In Section 2 the Monte Carlo model and the system that
diode are presented and the values of the current density for different we study are described, Section 3 gives results of the study
assignment schemes are compared, showing a lower noise for the higher of potential fluctuations for different assignment functions
order schemes. Statistical enhancements by splitting of superparticles in the
depletion region has been investigated. The combination of a high order
assignment scheme and statistical enhancement by splitting decreases simu- and a description of the lookup table approach, Section 4
lation runtimes considerable for a given noise tolerance. contains MC results for a Schottky diode with different

charge assignment functions and in Section 5 we discuss a
1. Introduction possible way of handling scarcely populated "rare" regions.

Conclusions are given in Section 6.
Monte Carlo (MC) methods have become a standard tool
for studying semiconductor materials and devices [1, 2]. 2. The Monte Carlo model
Recently several models using realistic band structures have The MC program we use is a modified version of the full
been described and applied to bulk material and devices [3, band MC program for bulk Si published in [9]. Several
4]. An obvious limitation is the computational effort needed modifications have been made:
to perform this kind of simulation. It is therefore of interest
to find ways of making the simulations more efficient. In majf-particle bulk simulatort
devices with low-field regions using MC methods in the many-particle device simulator.
whole device is inefficient. Methods combining a drift- - Improved time step algorithm.
diffusion (DD) simulator with MC have been presented [5, - More accurate integration of the equations of motion.6]. Even though these methods reduce the CPU time, the - A self-consistent coupling between these equations and

MC part is still time consuming. MC simulations of nor- The system we use in most of this study is shown in Fig. 1.
mally off MESFET structures and Permeable Base Tran- It is a Si Schottky diode with doping ND = 10"w cm- and a
sistors (PBT) demand accurate treatment of a Schottky conduction band bending of 0.025-0.1 V. The contact on the
contact under forward biasing using a small number of Lh.s. is ohmic via a neutral region. The r.h.s. is treated as an
superparticles. In MC simulations of a submicron Schottky absris o unda T neutral region is treutral bydiode several problems are encountered. In the undepleted absorbing boundary. The neutral region is kept neutral by
region the field is very low and sensitive to fluctuations in uniform injection of electrons with a Fermi-Dirac distribu-
the charge density. These fluctuations depend on the tion in energy. The simulations start with an initial solution
number ofhparge lensity. andhese thctuatis caend on tes close to steady state with a duration of about 6 ps. We have
number of particles and on how the actual charge to mesh tried to keep the number of simulated particles small, about

assignment is done. Usually simple schemes like nearest grid 40 particles per mesh cell have been used. If we should use a
point (NGP) and cloud-in-cell (CIC) have been used [7]. In mesh in two dimensions with e.g. 30 x 30 cells the total
[7, 8] the concept of aliasing is discussed extensively and it number of particles would be about 30000. Poisson's equa-
is shown that its effect on the charge density can be reduced tion is solved with an interval of 0fs using a 4-5th order
by a proper choice of assignment function. Aliasing is well RungKt meth giving a 4th order

knon fom igal heoy ad eveal winowfuntios 1 ,Runge-Kutta method giving a 4th order truncation error
known from signal theory and several "window functions", [10]. Tunnelling across the Schottky barrier has been
analogous to the charge assignment functions in our case, included using the WKB method [11].
have been proposed.

In this paper we have studied a submicron Schottky
diode with a full band MC method. Of course the full band 3. Potential fluctuations and the lookup table approach
approach is not necessary or even preferable if one wants to In the undepleted region of the Schottky diode the field is
study transport in this particular device only. However, a very low, and depends strongly on fluctuations in the charge
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Fig. 1. Schottky diode structure used in the simulation. l... = 50 nm. The Fig. 3. Histograms over potential fluctuation using different assignments
electron population shown is for a band bending of 0.1 V. functions.

density. The assignment of charge to the mesh points is
done very often since Poisson's equation is solved frequently In principle one could use a scheme with different assign-
in order to get a consistent simulation in time. Some of the ment functions in different spatial regions. In [7] the
assignment functions being used in MC simulations are concept of self force is discussed at length. The theory shows
shown in Fig. 2, in addition we also show some more that self force is introduced for non uniform mesh cells and
complex ones. The nearest grid point (NGP) and cloud in when different assignment schemes are used in different
cell (CIC) have the advantage that they are easy to imple- regions. However, in spite of this, state of the art simulators
ment and fast to perform, but if one studies the effect of the used non uniform mesh assignment [3]. In Fig. 4, we
charge assignment on the potential it is clear that they can compare the electric fields for uniform charge assignment
cause problems. In Fig 3, we show the results from a calcu- and non uniform charge assignment, using different assign-
lation where 1000 electrons have been distributed randomly ment functions in each half of the interval. The input data to
1000 times over an interval of 1 gtm in space. Poisson's equa- the charge assignment functions is identical. For the cases
tion was solved with the potential equal to zero on each that we have tested we can not find any significant prob-
boundary and the maximum voltage deviation was record- lems. However, each case has to be judged separately.
ed. The size of the charge cloud is important as can be seen For more complex assignment schemes a lookup table
if we compare TSC and HSC 4-points with the correspond- approach is convenient since the CPU time will not depend
ing 2-point schemes. Clearly the triangular shaped cloud on the particular assignment function. It is desirable to
(TSC) and the Hamming shaped cloud (HSC) functions give separate this part from the "MC kernel" of the program.
less potential fluctuations than NGP and CIC. The Some advantages of this approach are:
Hamming shaped cloud can be written as: (1) Each charge assignment can be performed using only

1 / 2 x'_\)) H H one floating point operation and a number of integer

w(x)= 0.54 - 0.46 cos H 2 < X << 2, (1) operations.

0, elsewhere

where 0 is a normalisation constant and H is the size of the 200
cloud.

1.5 XX x
C IC 1 00 ..................... :......X

. . . . .. . . . . . . . . . . . . .o TSC H+ o (.
~~~~~+5 0,...SC.I....SC 4p:. + +

E05..TSC 47-p! .. .. J.. US4-V 0

o -100,z " .1 0 0.5 1
• I . Distance [cm] 0-4

0 •x

-2 -1 0 1 2 Fig. 4. Mean electric field in a semiconductor interval (N, = 1016 cm-3)

Distance [arbitrary unit] with zero Volt at the boundaries. (x) CIC, (0) TSC 4-p. (+) CIC in the
left half and TSC 4-p. in the right half. The self force can be regarded as

Fig. 2. Assignment functions used in this paper. much smaller than the statistical noise in the electric field.
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(2) The CPU time required for a charge assignment is inde- TSC method needs 16 data fields. The size of the control
pendent of the form of the cloud as well as of the table depends on the number of field mesh points in the
number of boundaries, device. The number of the control frames needed depends

(3) Several different assignment functions can be used strongly on the number of boundaries within the device. A
without extra requirements in CPU time. two-dimensional Schottky diode with a 4-point TSC

The charge assignment is based on a technique similar to method needs 25 control frames. Both the control table and
that used in [12]. In our approach a lookup table is divided the control frame are integer arrays with small storage
into two data arrays, one containing the charge values to be requirements. The large part is the data array which is a
assigned and another containing the relative index to the floating point array.
mesh points used in the assignment. We refer to these arrays The implementation of the method described reduces the
as the assignment data array and the control frame array. time needed to do the charge assignment to about one third
We will describe one-dimensional charge assignment but of the time for a conventional scheme.
extension to two dimensions is straightforward. The entire
device is divided into a very fine particle position mesh
(PPM). An absolute index to the nearest mesh point in the
PPM can be calculated as We have performed MC simulations of a Schottky diode

described in Section 2. The potential distribution is shown
ippm = int(r/ppmsize) + 1 (2) in Fig. 6. A comparison between the values of the current
where int means integer part, r is the position coordinate density for different assignment functions is shown in Fig. 7.
and ppmsize is the mesh size of the PPM. As we can see, the magnitude of the current does not

The field mesh (FM) used when Poisson's equation is depend on the assignment function. However, the noise in
solved contains much fewer points than the PPM. The
index to nearest FM point can be calculated as

iabs = div(ippm,ppmnum) + 1 (3)

where ppmnum is the number of PPM intervals between
two points in the field mesh and div means integer division.The local index to nearest field mesh point is ŽZ 0.05.............................

irel = mod(ippm,ppmnum) + 1 (4)

where mod means modulus.
The absolute index iabs is used as a key to a control table 0 0

with indices to data entries in the control frame array. The
relative index irel is used as an index in the assignment data
array. Charge values are read from the assignment data
array and scaled by the superparticle weight factor before _0.0_ __,_,_,
assignment. Node indices are calculated as iabs plus the 01 1.5 2
relative indices read from the control frame. A pointer Distance [cm]
diagram describing the charge assignment can be seen in X 1-
Fig. 5. Fig. 6. Potential in the diode for a TSC 4 -p. cloud. In the low field region

In a two-dimensional mesh using an ordinary CIC assign- we can see potential fluctuation due to noise in the charge distribution.

ment scheme the assignment of N particles consists of N
floating point operations and 2*N integer operations plus
4*N data assignments. The storage requirements for the 10 ........................
entire lookup table depends on the number of PPM points ............................

within one field m esh cell and the cloud size. A CIC m ethod ........... .... i" .2.05 .. ............
need 4 data fields in each charge assignment while a 4-point ............... M104 m*=:l.0.mQ. : .- :2 '

Control table (FM) Control frames Assignment data.E. .
---- ----I . . . I I. . .. . . . . : 7 • . . . . . . . . . . . .

iabs Ppon•
-- irel -- .lOSe ft

10. .. ...

-------- ..... .;.,€. ... . • .....................
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1D Mesh X+ ++ + ++ ++++ X + + ++ + ++ ++ X + + ++ Fig. 7. Current density obtained for different assignments functions. (*)

Fig. S. Schematic diagram over a charge to mesh assignment in one dimen- NGP, ( x) CIC, (+) TSC 4 -p., (0) HSC 4I-p. Dashed lines - current density
sion. obtained from the thermionic emission theory.
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2 sible solution is to assign a WF for each mesh interval in
1, • such a way that the number of carriers is constant through-
1,6 out the whole device. In the Schottky diode we did not find
1,4 any significant reason to go beyond the single rare region
1,2 approach. However, this method could make it possible to

[nAs:cm^2] 1IF] study transport over larger barriers.
0,8

0,6 I 6. Conclusions
0,4 I

Monte Carlo simulation of a Si Schottky diode has been
0,2 presented. Different methods of statistical enhancements
0 have been discussed. It has been shown that more complex

NGP NGP CIC CIC CIC TSC TSC HSC HSC
(rare) (rare) (20K) 4-p. 4-p. 4-p. 4-p. assignment functions is an effective way of reducing the

(rare) (rare) number of particles needed in order to reduce the noise in

Fig. 8. Standard deviation of the absorbed charge at the Schottky contact MC quantities. Simulation results shows that the 4-point
for different assignment functions and superparticle densities. 2000 super- Hamming cloud using 2000 particles gives about the same
particles were used except CIC 20K, which is a simulation using the CIC noise as a conventional CIC with 20000 particles (Fig. 8). A
assignment function with 20000 superparticles. charge assignment method built on a table lookup approach

has been presented that can handle complex assignments
the charge absorbed at the Schottky boundary shows a schemes without suffering from large CPU time require-
strong dependency on the assignment function as can be ments. Our simulations show that using high order assign-
seen in Fig. 8. In Fig. 7 the MC result is compares with the ment functions it is possible to simulate forward biased
thermionic emission (t.e.) theory. The MC simulation gives diodes in 2D structures like the PBT without an excessively
lower current levels than the t.e. theory. A possible explana- large number of superparticles. The current density obtained
tion is that the algorithm for interpolating the scattering for the Schottky diode is smaller than what is predicted
rate at low energies is not sufficiently accurate. In [13] a Si from thermionic emission theory. An explanation of this
Schottky diode has also been simulated with an Ensemble effect needs further investigation. Statistical enhancements
Monte Carlo method but with a simplified band structure, using a rare region has been implemented and it has been
The current levels shown there are also lower than the shown that this is one way of increasing the resolution in
values predicted by t.e. theory. MC quantities. However, we have found that the noise in

the absorbed charge at a Schottky contact is more sensitive
to the choice of assignment function in the entire device

5. Rare regions than on the number of particles near the absorbing bound-
Possible ways of improving the statistics in high energy ary.
regions rarely visited by charge carriers were introduced and
applied to bulk material in [14]. The idea of "splitting" the Acknowledgements
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Abstract containing 5 gim thick low doped epitaxial films, from Cree

Schottky contacts using CoSi2 to both n- and p-type 6H-SiC were fabri- Research, Inc. were used. The cleaning sequence prior to

cated. The contacts revealed good rectifying characteristics after annealing deposition consisted of degreasing in organic solvents, 2 min
at 700 'C. Low leakage currents and exponentially increasing currents over in a H2SO-,: H 20 2 (3 : 1) solution, rinsing in water for 5 min
at least 5 decades were obtained in the forward bias mode. C-V- and I-V- and blown dry to N 2 . Cobalt was evaporated from an e-gun
measurements were used to establish the Schottky barrier heights for CoSi2  heated source at a rate of 0.2 nm/s to a thickness of 44 nm.
to 6H-SiC, 1.05 + 0.05 eV and 1.90 + 0.05 eV for n- and p-type respectively. Silicon was then evaporated at a rate of 0.5 nm/s to a thick-
Further annealing at 900 'C changed the Schottky barrier heights on both
n- and p-type significantly. ness of 127nm. The chamber was then filled with nitrogen

and quickly opened, and some samples were removed. After
a pump down a second evaporation of Si was performed at

1. Introduction the same rate as previously deposition until the thickness of
the silicon layer had increased to 145 nm. This procedure

Silicon carbide has many material properties that make it wasidon i orer to create to d o tn s wit thedsae
suitbleforusein hgh empratre evics. n iporantwas done in order to create two depositions with the same

suitable for use in high temperature devices. An important amount of Co but with two distinct Si amounts. The base
requirement is temperature stable electrical contacts that pressure during all evaporations was 6 • 10-6 Pa. A stan-
withstand temperatures in the excess of 500 'C. Refractory dard "lift-off" procedure was used to obtain circular contact
metal silicides have been suggested as contact material areas 861tm and 173tjm in diameter. All annealings were
because of their high temperature stability, low resistivity performed in a vacuum furnace at a base pressure of
and compatibility with existing IC-technology [1, 2]. Cobalt 2- 10-5 Pa at 500 'C, 700 'C and 900 'C, for 5 h, 2 h and 2 h,
disilicide (CoSi2 ) fulfils most of the criteria mentioned respectively. X-ray diffraction (XRD) measurements were
above. Cobalt is an interesting choice also from a more fun- performed using a Cu-Ka1 radiation source to identify the
damental point of view because in the binary material phases formed. Determination of the compound composi-
system Co-C, no cobalt carbides are reported [3]. Conse- tion and the depth profile was done by Rutherford Back-
quently when Co reacts with the Si in the SiC substrate, scattering Spectrometry (RBS), utilising 2.4MeV 4He'.
residual carbon will be left. In metal-semiconductor junc- Inspection of the surface morphology was carried out by
tions the Schottky barrier height (SBH) describes the electri- 15 kV Scanning Electron Microscopy (SEM). All electrical
cal characteristics of the contact. measurements were performed with InGa ohmic contacts on

In this study we investigate CoSi 2 contacts formed on SiC the backside. The InGa was carefully removed in an ultra-
after deposition of Si and Co thin films on 6H-SiC. The sonic ethanol bath before every subsequent annealing. A
relative thickness of the deposited films resulted in a metal- HP-4145A parameter analyser was used to record the I-V-
rich CoSi2 after annealing. The barrier height for the semi- measurements and C-V-measurements were performed
conducting (SiC)/metal silicide interface (mostly CoSi 2 and a using a HP-4280A 1 MHz C-meter interfaced to a HP-486/
fraction of CoSi) was investigated. Annealing at high tem- 33N computer. All capacitance-voltage values correlated to
perature could lead to a substrate reaction; silicon from the a straight line in the 1/C2 vs. applied voltage diagrams, and
substrate reacts with CoSi and forms CoSi2 and free carbon the regression coefficient was always at least 0.9999. I-V-
precipitates. Earlier studies of a similar reaction [4, 5] have measurements were performed at temperatures ranging from
revealed that residual carbon forms precipitates 0.5 jim in 280 K to 475 K.
diameter, homogeneously distributed throughout the silicide
with a distinct accumulation at the surface. Therefore, two 3. Results
Co/Si fims with different compositions were deposited on
SiC to find out if the carbon precipitates influence the elec- 3.1. Si/Co/SiC solid state reactions

trical behaviour of the Schottky contacts. One with (Co-Si, After annealing at 500 'C, XRD showed that peaks identi-
36-64/SiC), and one with (Co-Si, 38-62/SiC). fled as CoSi (d = 3.13 A) and CoSi 2 (d = 1.90 A, 1.62 A and

1.09A) developed. No Co or Co 2Si peaks were detected.
Further annealing at 700 'C and 900 'C did not change the

2. Experimental spectra significantly. Some of the peaks from CoSi decreased

Highly doped single crystal substrates of both n-type in intensity whereas peaks from CoSi 2 grew stronger.
(nitrogen-donors) and p-type (aluminium-acceptors) 6H-SiC, Characterisation of the two depositions was done by

RBS. Both the Co and the Si signals were clearly separated
from the substrate signal and hence the layer thicknesses

* Present address: Stanford University, CIS, Stanford, CA 94305. could be determined with good accuracy. The two deposi-
e-mail address: nils@ele.kth.se tions resulted in Co-Si (36-64) and Co-Si (38-62) films.
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Heat treatment at 500'C leads to formation of CoSi2 . 3.2. Electrical characteristics of n-type rectifying contacts
Examination of the Co-Si (38-62) film reveals the Co con- In a Schottky rectifier fabricated on a semiconductor with
centration to decrease from 38 atomic percent at the low carrier concentration, current components resulting
SiC/CoSi 2 interface to 34 atomic percent at the surface. This from field emission and tunnelling are of minor importance
observation leads to two conclusions: CoSi is present in the and can be neglected. The only significant current contribu-
silicide film and the intermixing of Co and Si is not com- tion is thermionic emission where electrons transport over
plete. Annealing at 700'C does not further distribute the the potential barrier into the metal. Thus, the current
two elements. Annealing at 900'C completed the inter- density across the interface under the application of bias
mixing of Co and Si in the silicide. Figure 1 displays two voltage is given by [7]
plateaus for the Si signals revealing a difference in average
stoichiometry for the contacts which indicates no reaction J = Jo(eq'/ 7

kT- 1) (1)
with the substrate. where

SEM micrographs of the surface after annealing at 500 'C
and 700'C displayed a homogeneous surface. However, Jo = BT 2 e -B/kT (2)
after annealing at 900'C precipitates 0.3 gim in diameter B 71.8 A/cm 2 / 2

occur at the surface. The density of precipitates per unit 6H-SiC/ KB is the Schottky-barrier height in SiC and fris

area was larger on the Co-Si (38-62) film compared to the the ideality factor. The log J vs. forward voltage character-
Co-Si (36-64) film. The appearance of the precipitates could istics for the two different film compositions exhibited some
be evidence of a slight substrate reaction. changes in the diode characteristics after the three anneal-

The result of the different materials analysis can be sum- ings. After 500 'C, distinct difference between the two com-
marised as follows. Annealing at 500 'C for 5 h formed CoSi positions appears in the characteristics, which decreases
and CoSi 2 [6]. (All Co was consumed and no substrate after the two following annealings. After the 500'hC anneal-
reaction occurred.) After annealing at 700TC no evidence of ing the SBH for the Co-Si (36-64) contact has its highest
substrate reaction could be found. Slight substrate reaction
might have occurred during the 900 'C anneal but remain- value, 1.01 eV, and then decreases after annealing at higher

i t temperatures as can be seen in Table I. It reaches its lowest
ing traces of CoSi in the film reveal a non-complete CoSi 2  value, 0.52 eV, after annealing at 900 'C. The ideality factor
formation. qi remains almost constant at 1.2 after the heat treatments

although slightly lower slope of the curves annealed at
900 'C reveals an increased ideality factor. The lower slope

2700 ........................................ seen after the highest annealing temperature can be inter-

i i 2.4MeV 411e 7 T6 0 Co preted as an increased recombination current, in the deple-
1680 -tion region of the contact. Forward characteristics of theS 2025DEETR

-22ECo-Si (36-64) contact after annealing at 500 'C as a func-

tion of temperature can be seen in Fig. 2. Good behaviour
_ 1350 - Si over at least 6 decades are demonstrated with the ideality

factor always lower than 1.2 in the linear region. After
-_t Co-si(36-64) [annealing at 700°C, the ideality factor decreases and the
>-675 . Co-Si (38-62) SBH increases at higher operating temperatures. At 475 K

the contact displays almost ideal characteristics with the
0......... ideality factor as low as 1.06.
1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 At 5 V reverse bias the current density for the Co-Si (36-

Backscattered Energy (MeV) 64) contact was 2.1 .10- A/cm 2 after annealing at 500'C.

Fig. 1. RBS-spectra of the Schottky contacts revealing the difference in Annealing at 700 'C and 900 'C increased it to 4.5 - 10-' A/
composition between the two depositions after annealing at 900'C. The cm 2 and 1.7A/cm 2, respectively. Obviously the leakage
lower Co signal and the higher Si signal belongs to the Co-Si (36-64) film.
The arrows correspond to the surface positions of the elements and the current varies inversely with the SBH. Further reverse
inset depicts the sample configuration during analysis. biasing to 100V for the contact annealed at 500 'C only

Table I. Results of Schottky-barrier height d0B measurements of n-type Co-Si (36-64)/6H-SiC
contacts by capacitance-voltage (C-V), current-voltage (I-V) and temperature activated-I-V
(act.) methods as a function of annealing temperature; also included are measurements of the
reverse leakage current density at 5 V reverse bias as a function of annealing temperature

n-type

Annealing temperature O B c- 1B ,(temp) OB ,,(temp-interval) J-

(°C) (eV) (eV) ?I (eV) (A/cm2 )

500 1.05 1.01 (300K) 1.15 0.96 (300 K-350 K) 3.0 10-7

700 1.05 0.82 (300 K) 1.16 0.75 (300 K-350 K) 4.2 10- 5

0.91 (450 K) 1.06 0.86 (350 K-475 K)
900 0.75 0.52 (300 K) 1.25 0.41 (300 K-475 K) 1.7 100

- (450 K) 2.2
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2102 extracted dopant concentration increases from 5 • 1016 to
10.2 n-type 1 7 - 1016 cm- 3 after annealing at 500'C and 900'C respec-

Co-Si q6-64)/6H-SiC o S tively. The SBH was about 0.06 eV lower for the Co-Si (38-
1 350K 500 5 hours 10 62) film over the investigated interval.

340 K () eV
330 K T(K) %(ev) 0

S1 300 1.21 0.96 3.3. Electrical characteristics of p-type rectifying contacts
2 310 1.19 0.97 -4 Electrical characterisation after the 500'C anneal revealed

"10"8 320 K 320 1.17 0.97 10 the presence of an insulating layer at the SiC/silicide inter-
1 310 K 330 1.17 0.97 1 0 face. However, after annealing at 700'C for 5min the con-S--300 K 340 1.16 0.97 6C

1010 350-1.14. 0.97 3 10-6 tacts displayed rectifying characteristics. Materials analysis
1 1did not reveal any differences before and after this latter

1012 0 0 , ,, 108 heat treatment. These observations suggest a break up

Forward Voltage (V) process of the insulating layer during the 5 min annealing at

Fig. 2. Forward current-voltage characteristics for a n-type Co-Si (36-64)/ 700 °C.
6H-SiC contact, annealed at 500'C. The forward current-voltage characteristics of the p-type

Co-Si (36-64) contacts annealed at 500'C and 5min at
700 'C are shown in Fig. 4. From the linear portion of the

increased the current density to 5 • 10- 5 A/cm2 . Irreversible curve an ideality factor of 1.38 and a SBH of 1.41 eV was
breakdown did not occur for the contacts under a reverse obtained at 300 K. At 350 K the ideality factor improved to
bias of 100 V. 1.31. The large differences in current density at 1.2 V can be

Log J/T 2 vs. 11T plots were used to investigate the con- attributed to incomplete ionisation of the p-type dopants.
tribution of recombination current. Annealing at 500 'C: at Annealing at 900 'C decreased the linear region to less than
temperatures ranging from 300 K to 350 K the activation three decades and the SBH to 1.15eV as can be seen in
energy was 0.96 eV. Table II. As for the n-type contacts the reverse leakage

Annealing at 700 'C: measurement from 350 K to 475 K current of the p-type contacts was proportional to the SBH.
yielded two activation energies, EAs, equal to 0.86eV and No irreversible breakdown occurred before 100V and the
0.75 eV at the high and low temperature end of the interval, current density was 5.3 - 10- A/cm2 when the contacts
respectively. The SBH at 475 K was 0.91 eV and the ideality were reverse biased to 100 V after the 500 'C annealing.
factor was 1.06. A linear fit of the OB(T) values obtained Temperature activation measurements for p-type Co-Si
could be extrapolated with good regression to the SBH at (36-64) contacts annealed at 500 'C were done in the 280 K
zero temperature. to 350 K temperature range. An EA of 1.04 eV was obtained

Annealing at 900'C: only one activation energy (EA = and the 0,(T) values extracted from the log J vs. Vfor plots
0.41 eV) was found. The SBH at 300 was 0.61 eV. The ideal- showed good correlation to a linear interpolation. The zero
ity factor increased from 1.26 to an extracted value of 2.2 temperature SBH was 1.00 eV. Annealing at 700 'C
when the temperature was increased from 300 K to 450 K. increased the recombination current. Measurement at tem-
These results indicate a large increase of recombination after peratures ranging between 300 K to 475 K, yielded two EA s,
annealing at 900'C. Negligible difference in the I-V- one at 1.16eV corresponding to the thermionic emission
characteristics with regards to the Co-Si (36-64) contact current and a second one below 400K equal to 0.64eV.
were obtained for the Co-Si (38-62) contact. Annealing at 900 'C: activation plots from temperatures

Figure 3 display C-V-data for the n-type contacts. The ranging between 300 K and 475 K, revealed EA equal to
highest SBH 1.06eV, corresponds to annealing at 500'C. 0.77eV. Starting from values around 1.4, the extracted
Further annealing at 700 'C only has a small effect on the ideality factor increased to 2.5 when the temperature was
SBH. Annealing at 900 'C lowers the barrier to 0.75 eV. The increased from 300 K to 450 K.

The results from the C-V-measurements of p-type Co-Si
0.008 • (36-64) contacts are displayed in Table II and in Fig. 3.

o n-type 500°0
0 n-type 7000C

-0.006 - n-type 90000 10-3  p-type 101
C\1 0p 

2p 5 Co-Si (36-64) / 6H-SiC
0. p-type 50000 350 K 5000 C 5 hours 1"0 D
0.004 . p-type 7000C -Z 10- 340K T(K) T 4(eV

' y p-type 9000 330K 300 1.38 1.41
- -10

7  310 1.37 1.42 03

"0.002 320 1.34 1.44
0 320 K 330 1.34 1.45 -105

""10 310 K 340 1.35 1.45
0-300 K 350 1.31 1.48

0 1 0 4 " 1 1 0 7

-3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1 0 0.4 0.8 1.2 1.6 2
Applied Voltage (V) Forward Voltage (V)

Fig. 3. C-V-data of the Co-Si (36-64)/6H-SiC contacts after the different Fig. 4. Forward current-voltage characteristics for a p-type Co-Si (36-64)/
annealings. 6H-SiC contact, annealed at 500 'C.
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Table II. Results of Schottky-barrier height OB measurements of p-type Co-Si (36-64)/6H-SiC
contacts by capacitance-voltage (C-V), current-voltage (I-V) and temperature activated I-V (act.)
methods as a function of annealing temperature; also included are measurements of the reverse
leakage current density at 5 V reverse bias as a function of annealing temperature

p-type

Annealing temperature B c-v 0" ,_v(temp) 0. ,,(temp-interval) Jrev
(IC) (eV) (eV) 1 (eV) (A/cm

2
)

500 1.90 1.41 (300K) 1.38 1.04 (300 K-350 K) 6.3 _ 10-7

1.48 (350 K) 1.31
700 2.10 1.30 (300K) 1.61 0.61 (300 K-350 K) 8.1 10-6

1.54 (450 K) 1.41 1.16 (350 K-475 K)
900 2.69 1.15 (300K) 1.33 0.61 (300 K-475 K) 2.4 10-5

- (450 K) 2.5

Dopant concentrations of 8 - 1016cm- 3 and 1 • 1017cm- 3  complex behaviour. Annealing below the threshold tern-
were extracted after heat treatments at 500 'C and 900 'C. perature for substrate reaction, yield SBHs and ideality
The SBH increased after every heat treatment. After anneal- factors around 1.4. At higher operating temperatures the
ing to 900'C the extracted value for the SBH was 2.69eV. recombination current decreases. Results obtained by C-V-
Obviously the C-V-method over-estimate the SBH when measurement yield higher values of the SBH, 1.90eV and
the slight substrate reaction has occurred. The Co-Si (38- 2.10eV after annealing at 500'C and 700'C, respectively. A
62) contact displayed similar results for all electrical mea- large amount of the discrepancy between the SBHs can be
surements. attributed to the high value of the ideality factor. Annealing

at 900 'C leads to higher ideality factors. q/ has a value of

4. Discussion 1.58 at 300K and reaches a value of 2.5 at 450K. These
4.1. Solid state reactions unusual high values of q for both the n- and p-type contacts

at elevated temperatures could be explained by traps
No detectable reaction between the substrate and the sili- created at the interface by the substrate reaction during the
cide took place after annealing at 700'C. This observation 900'C annealing. As the operating temperature increases
agrees with an earlier report of an increased reaction tem- more carriers are generated that can recombine thereby
perature for silicidation on SiC compared to Si [5]. yielding a higher value of ?1. C-V- and I-V-measurements

reveal a SBH of 2.69 eV and 1.34 eV, respectively. The over-
4.2. Schottky barrier height and recombination for n-type estimation of the SBH obtained by C-V-measurements can
contacts be explained by an additional in-series capacitance in the

The SBH obtained from C-V- and I-V-measurements after contact. For instance, the Al dopants at the SiC surface can
the 500 'C annealing are in good agreement. The result react with CoSi2 and form a Co 2A19 alloy [12] and leave a
obtained from temperature activation corresponds to the thin intrinsic SiC layer underneath that introduces addi-
SBH at zero temperature. As the operating temperature is tional series capacitance. Additional research is needed to
increased the recombination contribution decreases yielding confirm these speculations.
a higher value of the SBH. After the 700'C anneal the The results after the annealings suggest that the slight
recombination current increased. Annealing at 900'C substrate reaction affects the value of the SBH. At tem-
changed the rectifying characteristics substantially, the SBH peratures below 900 'C where no evidence of reaction with
was lowered to 0.30 eV. This observed lowering of the SBH the substrate is found, a value of 1.05 + 0.05 eV and
after annealing, is in agreement with findings by Porter [8]; 1.90 + 0.05 eV can be reported for the SBH of CoSi2 to n-
however, for the Pt/SiC system, the barrier height is re- and p-type, respectively. Small islands of CoSi in the film
ported to increase after substrate reaction [9]. These results could affect the SBH obtained if SBH(coSi) was lower than
are somewhat surprising since the two materials systems, SBH(COSi 2), but that is not the case since the SBH to n-type
Co-SiC and Pt-SiC, resemble each other with respect to the SiC is lowered when Si is supplied to the silicide after the
absence of metal-carbides. slight substrate reaction. The sum of the SBHs on n- and

The absence of irreversible breakdowns when the contacts p-type add up to 2.95 + 0.1 eV which is close to the energy
were reverse biased to 100 V is attributed to the lack of edge bandgap of 6H-SiC, Eg(6HSiC) 2.86eV, at 300K [13].
termination [10]. On the other hand, Bhatnagar et al. [11] Annealing at 900 "C changes the obtained values of the SBH
claims that the ideal value for the breakdown voltage significantly. On n-type the barrier is lowered to 0.75 eV but
should be a factor 1.4 higher than the value obtained increased on p-type to 2.7eV. This rather large change of
without surface passivation and edge termination. Hence it the SBH can mainly be attributed to the slight substrate
can be expected that no breakdown should occur before reaction although other mechanisms are not ruled out for
140 V. changing the electrical properties.

4.3. Schottky barrier height and recombination for p-type
contacts 5. Conclusions

If the values of the SBH obtained by both C-V- and I-V- 1. Cobalt disilicide Schottky contacts to both n- and p-type
methods are put together as in Table II they display a 6H-SiC have been investigated. The contacts display stable
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Abstract In the present project the properties of thin Pt films on
Si(l 11) 7 x 7 surfaces are studied under UHV conditions.

Thin Pt- and Pt-silicide films on Si are currently used in microelectronics The aim was to characterize in more detail the reaction
as Schottky diodes with high values of the electrical barrier (- 0.8 eV). Such
films also have metallic or near metallic sheet conductivities and are suited between Pt and Si, the interface and the growth mode of the
for interconnects. The choice of Pt is indicated by the reaction between Pt film during deposition, including its in-depth composition.
and Si which seems easy to control, at low temperatures, enabling so-called The effects of annealing with and without impurities were
self-alignment of the silicide pattern. This is somewhat unexpected, also studied, as was the possible catalytic activity of the
however, when considering the bulk thermodynamic phase diagram of metal or reacted compound towards oxidation. The band
these elements. From this, processing temperatures of over 830 'C should
be needed for reaching the eutectic temperature and an even higher tem- bending, and thus the Schottky barrier, can be followed in
perature (1210'C) needed to reach the most stable silicide composition, surface core level photoemission experiments with synchro-
PtSi. Many times, studies of the Pt/Si system under UHV conditions of tron radiation. These studies follow a number of previous
processing and purity have been interpreted as forming silicide at the Si reports [2, 3, 4, 5], in which the principal aim was to under-
surface, even at room temperature, However, it was noted that no bulk stand the relationship between the atomic and electronic
silicide is grown from thin Pt deposits by heating in UHV. Normally, an
inhomogeneous composition profile is found with the top surface being structure of the interface and the Schottky barrier character-
enriched in silicon. In the present studies Pt was deposited slowly on the istics. Parallel studies looked for the best methods to form
Si(i I1) 7 x 7 surface. This was done to follow its reaction and in-depth thick silicide layers and the possible epitaxial growth of PtSi
distribution profile during deposition, and the formation of the Schottky on Si, such as rapid thermal anealing or the use of
barrier in this step. Subsequent annealing was then studied. Further experi- "forming" gases [6]. The failure of UHV based methods to
ments studied the sensitivity of annealing to impurities (C and 0), and to
oxidation. It was found that during deposition of Pt some Si atoms are produce homogeneous silicides were first noted in [2], and
retained in the top surface, bonding with or imbedding themselves in the Pt then further demonstrated in [4]. It was therefore uncertain,
with a silicide-like appearance of the valence band, Si(2p) core levels, and what Schottky barriers would result from UHV based pro-
the Si (L2 .3 VV) Auger spectrum (XAES). However the distribution of Pt cessing.
and Si below the surface during deposition is indicative of an almost homo-
geneous Pt film, with some signs of a combined island and layer growth,
past the first monolayer of Pt. The dislodging of Si atoms occurs during Experimental details
completion of the first monolayer, and the reaction starts only after this is
completed. Impurities in a Pt film, present before annealing, were found to The experiments were performed in UHV systems with elec-
create a homogeneous, stable metallic phase. Oxidation of various Pt/Si tron spectrometers, Pt evaporators, gas inlet systems, excita-
structures differs from that of clean Si surfaces at intermediate tem-
peratures, where evidence for the formation of an oxide with (weak) fea- tion sources for photoemission, and sample cleaning and
tures of Si0 2 is obtained, heating. Synchrotron radiation was available at MAX Lab

in Lund, while all other experiments were done in Odense.
The Si(l 11) samples were P-doped n-type wafers with

Introduction doping levels of 1017 cm-3 . They were cleaned by flashing
after bake-out of the system, during which they were pro-

In the continued development and refinement of materials tected by a native oxide layer. For reference purposes Pt
and processes for microelectronics the search for a deeper was also evaporated on the as received samples after bake-
understanding particularly of silicon oxidation and metal- out to study if the growth of Pt differs from the case of a
lization reactions seem more important than ever to over- clean surface. Two different Pt evaporation methods were
come some of the bottlenecks predicted for ultra large scale employed: At MAX Lab, a W wire supporting a thin Pt
integration towards the year 2000 [1]. In fact it does not wire wound around it was heated, while in Odense an indi-
today seem justified to claim that these very important pro- rectly heated Ta plate supporting a Pt foil was used. The
cesses of the microelectronics technology are sufficiently well evaporation rate was monitored with a quartz crystal,
understood in basic terms. As a matter of fact there exists a elaborated into a double crystal set-up to compensate for
kind of "pressure gap" in microelectronics between funda- thermal drift. Even with this system, however, radiation and
mental research, such as UHV based studies, and techno- charge pick-up turned out to be a problem, and only a short
logical processing, as quoted for catalysis research. The exposure period could be used to establish the rate, by sub-
advent of MBE methods seems to have brought with it, tracting the frequencies just before and shortly after expo-
however, a closer match between basic and applied research, sure, with minimum thermal loading of the system. Further
and maybe the next decade will see similar progress in oxi- estimates of the rates were obtained from AES and XPS
dation and metallization research. signals, and from the knowledge of the systematics. This
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obviously gives a degree of uncertainty with respect to the Figs 2(a) and 2(b), the intensities of the signals are plotted as
absolute rates, but this is a problem common to all studies functions of the Pt dose received. Due to a difference in
of this system. sampling depths at the different kinetic energies in these

spectra, the two sets of intensities behave qualitatively differ-

Results ent. The core line signals [Fig. 2(a)] indicate a nearly
uniform growth of a Pt film on top of the Si surface, with a

Deposition at room temperature small amount of islanding [7]. They sample the entire Pt

The growth of Pt on Si(1 11) 7 x 7 at a rate of deposition of layer with only a moderate damping at the thickness depos-
1A/min is demonstrated in Figs 1 and 2. Figure l(a) shows ited in this experiment. In contrast, the Auger lines [Fig.
the Si(2s), Si(2p) and Pt(4f) core lines and the background in 2(b)] represent a more shallow information depth [8]. Thus
that part of the XPS spectrum of the sample excited with the horizontal Pt and Si Auger signals represent a final, con-
Mg-Ks radiation. Similarly, Fig. l(b) shows the Pt(N700) stant surface composition of Pt and Si. A detailed study of
and Si(L2, 3VV) Auger spectra, excited with the X-rays. In

(a) I I ' I I

(a) Pt on Si(111) 7x7
Pt on Si(111) 7x7

Pt(4f)

Ln 0 Si (2s)

t A Pt (4f)
'--E: - 03- Si (2s)x 17_

557t 4 46 I...

1 34

2p 402s x17

0 20 40 60
1000 1100 1200 Pt coverage (•)

Kinetic energy (eV) (b) I I

(b) 1 1 - ' 1 1 I' Pt on Si(ill) 7x7
Pt on 5i(111) 7x7

57 "•: •Pt(NOO)
U1 57

tn 46
C 34
0 23_

SPt 11

0 -

0 20 40 60

40 60 80 100 120 Pt coverage (A)
Kinetic energy (eV) Fig. 2. (a) Si and Pt core line intensities versus Pt dose at room tem-

perature. The filled circles represent a stretched representation of the Si(2s)
Fig. 1. (a) XPS of Pt on Si(l 11) 7 x 7, recorded with Mg-K. radiation. (b) signal. The triangles (Pt(4f) and open circles refer to an identical intensity
XAES of Pt on Si(1 11) 7 x 7. Same conditions as Fig l(a). The insert shows scale. (b) XAES signals [from differentiated representations of the distribu-
a high resolution recording of the Si(L 2 3VV) part of the upper spectrum, tion of Fig. l(b)] versus Pt dose at room temperature. Same conditions as
giving clear indications for silicide like features [5]. Fig. 2(a).
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the growth of the first few monolayers is given in [3] and curve fitting. In agreement with the current understanding
[4]. The small amount of islanding in this case [Fig. 2(a)] is of the Si(2p) spectra of the 7 x 7 structure, the three corn-
contrasted with a larger amount observed when Pt is depos- ponents of the clean surface spectrum are assigned to the
ited on the surface covered by a 20 A native oxide layer. It is ad-atoms, "bulk" atoms and rest atoms of the DAS-model
detected as a deviation from a purely exponential behaviour [9]. The displacement of the peaks with Pt coverage is
of these plots. From the line shape of the Si(L 2 3VV) spec- indicative of chemical exchange and/or bending of the bands
trum it is concluded that the surroundings for the surface Si of the Si crystal. If the "bulk" peak is tracked, a total shift
atoms are similar to PtSi [4]. Thus it is concluded from between the top spectrum and the bottom spectrum of
these measurements that a reacted surface layer is formed 0.5eV is observed. At completing the first layer the shift
with Si atoms in a Pt rich film. No signs of the buried inter- amounts to 0.3 eV. The shift of Pt is of the order of 0.2 eV,
face are available in this case. but in the same direction as for Si, and it occurs only after

With the facilities at MAX Lab in Lund it is possible to completion of the first layer. This indicates that in the reac-
do surface core level spectroscopy, by choosing an appropri- tion a net charge transfer occurs from Pt to Si. The Si band
ate photon energy and total resolution of the system. This is bending in the initial phase (first layer of Pt) is thus due
demonstrated in Fig. 3, which shows the development of the mostly to a change of surface structure. This change is
Si(2p) [Fig. 3(a)] and Pt(4f) [Fig. 3(b)] core level spectra directly indicated by the changes in the Si(2p) spectrum
during Pt deposition. In the Si(2p) spectra four components during deposition [Fig. 3(a)], which show that the ad-atoms
are clearly visible to the eye without resorting to detailed are removed before the first monolayer is completed. At

(a) I I ' I I (b) II I '

Si(111) 7x0, Pt dep. 5i(111) 7x7, Pt dep.

hv= 130eV y. bulk hv = 150eV• I Pt 4f
Si 2p 0.01,

rest: 0.15 I

0.304

•7: . .

Z a']: d 0.454, ... , • -,._,' -.

. . i0.77 074.6~W.
-- -.. ..0 ..

........:. 0 ,, 04 cla 07 / • ". .. "%,
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~7.0 16.94..,": • 1 "'/• "
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Fig. 3. (a) Si(2p) core line spectrum at EpSbtf = 130eV, during Pt depositions at room temperature. See text for details. (b) Pt (4f) core line spectrum,
under the same conditions as Fig. 3(a). Ep =o.. 150eV.
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coverages exceeding a monolayer the Si(2p) spectrum is the evaporator. A 15A thick film, heavily contaminated at
indicative of a metallic system, characterized by the inelastic the surface with C and 0, was annealed, producing the XPS
losses on the low-energy side of the peaks [10]. This is the spectrum shown in Fig. 5. In this figure the plasmon loss
spectrum of reacted Si and Pt (silicide). In conclusion then, a peaks are depicted in more detail than before to demon-
large part of the Schottky barrier height (of about 0.80eV, strate that a metallic like compound seems to have formed.
corresponding to a band bending of 0.65eV for this doping However the surface of this sample does not represent a sili-
level) for the Si/Pt interface is already developed in the cide like Si(L 2 , 3VV) Auger spectrum, but the ratio of the Pt
contact reaction between Pt and Si, without annealing. In and Si signals could indicate a composition like PtSi. The
this case, the interface is still (just) visible until the last core level intensities of this sample also show that the Si to
coverage included (bulk peak), but covered with metal and Pt ratio in the entire reacted phase is significantly more
silicide. The intensities of the signals are as given in [3]. stable with respect to annealing than for the clean systems,

at temperatures up to 950 'C. This could indicate a silicide-

Annealing studies like bulk composition, but more work is obviously needed

Results of annealing of a - 60 A thick Pt deposit are pre- for this and similar cases.

sented in Fig. 4. The figure shows the development of the Oxidation studies
Auger spectra of Si and Pt, after various annealing cycles. It
is evident that the Si (L2, 3VV) Auger spectrum changes its The sample, which resulted from the procedures mentioned
shape drastically upon the first annealing cycle taking the above (Fig. 5), was annealed several times at 800°C which
sample up to 300 'C. This change represents a break-up of resulted in a clean surface with a 1 x 1 hexagonal LEED
the silicide at the surface [4]. The core level intensities show pattern. Room temperature oxygen exposure to 40 L
that Si diffuses into the Pt film or Pt into the substrate at (saturation of a clean Si(111) 7 x 7 surface [12]) does not
higher temperatures. In a separate experiment it was probed produce any uptake of oxygen (Fig. 6).
whether Pt evaporated from the sample [7]. This was found In contrast, by keeping the sample at 500 °C during
not to be the case at any of the temperatures used here. The oxygen exposure, an uptake occurs as shown in Fig. 6. The
surface concentration of Pt stabilizes after several annealing oxygen signal versus exposure is shown in the insert. The
cycles up to 1200 'C. In this stage the surface is a J/3 x s3aturationer is aove 1000 L.rThe r oxid e
reconstruction with the remaining Pt atoms in sixfold inter- layer is thicker than for the clean surface (oxidised at room
stitial sites in the top double layer of the silicon crystal [11] temperature) and has a Si (L2 IVV) spectrum as shown inThus these experiments clearly demonstrate that a thin Pt Fig. 7. This spectrum (and its differentiated replica) has indi-

cations for SiO 2 like features of the oxide [13]. Also the
film under these conditions will not form a homogeneous V3 x V3 surface oxidises with a similar saturation expo-
silicide with a well defined interface, but it does create a sur.Tstsure. The non-reacted surface does not take up oxygen at
stable surface structure and a dispersed Pt concentration in these low pressures. Thus none of the surfaces are more
the bulk of the sample.

To test some suggestions about the role of nucleation reactive to oxygen at room temperature than clean Si sur-
centers for the silicidation reaction, a deposition was under- faces, but at elevated temperatures they are significantly
taken with impurities (C and 0) by not applying cooling to

I I I I I i I I I I I

, t'o','''1 , ' anneaing ,-Annealing of 154 Pt/Si(111)(+CO)-Pt on Si(111)70? annealing

Si
8000C

0 Pt 2s 2p
as rec.

:3 300oC :C
n400 0C 2I._ L. plasmon

0Pt Si plasmon

650oC
7000 C
8000C8 5 0 oC -•
925°C

I , , , I , , ,I , , I , , i 11,250Cl
40 60 80 100 120 140

Kinetic energy (eV) 1060 1080 1100 1120 1140 1160
Kinetic energy (eV)

Fig. 4. XAES spectra of 60 A Pt on Si(1 11) during annealing. Top spec-

trum: Before annealing. Spectra below represent the sequence of max. tem- Fig. 5. XPS of Si(2s)-Si(2p) region showing plasmons after annealing of the
peratures given to the right of the figure. contaminated 15 A Pt film on Si(1 11) to 800 'C.
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' I i , temperature. In this step the Si ad-atoms of the 7 x 7 struc-
Oxidation of PtSi compound at 500'C ture are gradually removed from their positions without

80" other significant changes of the surface structure. They mix
60• with Pt atoms after completion of a monolayer to form a

- local silicide-like phase at the surface. Below that phase a20- Pt-rich phase is growing with further Pt arriving. The slight-
10 est thermal excitation breaks up this phase and reorders the

-0 00 1000 entire surface region by diffusional motion. A large part ofSoxygen exposure(L) the band bending occurs from removal of the ad-atoms in
the initial phase of deposition. When silicide is formed a

160 L
L room .... 40. L further band bending occurs due to the polarization of the

--. ,40 - 40 L 912 L Si-Pt bonds. Other effects on the distribution or bonding of
80 L .... 1392 L the elements at the surface can be due to impurities. It has

been demonstrated here that C and 0 deposited together
Swith Pt "help" in creating a stable, homogeneous and

0s) Pt(4p) extended phase with a composition close to a silicide, with
metallic properties witnessed here by its plasmon spectrum.
Oxidation at elevated temperatures of (annealed) Pt depos-

700 720 740 760 its is strongly enhanced compared to clean Si, and must be
Kinetic energy (eV) creating diffusional mixing in the process. These findings

may be important clues to the differences between conven-
Fig. 6. O(Is) and Pt(4p) lines of a PtSi compound oxidised at 500 'C; versus tional technological processing which are found to form Pt-
oxygen exposure. The insert shows the O(ls) signal versus oxygen exposure
in L(10

6
Torrxsec). silicides at low temperatures, with the assistance of gaseous

ambients, and UHV conditions, under which such processes
do not occur.

I I ' I ' ' I ' ' ' I
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Abstract solved. A further aspect, which we will discuss, is the poly-

SiC has in comparison with Si superior basic properties for applications in typism of SiC, which may allow us to obtain generic know-
high-power, high-frequency and high-temperature electronics. The potential ledge of, for instance, defects in semiconductors. The
applications of SiC were known decades ago, but the poor quality of the emphasis will be on the recent work performed at Link-
material produced at that time has delayed the device development. 6ping University and for earlier work we refer to Refs
However, during the last years the crystal growth process of SiC has been [1-13].
improved considerably. We will present some important properties of SiC,
describe the two most common growth processes and discuss fundamental
materials problems that remain to be solved. A further aspect, which we 2. Some important properties of SiC
will discuss, is the polytypism of SiC, which may allow us to obtain generic
knowledge of, for instance, defects in semiconductors. 2.1. The polytypes of SiC

SiC is the classic example of a one-dimensional polymor-
1. Introduction phism called polytypism. The polytypes of SiC differ from

one another only in the stacking sequence of double layers
SiC has in comparison with Si superior properties regarding of Si and C atoms. Each double layer consists of a plane of
high-power, high-frequency and high-temperature elec- close-packed Si atoms over a plane of close-packed C
tronics. The material has extremely high thermal conductivi- atoms, where each Si atom lies directly above each C atom.
ty (5 W/cm K), can withstand high electric fields (4 MV/cm) The succeeding double layer is stacked in a close-packed
before breakdown also high current densities. The high arrangement that allows for one of three possible positions
bandgap results in low leakage current even at high tem- (A, B or C) relative the previous double layer, see Fig. 1.
peratures (>700 'C). The above mentioned properties make Depending on the stacking sequence, various structures (i.e.
SiC promising as a power device material. The electrotech- cubic (C), hexagonal (H), or rhombohedral (R)) are formed.
nical industry, with applications at high voltage could thus The stacking direction is the c-axis in the hexagonal frame
in the future advantageously replace Si power transistors, of reference.
thyristors and rectifiers with SiC devices. There really are only three polytypes of practical impor-

Due to its high saturated electron velocity (2.5 x tance, 3C, 6H and 4H. The number denotes the number of
10i cm/s) SiC is also capable of generating large power at double layers in a stacking repeat sequence and the letter
high frequencies. This will prove useful for radars and SiC designates the structure. Thus, we have 3C for cubic SiC
devices could replace electronic tubes as microwave source (f-SiC), which has the same zincblende cubic lattice as Si
in many applications. and GaAs and is the only cubic polytype. All of the other

One important high-temperature SiC application is the polytypes are known as az-SiC, the most common being 6H
car industry, where it sometimes is advantageous to place SiC. All the polytypes, including 3C, have nearly the same
the electronics close to the engine. A further advantage is interatomic distances although their bandgaps differ about
the high chemical stability of SiC, which enables different 1 eV.
types of sensors to work in such a chemically aggressive
high temperature environment. The mining industry has SILICON CARBIDE POLYTYPES
similar needs for logging measurements and control.

The potential applications of SiC were known decades 4 C
ago, but the poor quality of the material has delayed the Base •sC A • A

device development. However, during the last years the B , B C B
crystal growth process of SiC has been improved consider- C 4 B - A
ably. Today 30mm wafers of reasonable quality are com-
mercially available. The availability of such wafers has made A A , C

it possible to develop the SiC Chemical Vapour Deposition * A C C A

(CVD) process faster. This is the background for the dra- B B . B 4ý B B
matically increased, recent interest for SiC. A C A A A

In this paper we will present some important properties of
SiC, describe the two most common growth processes and 6H 3C 4H

discuss fundamental materials problems that remain to be Fig. 1. The stacking sequencies of the most important SiC polytypes.
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2.2. Photoluminescence characterization of SiC Photon Wavelength (A)

Substitutional donors and acceptors have more complex ." 3800 3850 3900 3950

electronic and vibrational properties in SiC than in other • i .--ro
4H SiC LA nsemiconductors such as Si. The most common impurity in rT=6K Q TA

SiC is nitrogen and it is also used for n-type doping. Even • 0
though N occupies only C-sites in SiC it has one, two and > P0
three inequivalent sites to choose between in 3C, 4H and Z Egx

6H-SiC, respectively, each site giving rise to a separate
donor level in the bandgap. The near bandgap low tem- - 3 I I I , 0 I I I I
perature photoluminescence (PL) spectrum of 3C, 4H and 3250 3200 310 ( V0

6H SiC is normally dominated by sharp lines due to the Photon Energ (meV)

recombination of excitons bound at these nitrogen donors, Fig. 3. PL spectrum at 6K of the nitrogen BE complexes in 4H SiC. P0
and Qo are the NP lines due to two inequivalent nitrogen sites. Other

as described below, and the energetic positions of these lines labeled lines are one-phonon replica lines of the P series. Weaker lines are

sensitively depend on the particular polytype. Q series or intrinsic (from [18])
Figure 2 compares two PL spectra taken from two

3C-SiC CVD epilayers; one grown on an on-axis 6H-SiC
substrate (curve a) and the other on a Si substrate (curve b). 1a19r.
Egx indicates the exciton energy gap which is about 2.389 eV [19].Nitrogen in 6H-SiC gives rise to three donor levels at
at 4.2K [14]. The PL spectrum from 3C-SiC grown on 81meV, 137.6meV and 142.4meV below the conduction
6H-SiC contains in the near bandgap region the no-phonon band, respectively [20]. Figure 4 shows PL spectra recorded
(NP) line of the N bound exciton (BE) at about 2.378 eV, as at 4.2 K from different CVD epilayers grown on 6H-SiC: (a)
well as various phonon replicas [14, 15]. The binding high-doped n-type (2 x 10" cm- 3 ), (b) a low-doped n-type
energy of the nitrogen BE is 10meV as measured in bulk (5 x 10" 4 cm- 3 ), (c) a low-doped p-type (5 x 1014 cm- 3 ) and
3C-SiC. When Si is used as the substrate [Fig. 2(b)] the NP (d) an extremely low-doped p-type (<I x 101 4 cm-3)
line of the nitrogen BE from the 3C-SiC epilayer is not sample, respectively. These spectra contain several sharp
observed in our case and the phonon replicas are detected lines related to the recombination of the excitons bound to
with a red shift and a broadening of their line widths. This the three nitrogen donors, to the three aluminium acceptors
behaviour is related to strain effect existing in the CVD 3C and to the recombination of the free excitons (FEs). No-
film. The strain is due to the large mismatch of about 20% phonon BE lines (PO, R0 and SO) associated with the three
in the lattice constants between Si and 3C-SiC. It was nitrogen donor levels are observed together with their
shown that for films thicker than 3 gm the film stress Ishow tht fr ifms hicer tan .t thefil stess phonon replicas. The energy position of these three NP BE
decreases slightly with increase of film thickness [16]. From lin reponds The energies of 1. mE

infrredabsrpton he oniatin eerg oftheN dnorlines corresponds to the BE binding energies of 16.0 meV,
infrareed aborond the ioniz n e y o] t30.6meV, and 32.4meV, if the exciton band gap is taken as
has been found to be 54.2 meV [a17]. 3.023 eV [15]. For the p-type epilayer the unresolved NP

The hexagonal 4H polytype of SiC has an excitonic lines of the Al-BE [21] are detected. Since SiC has an indi-
rect bandgap the FE NP line is not observed. However,

spectrum in the near bandgap region of a bulk crystal. various phonon replicas are clearly observed and in some
There are two NP lines marked as P0 and Q0 from the two cases dominate the PL spectra of the low-doped CVD epi-
inequivalent nitrogen sites, and with each NP line a series of layers.
lines is associated through phonon emission. The exciton Other defect centers can be observed in the PL spectra of
binding energies are 7 meV and 20 meV, respectively. From the different SiC polytypes. The PL spectrum of the Ti
infrared absorption the ionization energies of the N donors

Nitrogen BE "4-1 Al

"4- Po4PO

"* b)

LA T4 P0 77 P

44I P Ta)4100 4150 .4200 4250 4300

Photon Wavelength (A)
5100 5200 5300 5400 5500 5600 Fig. 4. PL spectra at 4.2K of four different CVD 6H epilayers. (a) is a

Photon Wavelength (A) high-doped n-type, (b) is a low-doped n-type and (c) and (d) are low-doped
p-type films. Po, Ro and So are the NP lines due to the three inequivalent

Fig. 2. PL spectra at 4.2 K showing the nitrogen BE from 3C SiC CVD N sites. Al denotes the NP unresolved lines due to the Al BE. 1h is the label
films grown on (a) 6H-SiC substrate and (b) Si substrate, respectively, for the intrinsic (or FE) lines, where h is the phonon replica energy.
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impurity has been observed in various polytypes and the around 2200 'C and the source is heated up to 100-200 'C
NP line energies were shown to be almost independent of more, some parts of the growth equipment require water
the polytype energy gap. The experimental results were cooling. When doping is intended the dopants are either
explained with a model in which Ti is an isoelectronic sub- added to the starting material or introduced as gas mix-
stituent for Si [22]. Radiation defects introduced by ion- tures.
implantation or electron bombardment give rise to various This type of equipment is most commonly used for
PL spectra. Some of the defects persist after a 1600'C producing 6H and 4H SiC ingots with a growth rate of
anneal and they are also observed in CVD grown material. about 1 mm/h. The typical boule size is 30 mm in diameter
They are mainly the D, center in 3C and 6H CVD epilayers and several cm in length.
and also the D11 center in 3C film [16, 23]. PL lines due to In fact, the SiC bulk growth from vapor phase is to be
hydrogen related centers, similar to hydrogen spectra of regarded as a superposition of several interrelated processes
implanted and annealed Lely samples, have also been seen such as evaporation of the starting material, heterogeneous
in 4H and 6H CVD films [24]. Visible luminescence due to nucleation, mass transport to the growing surface, and spe-
donor (N)-acceptor (Al, Ga, B) pair recombination is often cific heat-exchange mechanisms. Consequently, the essential
observed in heavely doped material [25]. Finally vanadium growth parameters are the growth temperature, the axial
was shown to be an amphoteric deep level defect substitut- temperature gradient, the gas pressure and the source to
ing Si in 4H and 6H polytypes and associated with infra-red seed distance. The growth rate of the bulk crystals is mainly
luminescence [26]. governed by the temperature and pressure conditions,

although experimental evidence of source to seed distance
3. SiC Growth effect has also been noticed [33].

The SiC sublimation growth can take place within a wide
Here we will describe only the two most important growth temperature range, 1700-2500 "C. However, it has to be
techniques, the seeded sublimation technique (modified noticed that the growth temperature together with the seed
Lely) for bulk growth and the CVD technique for layer determine the polytype and orientation of the grown
growth. For older bulk growth techniques like Acheson and material. The axial temperature gradient in the growth zone
original Lely we refer to [27]. Other layer growth tech- varies from 20 to 40 "C/cm depending on the growth condi-
niques are Liquid Phase Epitaxy (LPE) [28, 29], gas source tions chosen. This process characteristique is directly related
Molecular Beam Epitaxy (MBE) [30] and magnetron sput- to the growth rate as the growth species are transferred by
tering [31]. The latter technique has recently been proven to diffusion from the source to the seed. The mass transfer is
give high-quality 3C SiC on Si substrates [31]. also affected by the fluxes of the gas phase components, i.e.

Si, Si2C and SIC 2. Si is acting as C transport agent and the
3.1. Seeded sublimation growth of bulk material Si vapor pressure is the limiting one for setting the growth
Seeded sublimation growth of bulk SiC is based on material pressure at T < 2400 'C. The total gas pressure in the
transport by sublimation from a hot source of SiC to a SiC growth chamber can vary from several Torr to 1 atm of
seed crystal at lower temperature in a quasiclosed volume Ar-gas. The low pressure alleviates the mass transfer, i.e. the
[32]. Thus, by employing a seed, control of the nucleation growth rate [33].
and polytype homogeniety becomes possible. The crystal structure quality depends on the substrate

Sublimation growth set-up (Fig. 5) is typically designed as perfection and on the vapor supersaturation which in its
a cylindrical reaction chamber, equipped with an RF induc- turn is determined by the. temperature and the difference
tive heating system. In the chamber a crucible assembly is between the source and the seed temperature. The purity of
placed, consisting of a graphite lid on which a seed is set, the grown material is strongly affected by the impurities in
and a cylindrical graphite crucible containing the source the starting SiC which can be either purified abrasive
material. The crucible assembly is covered with heat insula- powder or synthesized polycrystalline material [33, 34]
tors made of graphite felt. Since the growth temperature is

3.2. CVD growth of epitaxial layers

Growth of high-quality epitaxial layers at a reasonable
growth rate (1-3 jtm/hr) is generally done by CVD. In con-
ventional atmospheric pressure CVD, the most common

@ Lid precursor gases are silane and propane. These are diluted in

@ RF Coil a massive flow of carrier gas which normally is hydrogen.

(9 Quartz Tube The precursors are made to decompose in the hot zone of

@ Tm the reactor and an epitaxial film will grow on the substrate,

@ Insulation see Fig. 6. The growth process is made at high temperatures
© Seed Crystal (900°C-1700°C sometimes even higher) where the major

S Source Material part of the thermal losses are in the form of radiation. The
reactor used at Linkoping University has reduced these

@ Crucible losses greatly due to a unique hot-wall susceptor design
@ @ [35].

The purity of commercially available propane is no better
than 99.95% (20 ppm nitrogen), which in many cases is suffi-
cient. However, the nitrogen content in this gas is far too

Fig. 5. A schematic cross-sectional view of SiC sublimation growth system. high to realize ultra-pure material. The purest available
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Sil4 RF coil [35]. The off-axis 6H substrates normally always give the
Quartz tube 6H polytype, since the steps guide the atoms into the right

position [38].

Susceptor
ith substrate

4. Fundamental physics problems to be solved

The different polytypes of SiC can serve as a model system.
They have the same kind of atoms, the same kind of

Fig. 6. A schematic view of a SiC CVD reactor, bonding between the atoms and almost exactly the same

interatomic distances. Only the stacking sequences differ.

hydro-carbon gas is methane with a nitrL..n content of But this affects the band structure and the phonon disper-

0.5 ppm. This appears to be an obvious choice for growth of sion relations and thus all electronic and vibrational proper-

high purity layers but the decomposition energy for ties.

methane is much higher than that for propane. The hot-wall To obtain generic knowledge about defects in semicon-

reactor we use allows us to grow with methane as precursor ductors it is advantageous to compare the properties of the

gas since the decomposition efficiency in the reactor is high. "same" defect both at inequivalent sites in the same poly-

The ratio between the concentration of carbon vs silicon type and at sites in different polytypes. In the next section

(C/Si ratio) needs to be much higher when methane is used. we will report such an investigation on the shallow donor

Additionally, we notice a slightly worse morphology on the nitrogen.

layers produced with methane [36].
Growth on different substrates yields different results. 4.1. Luminescence decay of nitrogen bound excitons

Growth on Si substrates always gives the 3C polytype. We have performed time-resolved measurements on the
Growth on Si substrates is preceeded by a carbonization nitrogen BEs in both 3C and 6H SiC using the time corre-
procedure developed by Nishino et al. [37]. The growth lated photon counting technique [39]. The decay time of the
temperature when Si is used as a substrate can not be too three different excitons in 6H SiC has been measured
high since Si melts just above 1400'C. A temperature separately at 2.0 K and is found to be 1.5 + 0.1 ns,
around 1200 'C has proved suitable for growth of 3C on Si 1.8 + 0.1 ns and 8.0 + 0.5 ns, for the S, R, and P, respec-
substrates in our reactor [35]. Growth on on-axis 6H SiC tively. The corresponding decay curves are shown in Fig.
substrates give 3C, if a high growth rate together with a low 7(a). The observed decay times for the donor BE's in 6H do
temperature is used. The 6H polytype can be produced at as not differ between samples with different doping levels, in
low temperatures as 1200 'C with a very low growth rate the range of 1016 to 1018 cm -.

a) 6H SiC b) 3C SiC

T=2K T=2K

A) 1c9 2x1018
0

00 P
C-P

"8.0 ns 1 2160 ns

a)I

~ 160n160 ns32
4-

1.5 ns 81

1P R S 1 .
0 10 20 30 40 50 60 0 20 40 60 80 100 120 140

Time (ns) Time (ns)
Fig. 7. (a) Photoluminescence decay curves at 2 K of the three nitrogen BEs in 6H SiC. The inset shows the corresponding donor energy level (top) and
the binding energy of the exciton (bottom). The decay times, which are extremely fast, are shown for each exciton. (b) Photoluminescence decay curves at
2K of the nitrogen BE in 3C SiC. The decay time is found to be 160 Its.
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We have also measured the temperature dependence of k-space will be in the vicinity of the zone center. Existing
the decay time in 6H SiC. The measured decay time is found bandstructure calculations [42] show that the bandgap at
to be constant up to a certain temperature, above which it the F-point is close to or larger than twice the minimum
rapidly decreases. This can most simply be described with indirect bandgap. The exact value of the zone center
the introduction of an additional temperature activated bandgap is in this case very important, since the recombi-
non-radiative recombination channel. The activation energy nation rate is strongly dependent on whether the final
for this recombination is within experimental errors equal to energy of the Auger particle is located below or above the
the binding energy of the BE. We therefore conclude that F-point band gap. According to our measurements the
the decrease of the observed decay time is due to the recombination process is very fast (in the low ns range) and
thermal ionization of the BE into a FE. we thus conclude that the direct bandgap is less than twice

The observed decay time at 2 K of the N BE in 3C SiC is the indirect bandgap.
considerably longer, 160 + 5 ns, as shown in Fig. 7(b). Also The nitrogen donor levels in 6H SiC are relatively deep
in this case, we have obtained the same value for the decay causing a strong localisation for the primarily bound elec-
time in several samples, in both bulk and epitaxial layers. tron. This will consequently lead to a delocalized wavefunc-

The observed decay times in both 6H and 3C are con- tion in k-space and a higher probability of Auger
siderably faster than expected for a radiative recombination recombination for final state wavevectors different from
in a semiconductor with an indirect bandgap like SiC. It k = 0. This is further demonstrated by the observed
appears that non-radiative recombination is the dominant decrease in decay time with increasing energy for the three
mechanism that reduces the BE population. From the nitrogen donor levels.
results of these decay time measurements - i.e. fast recombi-
nation, which is temperature independent at low tem-
peratures, no dependence on doping concentration, 5. Fundamental material problems to be solved
correlation between decay time and energy level of the cor-
responding donor - we conclude that the most probable There are several fundamental material problems that need
non-radiative process is a phonon-less Auger process [40, to be solved before SiC devices can be of any substantial

41]. commercial value. The most severe problem is the existence

The donor BE consists originally of three particles, two of small holes, so-called micropipes, penetrating the wafers.

electrons and one hole. In the Auger process one of the elec- The diameter of the micropipes may vary from below gim to

tron recombines with the hole leaving the excess energy and tens of gtm. The micropipe density is today 50-200cm- 2 in

momentum to the second electron. This electron, labelled as high quality material. This makes the yield for devices with

the Auger particle, is then excited up into the conduction areas larger than a few mm2 extremely small. In power

band with an energy close to the bandgap energy and with applications the device areas are often as large as several

an additional wave vector determined by the separation of cm2 . Thus, to make large area devices at all possible and to

the electron and hole in momentum space, see Fig. 8. improve the yield of small area devices the micropipe

In 6H SiC, the hole is located at the valence band top, density must be reduced considerably.

which is located at the F-point in the zone center, whereas In order to realize high voltage rectifying properties it is

the two electrons are located at the conduction band necessary to produce thick low-doped active layers. For

minimum (assumed to be at or close to the M-point at the instance, a 5kV rectifier needs a 40 jtm thick active layer

zone edge). This means that the Auger electron receives an with a controlled doping concentration in the low

additional momentum corresponding to the indirect 101 cm-' range. The residual doping should be in the low

bandgap, and that the final state of the Auger electron in 101 cm-' range.
For bipolar, high-voltage devices the carrier lifetime in

the active layer must be long under high-injection condi-
tions. Otherwise the forward voltage drop becomes too

CB high. The previously mentioned 5 kV rectifier would require
a high-injection lifetime of about 1 lts.

For high-frequency devices the frequency limit is set by
the coupling to the conducting substrate. Semi-insulating
substrates or thick semi-insulating films to isolate the device

• , structures would thus be an important improvement.%• "" EWe will in the following two sections report on the latest

results achieved at Link6ping University concerning low
% % residual carrier concentration and long carrier lifetime.

5.1. Low residual carrier concentration
VB Nitrogen is, as previously mentioned, the most common

defect in SiC. CVD-layers with very low nitrogen concentra-
F p Mtion can be grown, though great care must be taken prior toM M and during growth. Due to the high nitrogen content of the

Fig. 8. A schematic view of the donor BE Auger recombination in 6H SiC.

One of the electrons of the BE recombines with the hole. The excess energy propane precursor, it is difficult to grow layers with a nitro-
and momentum is transferred to the second electron, which is excited up in gen concentration lower than 1015 cm-3. Compensating
the conduction band. acceptors can, however, unintentionally be introduced from
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the graphite if the protecting SiC film on the susceptor is n-layer has excellent crystalline quality with no signs of any
partly etched away by the hydrogen flow. This can be seen compensating acceptors.
in PL, since Al BEs will appear in the PL spectra, see Fig.
4(c) and (d). Figure 4(b) shows a PL spectrum from a low 5.2 Long carrier lifetime and lifetime limiting defect

doped n-type sample without any noticeable compensating We have managed to grow CVD layers with reasonable
acceptors. By comparing the ratio between the N BE and long carrier lifetimes. For uncompensated layers with
the FE (177) with the doping concentration of the layer for doping less than 10i'cm- 3 the minority-carrier lifetime
n-type samples, a clear correlation is seen Fig. 9. Layers approaches 0.5 tis at room temperature.
with little or no compensating acceptors (i.e. no Al BEs Up to now very little is known about deep level defects in
could be observed in the PL spectra) produce a straight line SiC, which play important roles in carrier recombination.
in Fig. 9. Compensated films all lie above this line, since Among them, the dominant recombination center (i.e. the
they have lower net doping concentration and due to a rela- lifetime-limiting defect), despite of its significant importance,
tively higher amount of impurities also have lower FE is still a mystery. This is mainly due to the lack of suitable
intensity, experimental techniques which not only are sensitive to

Methane is, as mentioned previously, a purer source than carrier recombination but also provide detailed information
propane. Using methane uncompensated n-type layers have about the defect electronic and geometrical structure.
been produced with a residual doping concentration as low Optical detection of magnetic resonance (ODMR) has in
as 5 - 1014cm-3. If the C/Si ratio is increased the nitrogen the past decade proven to be a very powerful technique,
incorporation is decreased and, provided there are any com- which combines highly sensitive optical spectroscopy with
pensating acceptors in the reactor, a extremely low doped microscopically informative magnetic-resonance techniques
p-type layer can be grown. Figure 4(d) shows a PL spectrum [43]. ODMR is a suitable technique in, studying the lifetime
of such a low-doped p-type film. The Al BEs are clearly limiting defect, since the radiative carrier recombination
seen, however the spectrum is almost entirely dominated by processes are directly monitored in the experiments. A
FE related lines. Note that the nitrogen BE lines are merged magnetic-resonance enhanced carrier recombination via the
with the 13 6FE related line. The doping concentration is not dominant recombination center will result in a correspond-
measured on this sample but is well below 10i'cm-3. ing decrease in carrier recombination via other channels
Although methane gives much purer layers, propane is nor- [44]. In other words, the PL emission directly related to the
mally preferred due to the superior morphology obtained dominant recombination channel, if it is radiative, will
with this source. Propane was therefore the obvious choice increase upon the magnetic resonance condition. PL emis-
when a structure was grown intended to be processed into a sions other than the dominant recombination center will
high voltage rectifier potentially capable of handling 5kV. consequently decrease due to the competing process.
On a n+ substrate, a 45 1m n-type layer (approximately The samples studied include 4H and 6H bulk crystals
1 . 101l cm-3) was grown, followed by a heavily p-type grown by the modified Lely method and epilayers grown by
doped layer 1.5 1im thick. The p-type doping was achieved CVD. They are either n- or p-type doped. The carrier
by a small addition of trimethylaluminium. The layer recombination processes are monitored here by PL emis-
exhibits excellent morphology with the exception for a very sions from the materials. In all these samples studied, an
small corrugation just noticeable at 400 times magnification ODMR signal at around g = 2 can be observed via all the
in a Normarski-type optical microscope. This we believe is PL emissions from the samples, see Fig. 10. The resonance
due to step bunching effects. PL shows that the active line at X-band frequencies is rather broad and probably

contains unresolved hyperfine structure and unresolved res-
onances from different inequivalent lattice sites of the defect.

02 The spectral dependence study shows that this ODMR
102 signal corresponds to an enhancement in the intensity of theSUncompensated

0 Compensated

1 1

00

d 0 -S 10 - z

00

1013 1014 1015 1016 1017

Net Doping Concentration (cma3) ), , I

Fig. 9. The dependence of the BE/FE ratio on the net doping concentra- 3240 3260 3280 3300 3320 3340
tion for n-type epilayers at 4.2 K. The BE/FE ratio is determined from the
PL spectra by the following equation BE/FE = (IR WR + IS W)IFE WFE MAGNETIC FIELD (GAUSS)
where 1R, WR IIS, WS, IFE and WFE are the intensities and full widths at half

maximum of the R0 , So, and 177 lines, respectively. The net doping concen- Fig. 10. ODMR spectrum obtained by detecting the entire visible PL emis-
tration is determined from C-V measurements. sion of 6H SiC, at 4 K and 9.23 GHz.
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Abstract detected in the oxides after thermal oxidation [10] (and

Thermal oxides have been grown on monocrystalline 6H silicon carbide [11] on 3C SiC) will influence both the threshold voltage

samples (n-type and p-type) with both carbon face and silicon face. The and the gate oxide breakdown of MOSFETs. In this study
oxidation was performed in a dry oxygen ambient at 1523 K with or we compare electrical characteristics of oxides grown on the
without the addition of TCA (Trichloroethane), or in wet pyrogenic steam silicon face (Si face) and the carbon face (C face) with either
at 1473 K. Polysilicon gates doped with POCI3 were used for electrical n-type (nitrogen) or p-type (aluminum) doping.
characterisation by capacitance-voltage measurements at room tem-
perature. Large flatband voltage shifts indicate fixed oxide charges up to
10acmn- 2" 2. Experimental

The starting material was monocrystalline 6H silicon
1. Introduction carbide samples with the silicon face or the. carbon face pol-

Silicon carbide, SiC, has been suggested as a suitable ished (from Cree Research Inc.). Wafers were supplied with

material for high temperature and high power electronic at least 3 pm thick epilayers to reduce the concentration of

devices [1, 2, 3], due to its wide energy bandgap and high defects and accurately control the doping. The initial con-

thermal conductivity. SiC exists in several crystal structures, centrations of aluminum and nitrogen are listed in Table I.

and the hexagonal structures may appear in several poly- The uniform net doping levels were measured by

types. Three of these are commercially available: 6H capacitance-voltage measurements using an Hg probe.

(hexagonal), 3C (cubic), (grown on (100) silicon) and recently Three different procedures were used for the oxidation:

4H (hexagonal). When polishing the wafers, either the (0001) 1. Dry oxidation at 1523 K

silicon face or the (0001) carbon face may be selected, see 2. Dry oxidation at 1523 K with TCA (Trichloroethane) to

Fig. 1 [4]. Many properties of the material differ depending yield 2-4% chlorine

on which face is used. The oxidation rate is higher on the 3. Wet Oxidation in pyrogenic steam at 1473 K

carbon face, see Table I and [5, 6], and also CVD homo- The Si face wafers were oxidized for 50 minutes and the C

epitaxy is faster on on-axis carbon face wafers [7]. face for 10 minutes, in order to obtain comparable oxide

Oxidation studies have received much attention, since
high quality oxides will be needed for MOS-gates, insulation (0001 )

and passivation. Most oxidation studies so far on 6H SiC
have concentrated on the kinetics, and on n-type material
(nitrogen doped) [6, 8]. Although the oxide quality has been
found satisfactory on n-type, further investigations are
needed on p-type substrates (aluminium doped), since diffi-
culties have been reported in obtaining high quality oxides
[9]. It is suspected that the large amounts of aluminium

Table I. Sample data and oxidation results 1.89

CREE specifications:
Wafer type: n-type p-type n-type p-type
Polished face: silicon silicon carbon carbon -
Net doping (cm-) 8.7- 10i' 1.3- 10'5 5.8- 1015 5.5- 1015 0.63A

Oxidation time (min): 50 50 10 10

Oxide thickness (nm):
Dry (1523 K) 44 40 51 48
Dry + TCA (1523 K) 43 42 49 50
Wet (1473 K) 40 48 130 131

O S atom
_ _(oooT) O Si atom

* Present address: Standford University, CIS, Stanford, CA 94305, U.S.S.

E-mail: carl-mikael@ele.kth.se (Carl-Mikael Zetterling); ostling@ele.kth.se Fig. 1. The silicon carbide crystal structure, and the definition of the (0001)
(Mikael Ostling) silicon face and the (0001) carbon face. (Figure taken from Ref. [4])

Physica Scripta T54



292 C.-M. Zetterling and M. Ostling

thicknesses. After oxidation an anneal was performed in 0 1.0
nitrogen for 60 minutes at the same temperature as the oxi- 0

dation, in the same furnace. The n-type and p-type samples 0
*) 0.8 A

were oxidized simultaneously, and silicon (100) samples o4
were used as control wafers to monitor the oxidation cc
process. The oxide -thickness was measured using ellip- "Z 0.6

sometry, with a wavelength of 632.8 nm and an incident ."W'
angle of 70' (the index of refraction for SiC was assumed to Q 0.4 o

be 2.636), see results in Table I. V
The gate electrodes were formed by depositing 450nm .o -Dry0.2y

polysilicon in a LPCVD process, and doped using POCI3 , - Wet
followed by e-gun evaporated aluminum to a thickness of S
200nm. Standard photolithography was used to pattern the Z 0.0 I I

gates. Wet etching in phosphoric acid was used to etch the -20 -10 0 10

aluminum, and the polysilicon was dry etched in CF4 at Gate Voltage (V)

15mTorr pressure. Circular contacts with diameters of Fig. 2. Normalised capacitance vs. gate voltage curves for n-type silicon

100 lim, 200 gam, 400 pim and 1000 gim were thus formed. The face SiC MOS capacitors. The gate area is 1.3 10-' cm2 . The hysteresis
displayed when the gate voltage was swept in both directions is attributed

sample backsides were coated with aluminum (p-type) and to injected charge. Arrows indicate the voltage sweep direction.

nickel (n-type). Prior to electrical characterisation annealing
was performed at 774 K in a vacuum furnace and at 673 K
in forming gas (N2 with 10% H2). function difference between gate and semiconductor,

however, was set to 0eV. Separate theoretical curves were
3. Results obtained for the dry (50 nm) and wet oxides (130 nm) on the

3.1. Oxide thickness C face (Fig. 4).

As can be seen in Table I, all oxide thicknesses were
between 40 and 50nm, except the wet oxidized C face x

0 .samples which were 130 nm thick. This shows that oxide .
growth at these temperatures is diffusion limited on the C U- •Dry ---

face and reaction limited on the Si face. A possible explana- Q 0.8 WDry+TCA
tion for the dependence on crystal face may be found when -Wetory

0- -- Theorycomparing this to results from oxidation of silicon with dif- o 0.6
ferent orientations [12, 13]. Roughly, fewer bonds per area I
at a given time leads to a higher activation energy, although . /1
steric hindrances have to be taken into account as well. .4 _;
Considering oxidation of the C face, see Fig. 1, it is seen that J

the silicon atoms will display three available bonds on the • 0.2
face that is being oxidized, whereas on the Si face the silicon E

0atoms display only one bond. This is in qualitative agree- z 0.0 . ,
ment with measurements of the activation energy for oxida- -20 -10 0 10
tion, 26 and 80 kcal/mol for C face and Si face respectively Gate Voltage (V)
[14, 15], and explains why oxide grows faster on the. C face. Fig. 3. Normalised capacitance vs. gate voltage curves for n-type silicon

3.2 Electrical characterisation face SiC MOS capacitors. The gate area is 1.3 10-3 cm 2.

Capacitance-voltage measurements were made at room tem-
perature and in darkness using a HP4280A CV-meter with X 1.0 . .
1 MHz measuring frequency. Voltage sweeps were made € . - . .- Dry -
from inversion/depletion to accumulation, in equilibrium, L . - Dry+TCA /
and from accumulation back to inversion/depletion. Some 0 0.8 Wet C A I1

hysteresis was seen when the gate voltage was swept in both . -TheoryD
hystresi wassee ---Theory W,'/

directions, see Fig. 2, which may be explained by charge " 0.6 , "
injected into slow traps during the equilibrium sweep. To / - --/-----

ensure that the series resistance was of minor importance, 0'
L) 0.4 /the oxide capacitance of 100pm, 200gm, 400pm and

1000 pm diameter capacitances was measured and found to .

scale with the gate area. CV-curves for the different oxides 0 0.2
with 400 gm diameter polysilicon gates can be seen in Figs E
2-5, with capacitance values normalised to that of the oxide 0oZ 0.0 . . . . I . .

(200 pm gates were measured as well, and the curves were -40 -30 -20 -10 0 10

similar but noisier). Theoretical curves were calculated using Gate Voltage (V)
the method by Brews [16], with oxide thickness, gate area Fig. 4. Normalised capacitance vs. gate voltage curves for n-type carbon
and substrate doping as input parameters. The work- face SiC MOS capacitors. The gate area is 1.3- 10- 3

cm
2

.
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X 1.0 j- - .... MOSFETs (although the leakage itself causes failure). The
0 leakage may in part be caused by high amounts of alumin-

0.8 um in the oxides, which has been seen with Secondary Ion
Mass Spectrometry [10].

t 0.6 -- - -- Dry.. .Dry+TCA
U*. "-- Wet- " | I4. Conclusion
CL - Wet ismlsiemn
S0.4 --------- Dry(C) P Four different silicon carbide samples have been thermallyOe 0.4 .... Theory l "

-- hoyoxidized. The difference in oxidation rate of the C face and

0.2 I the Si face may be explained by the number of available" 0.2

. ..... silicon bonds on respective crystal face. The oxides have
E .......................... been characterized using capacitance-voltage measurements

Z 0.0 at room temperature. It was found that wet oxidation on
Gate Voltage (V) n-type results in less oxide charge, but possibly with a

higher density of surface states. Oxides on p-type were diffi-

Fig. 5. Normalised capacitance vs. gate voltage curves for p-type silicon cult to characterize, especially on the C face wafers.
face and carbon face SiC MOS capacitors. The gate area is 1.3 • 10-a cm 2 .
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Abstract detecting long wave lengths, which was difficult to achievein the silicide - silicon structure.
Strain relaxation in Si, _,Ge epitaxial layers is investigated after the reac-

tion of Co and Pt with strained SiGe alloy. The epitiaxial SiGe alloy Among the different silicides, CoSi2 and NiSi 2 are prom-
studied has a Ge fraction ranging between x = 5% to 22%. The strain in ising candidate for Si-based heterostructure future devices,
the Si I-Ge_ is evaluated using multi-crystal high resolution x-ray diffrac- since they have a cubic lattice structure with small lattice
tion mapping in reciprocal space (MC-HRXRD). The results show that for mismatch to silicon and hence the possibility of epitaxial
Co in order to keep the strain in Si1 _,Ge. unaffected, a sacrificial Si layer growth on Si. Another important silicide is PtSi, since it has
is needed. The direct reaction of 40nm Co on Si0 .gGeo.1 can lead to defect
formation and 40% strain relaxation. This is in contrast to Pt/Si1 _xGex been of interest when combined with p-type SiGe for infra-
reaction, where negligible relaxation was observed, red detectors. The reaction of Pt with strained SiGe alloys

has been studied from phase formation point of view but no
data has been given about the strain state following the

1. Introduction reaction of Pt with strained Si1 _xGex [6]. In all devices that

Silicides have been used both as highly conductive layers employ a silicide/strained SiGe alloy the strain should be

and for their rectifying property in different devices, includ- carefully preserved in order to optimize the device per-
ing Schottky diodes, bipolar transistors, metal base tran- formance, since relaxation of the strain will progress

sistors, and infrared sensors [1-5]. Moreover, strained through misfit dislocations that degrade device performance
Si1 xGex epitaxial layers offer the possibility of band-gap in addition to the fact that the band gap of the partially
engineering according to the used Ge fraction x. This relaxed SiGe alloy will differ from that of the strained SiGe

strained alloy, if combined with a silicide, will lead to new alloys.
heterostructures which is of great technological interest. In this paper, we investigate the strain properties of

Properties ranging from metallic to semiconducting state Co/SiGe and Pt/SiGe after thermal treatment using MC-
are offered by silicides. An example of this technological HRXRD reciprocal space mapping. The strain in the SiGe

interest is the application of the such heterostructure for layer is carefully investigated before and after the reaction of

infra-red detectors. It is well known that infrared radiation Co and Pt with the SiGe alloy.

is transparent in air in two windows. These are 3-5 ptm and
8-12 gtm wave lengths. Usually this radiation is detected 2. Experimental
through a Schottky barrier diode (SBD), which is a barrier
between a metal and p-type Si. The silicide - p type silicon On two 3 inch p-Si(001) substrates (samples C1 and C2)

has a relatively low Schottky barrier height, so when infra- SiGe alloy was grown by silicon molecular beam epitaxy
red radiation is shined on such diodes, holes will get enough (Si-MBE) in a VG V - 80 UHV system having a base pres-

energy to overcome this barrier and a photon induced sure of 5 x 10-i" Torr. The MBE system and growth pro-

current can result from this process. No SBD which can be cedures have been described previously [8, 9]. The intended

used to detect infra-red radiation on both windows in the structure has a Si buffer layer and 400nm Sio.gGeo., layer.
silicide - silicon system was possible to achieve. The This was followed by the growth of a thin, lightly doped
Schottky barrier height Or on p type semiconductor is given n-Si layer (60 nm) on sample C1. The substrates were then

by the following relation: removed from the MBE chamber. This was followed by
sputtering 40 nm Co (in sample Cl and C2) and a sub-

Op = qXs + Eg - qq1m (1) sequent rapid thermal process (RTP) anneal in N 2 for 40

Where X, and Eg are the electron affinity and energy gap of seconds. This choice of this annealing regime is due to the
the semiconductor, respectively, and (D. is the work function fact that it is a standard regime for the CoSi 2 formation. In

of the metal. Since the electron affinities of silicon and ger- a third lightly doped n-Si(001) substrate (sample C3), Co
manium are very close in magnitude, electron affinity of was implanted with a dose of 2 x 1017 cm- 2 and an energy
SiGe is expected to be very close to that of silicon and ger- of 200 keV followed by a 900 'C anneal for 5 minutes. This
manium. So a smaller E9 will lead to a decrease of the resulted in an approximately 700 A thick CoSi 2 buried layer.

barrier height and consequently lead to the possibility of Then Sio.gGeo.0 was grown on top of this buried CoSi2
layer. Another set of Si1 -Ge. samples with x = 0.56%-
22.4% (samples C4-C7), were grown in a Balzers UMS 360

* Present address: Dept. of Solid State Electronics, Royal Institute of Tech- MBE system having a base pressure of 5 x 10-11 Torr. The
nology, Box 1084, 16421 Kista, Sweden. growth procedures and the chamber description can be
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Fig. 1. A 2-D reciprocal space map of a strained Sio. 9G~eo. layer obtained Kx (10 A"1)

around the [113] diffraction. The CoSi 2 was formed from a sacrificial Si Fig. 3. A 2-D reciprocal space map of a partially relaxed Sio.9 Geo0 layer
layer on top of the strained Sio.9Geo.1 layer (sample D1). The insert is a obtained around the [113] diffraction. The sample contains a buried CoSi2

schematic diagram of the fabricated structure before the RTA stage. layer (sample D3). The insert a high resolution (004) rocking curve showing

the Si, SiGe, and the CoSi 2 peaks.

CO

SiGe found elsewhere [7]. Platinum was sputtered to a thickness
sa of 30 nm on this set of samples and annealed at 350 'C in Ar

Si Sabstrate ambient for 30 minutes. At this annealing temperature, PtSi
4260 CO S is expected to be formed.

40 Substrate peak Strain investigation of the two sets of samples was per-

* formed by multi-crystal high resolution X-ray diffraction
(MC-HRXRD) mapping. The multi-crystal high resolution

420-diffractometer has a 15 times better instrumental resolution
4240 compared to double crystal high resolution diffractometer,

(001) and it can detect a relative lattice parameter variation of a
layer with respect to the substrate in the range of 10-'. In

Layer peak this work we have used a Philips MRD diffractometer

40 which have a Bartels 4-crystal monochromator using
4220 Ge(220) crystals to collimate the Cu-radiation incident beam

19,80 20'00 2020 to 12 arc sec divergence angle. The diffracted beam was also

K (10-4 V') collimated to 12 arc sec by another two crystal Ge(220) col-

Fig. 2. A 2-D reciprocal space map of a partially relaxed Sio.eGeo., layer
obtained around the [113] diffraction. The CoSi 2 was formed directly on a
strained Sio.9 Geo.1 layer (sample D2). The insert is a schematic diagram of 4260
the fabricated structure before the RTA stage. Substrate peak

Table I. Calculated relative lattice parameter variation in the 4240

parallel, perpendicular, and the relaxation factor (R) of the
SiGe for the as grown and the thermally treated case for the S /
different Pt/SiI - xGex samples

74220-Sample fr fp R (001) 4pr pe. . O l

C4 (5.6% Ge)
As grown 2.6 x 10' 4.0 x 10-1 1.1 x 10-2
30nm Pt, 350'C 30min. 7.1 x 10-5 3.8 x 10-3 1.2 x 10-2 4200 S

C5 (10.5% Ge) Se Layer peak
As grown 1.7 x 10 -5 7.3 x 10-1 4.2 x 10-a

30nm Pt, 350'C 30min. 7.7 x 10-5 7.4 x 10-3 1.8 x 10-2 Si Substrate

C6 (15.5% Ge) ....
As grown 5.0 x 10-5 1.1 x 10-2 8.3 x 10- 1960 198o 2000 2020 2040

30nm Pt, 350'C 30min. 6.5 x 10-5 1.1 X 10-2 5.6 x 10-2 Kx (10-4 A-')

C7 (22.4% Ge)
As grown 5.0 X G 1.6 x 10-2 5.7 x 10-3 Fig. 4. A 2-D reciprocal space map of strained SiGe (22.4% Ge) layer

30nm Pt, 350'C 30min. 1.1 X 10- 4  1.5 X 10-2 2.3 x 10-2 obtained around the [113] diffraction. The Pt was reacted directly on the
SiGe alloy. The insert is the final structure before the thermal treatment.
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limator. The most useful pair of angular scans for mapping space map of sample C7 (22.4% Ge). As it is clear that the
is a combination of an 09 scan and a coupled 09-20 scan (to SiGe layer remains strained, since the layer and substrate
and 20 are the angles of the sample surface and the diffract- peaks are vertically aligned along the (001) growth direction.
ed beam, respectively, relative to the incident beam However, the scattered low intensity contours of the layer
direction). In a reciprocal lattice map, an to-scan probes the peak indicates a locally defected region on the SiGe top
orientation variations for a defined interplanar spacing, surface. Table I gives the relaxation factor (R), the relative
while an 09-20 scan probes interplanar spacing :¢ariations variation of the layer (SiGe) lattice parameter in the parallel,
for the same orientation [12]. By recording the to and 2® and the perpendicular directions for all the Pt/SilxGex
values for the layer and substrate peak positions in the map, case (C4-C7) as grown and after the reaction of Pt with the
the relative variation of the layer and substrate lattice con- SiGe alloy. The small variation of lattice parameter between
stant parallel and perpendicular to the sample surface, the the as grown structures and the thermally treated case indi-
lattice mismatch of a layer with respect to the substrate, in cates that all the SiGe alloy structures (x -- 5.6%-22.4%)
addition to the relaxation factor can be calculated [10, 11]. remains essentially strained after the reaction with Pt fol-
The advantage of two dimensional reciprocal space lowed by the 350°C-30min. low temperature annealing
mapping as well as the limitation of the multi-crystal X-ray regime.
diffractometer can be found elsewhere [12].

3. Results 4. Conclusion

In order to probe the relative lattice variation of a layer In conclusion, the strain in Co/SilxGe• and Pt/Si1_•Gex
parallel and perpendicular to the growth direction, and reactions following temperature regimes appropriate for the
hence investigate the strain state of that. layer, it is useful to formation of CoSi2 and PtSi is investigated. It is clear that
use an asymmetric reflection. We have used for all measure- the two metals react differently with SiGe alloys. The strain
ments the (113) reflection which is a convenient reflection analysis presented here seems to be consistent with pre-
from a geometrical point of view. Figure 1 shows the viously depth profile, and phase transformation data pre-
reciprocal space map of sample C1. As it is clear from the sented in the literature. It has been shown before, that in the
alignment of the substrate and layer peaks along the (001) case of Co reaction with Sil_•Ge• alloys, the reaction yields
growth direction, the SiGe alloy remains strained after a CoSi•_xGex compound coexisting with Si•_yGey alloy.
forming the CoSi2 from the sacrificial Si layer. The calcu- While, in the case of Pt, and at this annealing temperature a
lated relaxation factor for this case was 7 x 10-3, which is uniform reacted layer containing a mixture of Pt2Si and
below the 0.02 detection limit. From the shape of the iso- Pt2Ge is produced.
intensity contours it is also clear that no defects have been
created in this case since the ratio of the full width at half
maxima (FWHM) of the layer and the substrate peaks in References
the 09 scan direction is very close to unity. For the case of
the direct sputtering of Co on the SiGe alloy (sample C2), I. Van Der Hove, L., Walters, R., Maex, K., De Keersraaecker, R. F. and

Declerck, G.J., IEEE Trans. Electron Dev. 34, 554 (1987).
Fig. 2 indicates a partially relaxed alloy with presence of 2. Akbar, S., Ratanaphanyarat, S., Kuang, J. B., Chu, S. F. and Hsieh, C.

misfit dislocations. The relaxation factor calculated in this M., Electronics Lett. 28, 86 (1992).

case was 0.59 which is about 60% relaxation, and the ratio 3. Schiippen, A. et al., Electronics Lett.29, 215 (1993).

of the FWHM of the layer and the substrate peaks in the 09 4. Kanaya, H., Hasegawa, F., Yamaka, E., Moriyama, T. and Nakajama,
scan direction is 10. In the case of the ion implanted buried M., Jpn. J. Appl. Phys. 28, 544 (1989).

5. Liou, H. K. et al., Appl. Phys. Lett. 60, 577 (1992).
CoSi2, Fig. 3 demonstrates the fact that the buried CoSi2 6. Hong, Q.Z. andMayer, J.W.,J. Appl. Phys. 66, 611(1989).

has a defected top Si layer which lead to a partially relaxed 7. Sardela, M. R. Jr., Radamsson, H. H., Ni, W.-X., Sundgren, J.-E. and

SiGe later with a relaxation factor of 0.4, and a SiGe peak Hansson, G. V., Jpn. J. Appl. Phys. 33, (1994) 417.

20 broader at FWHM than the substrate peak in the to scan 8. Hasan, M. A. et al., J. Vae. Sci. Technol. B5, 1332 (1987).
direction. From the angular position of the buried CoSi2 9. Knall, J., Sundgren, J.-E., Hansson, G. V. and Greene, J. E., Surface
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Abstract both copper and germanium in direct contact with the

Copper germanide (Cu3Ge) has received interest in recent years as a poten- silicon substrate. Anneals were performed in either vacuum
tial metallization for VLSI applications due to its exceptionally low room or in a tube furnace continuously purged with nitrogen. The
temperature resistivity. We have investigated the thermal stability of annealing time in all cases was 30 minutes.
Cu3Ge thin films on both silicon and thermally oxidized silicon wafers. Material characterization of the films was performed by
Films were deposited by electron beam evaporation of sequential layers of Secondary Ion Mass Spectrometry (SIMS) utilizing a
Ge and Cu and exposed to an annealing schedule ranging from 100 C to Cameca IMS 4f microanalyzer. A primary sputtering beam
450 'C. Secondary ion mass spectrometry (SIMS) analysis has revealed an
interaction of the film with the silicon substrate. At temperatures as low as of 5.5 keV O- ions was rastered over an area with a size of
200 'C, diffusion of silicon into the copper germanide film was observed 200 x 200 pm2, and positive secondary ions were collected
with the concentration and depth of penetration scaling with increased from the central region (diameter approximately 60 tim) of
annealing temperature. Results on controlling this interaction will also be the sputtered crater. Sheet resistance measurements were
presented and correlation is made with resistivity measurements. made using a standard four point probe. Film thicknesses

were determined using a Tencor Alpha Step 200 surface

1. Introduction stylus profilometer.

Recent reports in the literature have described a low resis-
tivity compound of Cu 3Ge and proposed it as a possible 3. Results

candidate for use as an interconnect or contact metallization Figures 1 and 2 show the profiles from copper germanide
in silicon-based VLSI technology [1, 2]. Although numer- films formed at 100'C and 150'C for 30 minutes, respec-
ous investigations involving copper-silicon reactions have tively. Here the germanium layer was in direct contact with
been conducted [3-8], far fewer have been carried out in the the silicon prior to the anneal. In both cases the observed
copper-germanium system [5, 8]. Additionally we are aware silicon signal in the bulk of the film is more than four orders
of only one systematic study of the interaction of silicon of magnitude less than the copper and germanium signals,
with copper germanium, however, this was in the presence indicative of the resistance of the films to the penetration of
of excess copper [8]. In this study, we have examined the silicon. The uniformity of the copper and germanium signals
temperature stability of stochiometric layers of Cu 3Ge in after a 150 'C anneal is consistent with the formation of
the presence of silicon to determine the resistance of the Cu 3Ge as this is the only phase known to form in this tem-
films to silicon penetration in the temperature range of perature regime [5]. In Fig. 3, a 150'C annealed film where
100'C to 450'C. copper was in direct contact with the substrate is shown

with no evidence of silicon penetration observed.

2. Experimental

Cu 3Ge thin films were formed via e-beam evaporation of
sequential layers of Cu and Ge deposited onto substrates 101 . DD030CC •
held at room temperature at a rate of 0.4 nm/sec. The sub-
strates consisted of silicon (100) wafers and thermally oxi- 104

dized silicon wafers. All substrates were solvent cleaned 0 0

prior to loading into the vacuum chamber with the silicon .' 103 0

substrates receiving a diluted HF strip as well. The system Z
base pressure was less than 3 x 10- 7 Torr and during the • 102 o 00 0

evaporation was less than 1 x 10-6Torr. Stochiometric 0 0*0110 0 0 Silicon
films were formed from elemental films whose thicknesses. 10 00 0 0 0 o Copper
were calculated assuming bulk densities. The thickness of 0 0o 0 Germanium
the fims was 240 nm and in order to assess the reactivity . . ..

with the substrate, the multilayer films were fabricated with 0 50 100 150 200 250 300
Time (s)

Fig. 1. SIMS proffles of copper and germanium layers after a 100'C
* Present address: North Carolina State. University, Department of anneal for 30 minutes. The non-uniformity in the copper and germanium

Materials Science and Engineering, Raleigh, North Carolina 27695-7907, signals is representative of incomplete reaction of the layers. The layering
U.S.A. sequence had germanium in direct contact with the silicon.
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106 1000
-E-- Cu/Ge/silicon
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0 50 100 150 200 250 300 Temperature (°C)

Time (s) Fig. 5. Sheet resistance measurements on films formed from the layering

Fig. 2. SIMS profles after a 150' 0C anneal. The uniform copper and ger- sequence with germanium in contact with either silicon or thermally
manium signals are indicative of the completed reaction of the layers to formed silicon dioxide. Note that the point at 600'C is scaled down by a
form Cu 3Ge. The layering sequence had germanium in direct contact with factor of 1000.
the silicon.

150 0C which agrees favorably with the SIMS results for
Results from sheet resistance measurements as a function C which howeveran increase In resis is

of annealing temperature are shown in Figs 4 and 5 for both Cu3Ge formation; however, an increase in resistivity is
copper andaigtmermaniuremares n in c wit n te subsate. observed to occur in the range of 250-300 'C for films where
cpegaradless gfthermtan ing corangementa t, w athi the scopper was deposited directly onto the silicon. Films with
Regardless of the stacking arrangement, a plateau in the germanium in contact with the silicon displayed an increase
sheet resistance is observed for temperatures in excess of in resistivity in a temperature range between 350-400 'C. In

the case of films deposited on thermal oxide, the resistivity
remained constant to temperatures on the order of 450 'C

106 . .irrespective of the initial stacking arangement. To determine
105"" the upper limit of temperature stability, two films on
1 ,thermal oxide were annealed at higher temperatures. At

1 i & 0 500 'C, the fim begins to display a cloudy surface, although
no corresponding change in resistivity was observed. At

103 00 600 'C, however, the film displayed a dull, frosted appear-
0 ance, and a sheet resistance beyond the measurement capa-

S 102 0 bility of out four point probe (>106 ohm/sq.) indicative,
0 o Silicon 00 presumably of agglomeration and a discontinuous film.

10 n Copper 0o Agglomeration at this temperature is not unexpected, as the
0 o Germanium melting point of Cu3Ge is reported to be 749 'C [8].

1 Q a IQ' . . I . . I . I .... I .... SIMS profiling was then undertaken on samples annealed
0 50 100 150 200 250 300 in the range of 100 to 400'C to determine the silicon

Time (s) content of the fims. As shown in Fig. 6, for films with
copper initially in contact with the substrate, a two orders

Fig. 3. SIMS profiles after a 150 °C anneal with the layering sequence of magnitude increase in the silicon signal is observed after a
having copper in contact with the silicon.

107

1000 Ge/CGe/Cu/silicon-e-Ge/Cu/silicon 10s6

100 105
1 0 1 0 4

0
W X+

S 10 103 -
ox 400 °C

) o 350
10+o 300
10 + x 200

.) ++++ + 150

0.1 1
100 200 300 400 500 600 0 50 100 150 200 250 300

Temperature ('C) Time (s)

Fig. 4. Sheet resistance measurements on films formed from the layering Fig. 6. SIMS profile of the silicon signal for films annealed at various tem-
sequence with copper in direct contact with either silicon or thermally peratures on films where the layering sequence had copper in contact with
formed silicon dioxide. the silicon substrate.
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107 view although the lack of thermodynamical data makes it
6 impossible to confirm [8].

106 CuIGe/silicon The sheet resistance of the Cu3 Ge films, however, is not
sensitive to small amounts of silicon incorporation. Not

110 -+until the silicon content is within about 10% of the germa-
" 104 + nium level, does a rise in the resistivity appear, an indication

1 + that if Cu3 Si forms, it is composed of small inclusions of
S+ 0Cu+Si interspersed in the CuaGe film. The resistivity of
102 0 * + o] 300 C Cu 3 Si, on the order of 100 microhm-cm, is approximately

Sx + * 2501 cC one order of magnitude greater than that of Cu3 Ge. In the
10 X >ý< + + 100 C case of thermal oxide, the sheet resistance values are found

1 -. _+ to be constant in the range of 150'C to 500'C, indicating
that the incorporation of silicon is not as severe as the

0 50 100 150 200 250 300 silicon substrates. Preliminary SIMS analysis of these films
Time (s) does not reveal any significant silicon at the front surface

Fig. 7. SIMS profile of the silicon signal for films annealed at various tern- independent of the stacking arrangement.
peratures where the layering sequence had germanium in contact with the
silicon substrate.

5. Conclusions

200 'C anneal as compared to the 150 'C anneal. In con- Cu3 Ge can be formed on both silicon and thermally formed
trast, a film with germanium in contact with the silicon dis- silicon dioxide at temperatures as low as 150 'C; however,
plays the same silicon level between 250'C and 300'C silicon incorporation is found in the Cu3Ge films at tem-
anneal as shown in Fig. 7. peratures as low as 200 'C, when deposited on silicon sub-

At higher temperatures, the level of silicon in the film rises strates. The temperatures at which these levels of silicon are
rapidly, regardless of the initial ordering of the layers, with incorporated are relatively low when compared to current
the silicon signal equalling or even surpassing the germa- sillicon device processing temperatures. Increases in resis-
nium level. tivity are directly correlated to silicon content. The penetrat-

ion of silicon into the films may be the result of the

4. Discussion formation of Cu3 Si at the expense of Cu 3Ge an indication of
the higher stability of the silicide. On thermally formed

From Figs 6 and 7, it is apparent that the temperature at silicon dioxide, Cu 3Ge ceases to be electrically stable in the
which silicon incorporation into the Cu3 Ge begins depends range of 500 to 600 'C.
on the initial stacking arrangement of the elemental films.
With copper in direct contact, silicon is observed in the film
at a temperature of 200 'C, whereas, when germanium is in Acknowledgements
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Abstract silicon are crucial for the fabrication of the light emitting

Thin polycrystalline films of FeSi and fl-FeSi 2 were formed by solid state device where electrons are injected from silicon to silicide,
reaction with either boron or phosphorus doped silicon. The corresponding therefore making it necessary to evaluate how iron affects
electrical heterojunction properties were studied by temperature activated current transport in n-type silicon. The close proximity of n-
current-voltage and capacitance-voltage analysis. The FeSi/Si Schottky and p-type regions in modern VLSI techniques also makes
characteristics showed that the current transport mechanism was domi- it vital to investigate the iron influences on p-type silicon.
nated by thermionic emission across the interfaces for both n- and p-type In this investigation the electrical transport properties
silicon substrates. Indications of recombination through deep levels was
only detected for n-type silicon measured by current-voltage at low tem- were studied for the metallic iron monosilicide (FeSi) and
perartures. The Schottky barrier heights of FeSi were estimated to the transport ideality for the semiconducting (fl-FeSi2) het-
0.68 + 0.03 eV and 0.40 + 0.03 eV at 0K for respectively n- and p-type erojunctions to n- and p-type silicon.
silicon. The Schottky barrier was observed to be pinned to the silicon
valence band. The formation of f#-FeSi 2 produced current transport charac-
teristics with ideality factors of about 1.02-1.05 on both n- and p-type 2. Experimental procedure
silicon indicating no recombination through deep levels inside the silicon
depletion layer. The CV results on p-type silicon strongly showed the pres- n- and p-type Czochralski silicon (111) substrates were used
ence of shallow defects or neutral complex formation. in this investigation. The p-type samples were boron doped

to a resistivity of about 7.6 0 cm while the n-type samples
had an 30 ptm thick phosphorus doped 9 .0 cm epitaxial layer

1. Introduction on Sb doped (10-'O2cm) bulk wafers. The samples were
The semiconducting phase of iron disilicide, fl-FeSi 2 , has cleaned according to the following procedure: 5 min in hot
been shown to be a suitable material for a future light emit- 130'C sulphuric acid, 5 min in 80'C nitric acid, a 30s dilute

ting silicon device [1]. The band structure indicates a direct HF (HF : H 20, 1 : 10) dip and subsequently ozidized in a

transition of about 0.85-0.89 eV [2-6], and therefore con- wet atmosphere forming about 800 nm silicon dioxide. Stan-

sidered ideal as a material in an opto-coupler for fibre com- dard lithographic procedure was used to produce circular

munication. To date only a few publications [6-10] have openings with diameters ranging from 15 to 1000 jm. The

been reported on the electrical transport properties across samples were then cleaned using hot 130 'C sulphuric and

iron-silicide-silicon junctions. Epitaxial fl-FeSi 2/n-Si and fl- 80 0C nitric acids with a final dip in dilute HF (HF : H 20,
FeSi2/p-Si diodes investigated by Lefki et al. [6] showed 1 : 10) for 30 seconds and a 5min water rinse.

non-rectifying behaviour due to large non-ideal leakage cur- The samples were immediately loaded into an electron

rents. The epitaxial fl-FeSi 2/n-Si diodes studied by Regolini beam-heated evaporator equipped with turbomolecular and

et al. [7], formed by selective chemical vapour deposition, ion pumps and evacuated to approximately 4 x 10-8 Torr.

showed rectifying behaviour but with diode ideality factors The pressure increased to 10-' Torr during evaporation. A

as large as 3. Regolini also studied fl-FeSi 2/p-Si diodes 33 nm iron and a 5 tm silicon cap layer were sequentially
which showed ohmic behaviour. Radermacher et al. [8] deposited. The iron and silicon deposition rates were respec-

studied the electrical behaviour of ion beam synthesised tively 0.5 and 1 nm/s.

buried metallic a-FeSi2/n-Si diodes and obtained ideality The samples were annealed in a vacuum furnace in the

factors of 1.4. Dimitriadis [9] investigated polycrystalline fl- low 10-7 Torr range for one hour at 450 'C to form FeSi,
FeSi2/n-Si diodes formed by solid state reaction at 850'C in for one hour at 650'C or 800'C to form fl-FeSi 2 . Unre-
H 2 atmosphere and concluded that current was dominated acted iron on the oxide areas was removed by a 5 sec dip in

by multistep tunnelling via deep levels. Early investigations buffered hydrofloric acid (BHF) followed by wet etching in

of iron deposited on clean vacuum cleaved silicon showed an sulphuric acid mixture for 3 min followed by a final dip

IV ideality factors of 1.17-1.70 [11]. These investigations all in BHF for 5 seconds. The samples annealed at 650-800 'C

show the presence of non-ideal currents across the silicide- were then immediately loaded into an electron-beam evapo-

silicon junction. Since iron is known to have a high impurity rator for contact metallization and evacuated to 10-6 Torr.

diffusivity [12] and to act as a deep level impurity in both n About 300nm of aluminium was evaporated at a rate of

and p-type silicon [13], the question to ask is whether the 3 nm/s. The samples were then finally patterned and wet

presence of iron at elevated temperature induces these etched. The Al contact reduce probe contact resistance and

defects of if they may be related to the fabrication method distribute applied voltage homogeneously to the disilicide. It

used. High quality beta iron silicide contacts to n-type does not itself influence the IV and CV measurements [10]
at the used voltages and temperatures. Rutherford back-
scattering spectrometry (RBS) was carried out, using

Present address: Stanford University, CIS, Stanford, CA 94305, USA 2.4 MeV 'He + ions with a sample tilt of 600 with respect to
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normal incidence, to estimate silicide stoichiometry and 10 -2

thickness. X-ray diffraction (XRD) using CuKa radiation I I

was also used to verify the formed silicide phases. Current29"
voltage characteristics was measured between 77-300 K in a 0 255 T(K)

liquid nitrogen cryostat using an HP4145B IV-analyser. 235K 296 1.0510-6v / / / / 275 1.03
Schottky barrier height values for the iron monosilicide 1255 1.03

where determined by extrapolating the forward current- 235 1.03SU/// / 215 1.'04

voltage characteristics to zero applied voltage. The effective 10-8 195 1.03

Richardson constants were assumed to be 112 and 32 A/K 2  211 K 175 1.09S•/ /// -'L----- 195 K 154 1.09

for respectively electrons and holes [14]. The slope of the 154K 134 1.13
linear portion of the log-current voltage curve yielded the 1 1 K 1 1.19

value for the ideality factor for both the metal-silicon and •/ /114K
the semiconductor-silicon systems, see discussion below. In 10-1 , , , I . I , ,

those cases where a linear fit could not be made over at 0.0 0.20 0.40 0.60 0.80 1.0
least two orders of magnitude because of series resistance FORWARD VOLTAGE (V)
the extrapolation methods of Lien et al. [15] were applied. Fig. 2. Forward current-voltage characteristics of the FeSi/n-Si junction as

Capacitance voltage measurements were evaluated in the a function of temperature for silicides formed at 450 'C. The diode area was

temperature and voltage range of respectively 77-300K and 3.14 x 10-'cmz.

0-5 V using an HP 1 MHz CV-meter.
portions of the curves, a fact that is more clearly observed

3. Results and discussion by evaluating a logarithmic plot of I/(1 - exp (- q V/kT)

3.1. Silicideformation against V [18]. This result together with the temperature
independent ideality factor indicate that the current flow

Figure 1 shows the results of RBS and XRD analysis from due to recombination via defect levels in the depletion
samples annealed at 450 and 650 'C. Annealing at 800 °C region (Ir,,) must be small. The deviation of n from unity
produce similar RBS results at 650 'C. RBS stoichiometry may be due to the image-force lowering or from interface
determination display the formation of iron monosilicide effects [18]. Below 195K the ideality factor is seen to
(FeSi) at 450 'C and iron disilicide (fl-FeSi2) at 650-800 °C. increase with decreasing temperature, which is probably due
Using the densities of 6.17 and 4.93 g/cm 3 from Nicolet et to the reduction of the thermionic emission current causing
al. [16] for FeSi and fl-FeSi 2 respectively, the analysis an increased Ire,/Ithermionic ratio. Thermionic field emission
showed a formation of 64 nm FeSi and 111 nm fl-FeSi 2 . The and field emission are ruled out because of the low doping
formed phases were confirmed by XRD which also dis- level in the substrates, 5 x 1014cm- , and because of the
played the polycrystalline nature of the films. used temperature interval [18]. The temperature IV activa-

tion plot for thermionic emission behaviour, l1/T 2 vs. 1/T,
3.2. Electrical evaluation shown in Fig. 3, results in a curve with two distinct slopes,
The forward logarithmic current voltage (I-V) character- i.e. activation energies. The slope of 0.68 + 0.03 eV, in the
istics as a function of temperature for samples annealed at temperature independent region of n, yields the barrier
450 'C are displayed in Fig. 2. The ideality factor n for tem- height at 0 K according to the ideal thermionic emission
peratures between 295 and 195 K shows a value below 1.05 model [19].
independent of temperature. Since fairly high mobility The temperature dependence below 195 K is described by
materials are used, 'U > 1000 cm 2/Vs, the ideality factor an activation energy of 0.52 + 0.03 eV. This value, approx-
indicates that the dominant current transport mechanism is imately half the bandgap of Si, is presumably associated
due to thermionic emission (/hermionid) [17]. No evident with the recombination current which causes deviation from
voltage dependence of the ideality factor is seen in the linear ideal thermionic emission behaviour at low temperatures

' I ' I ' ' I '

(3131
331()0) tP-F cSi , * 450 0C /lhr

.1 4000 "VVV (4±2) ( 650C/1lhr 10

4000 - Vý 04Si

(21 0) 4505C/pSi

Fe lo1 E = 0,40 eV•
0 U L 10.-1

02

BACKSCATTERING ENERGY (MeV) 3 4 5 6 7 8 9 10 11

Fig. 1. RBS spectra showing the formation of fully reacted and stoichio- 1 000/T (KWl)

metric FeSi and fi-FeSi 2 after annealing at 450°'C and 650°'C respectively. Fig. 3. Temperature activation IV plot of the forward leakage current Io
The inset shows the corresponding XRD spectra. for both n and p-type samples.
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[20]. The barrier height values determined from IV mea- 10-2 .

surements are therefore only reliable at temperatures above < 274K

195K. This is observed in Fig. 4. The Schottky barrier 1 T(K) n
heights determined by IV is slowly increasing with decreas- Z 0 295 1.06 2534 274 1.05 253K-
ing temperature to 195 K. Below 195 K the SBH drops 1- 253 1.04 233King 253 1.04 11

which indicates the failure of the thermionic emission model 1 233 1.05 2 1K
211 1.06 194K

[21-22]. This is also supported by the CV analysis. The CV U 194 1.06 178K

measurements, shown in Fig. 5 for 295 and 77K, display 7 i0" 1 1.05 135K

ideal characteristics over the applied temperature and < 135 1.05 115KS115 1.06 99K

voltage range. No influence of deep levels were observed. 10-10 99 1.05

The SBH temperature dependence obtained both by CV.
and IV show a value of approximately 10-4 eV/K, approx- l r
imately displaying the total silicon bandgap temperature 1012
change. The forward IV characteristics for samples annealed -0.60 -0.50 -0.40 -0.30 -0.20 -0.10 0.0
at 450'C for 60min forming FeSi on boron doped (111) FORWARD VOLTAGE (V)
silicon are plotted in Fig. 6. The samples display ideality Fig. 6. Forward current-voltage characteristics of the FeSi/p-Si junction as

factors around 1.06 independent of the temperature in the a function of temperature for silicides formed at 450 'C. The diode area was

range 95 to 295 K. No voltage dependence other than series 2 x 10-'rcm2.

resistance could be observed. The temperature activation IV
plot, shown in Fig. 3, indicates a single dominant current Fig. 4. The obtained temperature coefficent of the barrier
transport mechanism. The Schottky barrier height was height is very small. This together with the temperature
extracted to 0.40 + 0.03 eV at 0 K. The results indicate that dependence on n-type silicon therefore indicates that the
thermionic emission dominates the current transport across FeSi barrier height on silicon is pinned to the valence band
the FeSi/p-type silicon interface. The Schottky barrier [23-24]. The sum of the measured Schottky barrier heights
heights as determined from IV measurements are shown in obtained by IV for n- and p-type silicon at 295 K gives a

value of about 1.07 + 0.06 eV, i.e. a deviation of less than
10% from the bandgap of silicon, and indicate that the

0.75 barrier is only pinned to the valence band. All CV measure-

0.7 1 ments on p-type samples (450-800'C) show a substantial
0 curvature in the 1/C2 vs. V plot, as seen in Fig. 5 which
.0.65 displays analysis at 250 and 94K for a silicide formed at

0.6 450 'C. This behaviour excluded any barrier height or diffu-

* n-Si (IV) sion potential evaluation from the CV measurements. The
S0.55

A p-Si (IV) curvature (about the same order for all formation
S 0.5 o n-Si (CV) temperatures) indicates a reduced effective dopant concen-
0. tration near the interface in the order of 5-8 x 104cm-3.U 0.45 T Experiments on boron redistribution during the formation

4 0.4 of iron silicides have shown only smaller dopant depletion
0.35 . .. .. . ..1.. close (within 1000A) to the silicide contact [25] and can

50 100 150 200 250 300 350 therefore not be used to explain the observed effect. The

TEMPERATURE (K) temperature independent reduction indicate that the curva-

Fig. 4. Temperature dependence of the FeSi Schottky barrier heights on n-ture in the 1C vs. V plot is probably due to carrier trap-
and p-type silicon. ping at a shallow defect level (T > 77K-E, -- E, >

0.15 eV) or due to dopant passivation by formation of some
neutral iron-boron related complexes. To the authors

2 10-' 8 10-4 knowledge no neutral iron-boron related complexes has
been reported to affect the boron doping profiles in silicon,

n-Si -•---1P-p-Si but complexes can form according to the iron-boron phase
• 04 diagram. The electrically active iron-boron acceptor (E.

o0VV -- Et ýL- 0.1 eV) is also shown to completely dissolve at tem-

77K 94K . peratures higher than 400'C [26]. The cause of the

"1 10-3 7 -4 10-4 observed effect is therefore not known. The measured IV
S _ ,.. ideality factor show no signs of deep levels inside the deple-
S295Kz " v tion layer. The observed anomality in the CV study may

V

"* v 250K therefore be caused by (a) an electrically neutral iron-dopant
* complex passivation or (b) an electrical defect level at E,

- E, < 0.15 eV with a reduced concentration closer to the
0 I0 silicide interface not affecting the forward current transport.

-4 -2 0 2 4 The forward current-voltage characteristics obtained
VOLTAGE (V) after annealing samples at 650'C or 800'C for 1 hr [10]

Fig. 5. Capacitance-voltage relations for FeSi/Si diodes at some selected display very similar behaviour as the Schottky diodes. At
temperatures. The diode area was 8.4 x 10- 3cm 2. these temperatures, according to XRD and RBS, the Fe film
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1.25 factor. The measured IV curves, displayed in reference [10],
(0) * 800°C-pSi for 650'C samples display low, voltage and temperature

A 650°C-pSi independent ideality factors over the range 95 to 295 K, as
1o 800C-nSi shown in Fig. 7. This shows that the recombination current
o 650°C-nSi0 60-ithrough deep defects levels inside silicon is small. The influ-

(0 1.15 of recombination is only observable at low tem-

peratures for the samples formed at 800 'C. Evaluation ofU- 1.1 the temperature activation energy requires some further
(0) (0) () investigation since the true transport mechanism is

(0) a) o o unknown. The capacitance-voltage relation for the hetero-
C) 1.05 A A A A

A* 4 * * IQ(0) A At A* * A 0 junctions can be simplified to the following expression if in a
1 5 0 0 1 2 0 0 0 first approximation the interface states are neglected [27]

and recalling that the product of dielectric constant andTEPE00 A50 250 cartier concentration in the silicide is much larger than in

TEMPERATURE (K) the silicon substrate.
Fig. 7. Forward current-voltage ideality factors for the fl-FeSi 2/Si junc-
tions as a function of temperature. Parenthesis () marks observed ideality 1 2 F krT
factor voltage dependency. C''2 ; ) Vb - 2 q _ VJ (2)

where Vb is the diffusion potential or band bending inside
has been completely transformed into the semiconducting the silicon region, Nd and e are respectively the doping level
fl-FeSi2 phase, producing a semiconductor-semiconductor and the dielectric constant in thesilicon substrate. The ideal
anisotype heterojunction. The reported intrinsic doping shape of the 1/C2 vs. V plot therefore display a linear
levels in the as formed fl-FeSi 2 films, p-type 7- relationship. Fig. 8 shows the characteristics for silicides
12 x 1018cm-3 [5, 7] are much larger than in the silicon formed at 650 and 800'C. The 650°C-sample indicates a
substrate and the relative dielectric constant for the silicide small nonlinearity of the curve with the apparent effect of an
is about twice the value of silicon [3, 4]. The diffusion increased active carrier concentration towards the bulk. The
potential and the amount of applied voltage drop on the anomality may be caused by deep defect levels or by dopant
fl-FeSi 2 side of the heterojunction is then much smaller than redistribution. Previous experiments on dopant redistri-
on the silicon side. Using the resistivity of 9 0• cm (a carrier bution [25] have indicated only small disturbances close to
concentration of 5 x 1014cm-3 as measured by CV) for the the interface and is therefore ruled out. In the figure is also
n-type silicon substrate one obtains the relative band shown the measurement of the capacitance at 82 K, dis-
bending and depletion layer widths to approximately playing a slightly reduced nonlinearity. Formation of deep
Vb(silicide)/Vb(Si) • 2 x 10-4 respectively W(silicide)/ defect levels as the cause of this effect is therefore likely.
W(Si) ; 5 x 10'. It is therefore a good approximation to Preliminary results have indicated the formation of a deep
assume that all voltage drop appears within the silicon. The level at E,-0.3 eV [10]. The CV characteristics of 800 'C
current can then be expressed as samples, show a more ideal behaviour indicating a reduced

FnVl concentration of defects during reverse biasing. Comparing
I • 1o exp (1) the results from IV and CV for the 650 and 800'C samples

shows that the amount of defects formed far from the inter-
where Io is independent of applied voltage if it is determined face at 650 'C are reduced when annealed at 800 'C, but the
by either diffusion [27, 28], thermionic emission [18] or number of defects closer to the interface has increased.
recombination via interface states [29, 30]. Recombination
via deep levels [31] may also produce similar current behav- 4 Conclusions
iour but with a voltage dependence in the pre-exponential

Thin polycrystalline films of FeSi and fl-FeSi 2 have been
2.5 10a3 formed by solid state reaction with boron or phosphorus

* 800oC-94K doped silicon and the corresponding electrical hetero-

A 800oC-293K junction properties studied. The Schottky barrier heights
2 10 30 650°C-82K produced by FeSi were estimated to 0.68 + 0.03eV and

A, A 650°C-293K 0.40 + 0.03 eV at OK for respectively n- and p-type silicon.
S1.5 10-3 The current transport mechanism across the FeSi/Si junc-

. ,tion is dominated by thermionic emission over a large tem-
AA perature interval with ideality factors lower than 1.06. The

, 1103 Schottky barrier was observed to be pinned to the silicon

valence band. The transport mechanism across the fl-
5 10"4 FeSi2/n-Si and p-Si junctions formed at 650'C show no

signs of recombination via deep levels inside the depletion

0 . . . layer. The CV results on p-type silicon strongly indicated
-6 -5 -4 -3 -2 -1 0 1 the presence of shallow defects or neutral complex forma-

VOLTAGE (V) tion while the IV results showed no indications of deep level
Fig. 8. Capacitance-voltage relations for fl-FeSi2/Si diodes at some selec- formation. Similar results where obtained for n-type silicon
ted temperatures. The diode area was 8.4 x 10- cm2. but with much less influence of deep defect levels. The corre-
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