
REPORT DOCUMENTATION PAGE 
Form Approved 
OMB No. 0704-0188 

Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and 
maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this coltection of information, 
including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Jefferson Davis Highway, Suite 1204, Arlington, 
VA 22202-4302, and to the Office of Management and Budget, Paperwork Reduction Project (0704-0188), Washington, DC 20503. 

1. AGENCY USE ONLY (Leave blank) 2. REPORT DATE 

11 December 98 
3. REPORT TYPE AND DATES COVERED 

Final Report, 9/30/96 - 9/30/98 

4. TITLE AND SUBTITLE 
Techniques to Assimilate SSM/I Observations of Marine 
Atmospheric Storms 

6. AUTHORS: 
Thomas Nehrkorn, Ross Hoffman, John Henderson 

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 

Atmospheric and Environmental Research, Inc. 
840 Memorial Drive 
Cambridge, MA  02139 

SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 

Office of Naval Research 
Ballston Tower One 
800 North Quincy Street 
Arlington, VA   22217-5660 

5. FUNDING NUMBERS 

N00014-96-C-0367 

PERFORMING ORGANIZATION 
REPORT NUMBER 

P712 

10. SPONSORING/MONITORING AGENCY 
REPORT NUMBER 

11. SUPPLEMENTARY NOTES 19981218 038 
12a. DISTRIBUTION/AVy 

V 

-■■»     v-r/ffViv 

Mtfi 

;)£ipnri«'ßd Vis pehtt» 

12b. DISTRIBUTION CODE 

13. ABSTRACT (Maximum 200 words) 
This report describes the feature calibration and alignment (FCA) methodology and the results of applying FCA to the 

Navy's COAMPS mesoscale weather forecast system. FCA quantifies different components of error by defining 

horizontal adjustment fields of displacements and amplifications to be applied to the forecast fields. The adjustment is 

determined by minimizing an objective function which constrains the distorted forecast field to closely fit the available 

observations, and ensures that the final adjustment produced by the minimization is relatively smooth and not too large. 

The methodology was applied to short-term (12-hour) COAMPS model forecasts, which were compared against SSM/I 

retrievals of integrated water vapor (IWV). The adjusted forecasts were then used as the first guess fields of the 

COAMPS optimal interpolation data analysis cycle. Results from three case studies of marine storms over the North 

Pacific indicate that the adjustments to the first guess led to an improvement of the IWV forecasts. They also indicate 

that the adjustments are diminished during the data analysis steps of the COAMPS data assimilation system and during 

the first 12 hours of the forecast, suggesting the need for more effective ways of initializing the COAMPS model with the 

adjusted fields. 

14. SUBJECT TERMS 

Remote sensing; SSM/I; Data Assimilation; Data Analysis; Marine storms 

17. SECURITY CLASSIFICATION OF 
REPORT 

Unclassified 

18. SECURITY CLASSIFICATION OF 
THIS PAGE 

SAR 

19. SECURITY CLASSIFICATION OF 
ABSTRACT 

SAR 

15. NUMBER OF PAGES 

34 

16. PRICE CODE 

20. LIMITATION OF ABSTRACT 

SAR 

NSN 7540-01-280-5500 Computer Generated STANDARD FORM 298 (Rev 2-89) 
Prescribed by ANSI Std 239-18 
298-102 

Reproduced From 
Best Available Copy 



INSTRUCTIONS FOR COMPLETING SF 298 

The Report Documentation (RDP) is used in announcing and cataloging reports. It is important that this information be 
consistent with the rest of the report, particularly the cover and title page. Instructions for filling each block of the form 
follow.  It is important to stay within the lines to meet optical scanning requirements. 

Block 1. Agency Use Only (Leave blank). 

Block 2.   Report Date.   Full publication date 
including day, month, and year, if available (e.g., 1 
Jan 88).   Must cite at least the year. 

Block 3.  Type of Report and Dates Covered.  State 
whether report is interim, final, etc.   If applicable, 
enter inclusive report dates (e.g., 10 Jul 87 - 30 Jun 
88). 

Block 4.  Title and Subtitle.   A title is taken from 
the part of the report that provides the most 
meaningful and complete information.   When a 
report is prepared in more than one volume, repeat 
the primary title, add volume number, and include 
subtitle for the specific volume.   On classified 
documents enter the title classification in 
parentheses. 

Block 5.   Funding Numbers.   To include contract 
and grant numbers; may include program element 
number(s), project number(s), task number(s), and 
work unit number(s).   Use the following labels: 

C   -      Contract PR 
G  -      Grant TA 
PE       -      Program 

Element 

Project 
-       Tssk 
WU -      Work Unit 

Accession No. 

Block 6. Author(s). Name(s) of person(s) 
responsible for writing the report, performing the 
research, or credited with the content of the report. 
If editor or compiler, this should follow the name(s). 

Block 7.  Performing Organization Name(s) and 
Address(es).  Self-explanatory. 

Block 8.  Performing Organization Report Number. 
Enter the unique alphanumeric report number(s) 
assigned by the organization performing the report. 

Block 9.  Sponsoring/Monitoring Agency Name(s) 
and Address(es).  Self-explanatory. 

Block 10.  Sponsoring/Monitoring Agency Report 
Number.  (If known) 

Block 11.  Supplementary Notes.   Enter 
information not included elsewhere such as: 
Prepared in cooperation with . . . ; Trans, of... ; 
To be published in ... .  When a report is revised, 
include a statement whether the new report 
supersedes or supplements the older report. 

Block 12a.   Distribution/AvailabiHtv Statement. 
Denotes public availability or limitations.   Cite any 
availability to the public.   Enter additional 
limitations or special markings in all capitals (eg., 
NOFORN, REL, ITAR). 

DOD -      See DoDD 5230, "Distribution 
Statements on Technical Documents" 

DOE -     See authorities. 
NASA-     See Handbook NHB 2200.2. 
NTIS -     Leave blank. 

Block 12b.   Distribution Code. 

DOD - 
DOE - 

Technical 

NASA- 
NTIS - 

Leave blank. 
Enter DOE distribution categories 
from the Standard Distribution for 
Unclassified Scientific and 

I 
Reports. 
Leave blank. 
Leave blank. 

Block 13. Abstract.  Include a brief (Maximum 200 
words) factual summary of the most significant 
information contained in the report. 

Block 14.  Subject Terms.  Keywords or phrases 
identifying major subjects in the report. 

Block 15.  Number of Pages.   Enter the total 
number of pages. 

Block 16.  Price Code, 
code (NTIS only). 

Enter appropriate price 

Blocks 17. - 19.  Security Classifications.   Self- 
explanatory.   Enter U.S. Security Classification in 
accordance with U.S. Security Regulations (i.e., 
UNCLASSIFIED).   If form contains classified 
information, stamp classification on the top and 
bottom of the page. 

Block 20.   Limitation of Abstract.  This block must 
be completed to assign a limitation to the abstract. 
Enter either UL (unlimited) or SAR (same as report). 
An entry in this block is necessary if the abstract is 
to be limited.   If blank, the abstract is assumed to 
be unlimited. 

Standard Form 298 Back (Rev 2-89) 



Final Report x 

N00014-96-C-0367 

Techniques to Assimilate SSM/I Observations of 
Marine Atmospheric Storms 

Thomas Nehrkorn, Ross N. Hoffman, John M. Henderson2 

Atmospheric and Environmental Research, Inc.3 

December 11, 19984 

Submitted to Ocean, Atmosphere, and Space Department, Atmospheric Modeling and Predic- 
tion Program, Office of Naval Research (ONR 322 AM), Attn: Scott Sandgathe, 800 North Quincy 
St, Arlington, VA 22217-5660 

2 Copyright © Thomas Nehrkorn, Ross N. Hoffman, John M. Henderson. Work in Progress. All 
Rights Reserved. 

3Atmospheric and Environmental Research (AER), Inc., 840 Memorial Drive, Cambridge, MA 
02139-3794. Phone: +1 617 547 6207. Fax: +1 617 661 6479. Net: http://www.aer.com/. 

4AER document version control: P712, Id: p712-fr.tex.v 1.9 1998/12/11 19:12:15 
trn Exp   . 



Final Report (N00014-96-C-0367) üi 

Contents 

1 Executive Summary 1 

2 Introduction and motivation 1 

3 Case Study Data 2 

3.1 COAMPS model data      2 
3.2 SSM/Idata  3 

4 Methodology 3 
4.1 Control Runs  3 
4.2 Adjustment of the first guess  3 

5 Results ^ 
5.1 19 March 1997      5 

5.1.1 Case Description  5 
5.1.2 First Guess Adjustment and analysis and forecast impacts  5 

5.2 13-14 February 1998      18 
5.2.1 Case Description  18 
5.2.2 First Guess Adjustment and analysis and forecast impacts  18 

5.3 15 January 1998      26 
5.3.1 Case Description  26 
5.3.2 First Guess Adjustment and analysis and forecast impacts  26 

6 Conclusions 34 



iv AER, Inc. P712 

List of Figures 

1 FCA for 12 UTC 19 March 1997  6 
2 First guess IWV and 1000 hPa relative vorticity for 12 UTC 19 March 1997. 7 
3 Analysis IWV and 1000 hPa relative vorticity for 12 UTC 19 March 1997.   . 8 
4 The 12 h forecast IWV and 1000 hPa relative vorticity valid 00 UTC 20 March 

1997  9 

5 The 12 h forecast IWV and 1000 hPa relative vorticity for the "nodata" runs 
valid 00 UTC 20 March 1997  H 

6 Forecast 1 h accumulated precipitation valid at 13 UTC 19 March 1979. ... 12 
7 Forecast 1 h accumulated precipitation valid at 15 UTC 19 March 1979. .. . 13 
8 Forecast 1 h accumulated precipitation valid at 18 UTC 19 March 1979. ... 14 
9 Forecast 6 h accumulated precipitation from 12 UTC to 18 UTC 19 March 

1979  15 

10 Forecast 6 h accumulated precipitation from 18 UTC 19 March to 00 UTC 20 
March 1979  16 

11 FCA for 00 UTC 14 February 1998  19 
12 First guess IWV fields for 00 UTC 14 February 1998  20 
13 IWV fields for the analysis at 00 UTC 14 February and the 12 A forecast valid 

12 UTC 14 February 1998      21 
14 First guess 1000 and 500 hPa height fields for 00 UTC 14 February 1998. . .     22 
15 Height fields for the analysis at 00 UTC 14 February and the 12 h forecast 

valid 12 UTC 14 February 1998      23 
16 Forecast 1 h accumulated precipitation valid 01 UTC and 06 UTC 14 February 

1998      24 
17 Forecast 6 h accumulated precipitation from 00 UTC to 06 UTC, and 06 UTC 

to 12 UTC 14 February 1998  25 
18 FCA for 12 UTC 15 January 1998  28 
19 First guess IWV and vorticity fields for 12 UTC 15 January 1998  29 
20 IWV fields for the analysis at 12 UTC 15 January 1998 and the 12 h forecast 

valid 00 UTC 16 January 1998  30 
21 1000 hPa vorticity fields for the analysis at 12 UTC 15 January 1998 and the 

12 h forecast valid 00 UTC 16 January 1998      31 
22 Forecast 1 h accumulated precipitation valid at 13 UTC and 18 UTC 15 Jan- 

uary 1998      32 
23 Forecast 6 h accumulated precipitation valid from 12 to 18 UTC 15 January 

and 18 UTC 15 January to 00 UTC 16 January 1998      33 



Final Report (N00014-96-C-0367) v 

List of Tables 

1 COAMPS model ^-levels       2 

2 Experiments for 19 March 1997  10 
3 Verification statistics for 12 h forecasts of IWV against SSM/I observations. 17 
4 Verification statistics for 1 h precipitation rates against SSM/I observations 

for 19 March 1997 •     17 

5 Verification statistics for 12 h forecasts of IWV against SSM/I observations 
for 14 February 1998       i9 

6 Verification statistics for 1 h precipitation rates against SSM/I observations 
for 14 February 1998      20 

7 Verification statistics for 12 h forecasts of IWV against SSM/I observations 
for 15 January 1998      27 

8 Verification statistics for 1 h precipitation rates against SSM/I observations 
for 15 January 1998      27 



Final Report (N00014-96-C-0367) l 

1 Executive Summary 

This report describes the feature calibration and alignment (FCA) methodology and the 
results of applying FCA to the Navy's COAMPS mesocale weather forecast system. FCA 
analyzes the difference between two meteorological fields in terms of displacement differences, 
bias or amplitude differences and residual differences. The FCA paradigm mimics that of 
a synoptic meteorologist by describing forecast errors as phase errors, intensification errors, 
etc. FCA quantifies these different components of error by defining horizontal adjustment 
fields of displacements and amplifications to be applied to the forecast fields. The adjustment 
is determined by minimizing an objective function which constrains the distorted forecast 
field to closely fit the available observations, and ensures that the final adjustment produced 
by the minimization is relatively smooth and not too large. 

The methodology was applied to short-term (12 h) COAMPS model forecasts, which 
were compared against SSM/I retrievals of integrated water vapor (IWV). The adjusted 
forecasts were then used as the first guess fields of the COAMPS optimal interpolation data 
analysis cycle. Several case studies of marine storms over the North Pacific were identified: 
each presented clearly visible signatures in the IWV data, and interesting synoptic situations 
representing significant forecast challenges. Of these, three were studied in detail. 

The results indicate that the adjustments to the first guess lead to an improvement of 
the IWV forecasts. They also indicate that the adjustments only partially survive the data 
analysis steps of the COAMPS data assimilation system, greatly diminishing its potential 
impact. More effective ways of initializing the COAMPS model with the adjusted model 
fields are required, since the impact diminishes during the first 12 hours of the forecast. 

2 Introduction and motivation 

Marine atmospheric storms affect the ability of the Navy, Coast Guard, and commercial 
marine interests to operate [1]. Additionally, many population centers are located near 
coastal areas and can be directly affected by such storms. 

The sparsity of conventional observations over oceanic regions makes it imperative that 
all other available data sources, in particular satellite data from polar and geostationary plat- 
forms be used to the maximum extent possible. The use of such data in numerical analyses 
and forecasts is currently limited. One reason for this underutilization is the unconventional 
nature of many remote sensing systems. For example, the DMSP SSM/I observes integrated 
water vapor (IWV), but the forecast model, and therefore the analysis system, requires hu- 
midity on a vertical grid. Another problem is that data assimilation systems tend to reject 
moisture information and information concerning the surface wind [7, 5]. 

The SSM/I data have great potential for monitoring and depicting marine storms and 
related synoptic features. To attain this potential we proposed a novel technique for as- 
similating SSM/I observations. In plain terms, we match the observable features, shifting 
the short term forecast (or background) of the data assimilation system to best match the 
available satellite data. Our approach to this problem is technically, a novel characterization 
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of errors for numerical weather predictions. The basic idea is to characterize forecast errors 
as an adjustment, composed of continuous displacement and amplification fields. 

We have applied these concepts to SSM/I observations of integrated water vapor (IWV) 
in a previous study [6] (hereafter HG96) supported by Navy contract N00014-95-C-0100. 
This work demonstrates that these data are ideal for pinpointing the location and structure 
of marine storms. For HG96 we prototyped and performed initial testing of algorithms for 
a variational analysis method to make use of these data for initializing numerical forecasts 
of these storms. In the present study this algorithm is applied to several cases of marine 
storms off the California coast, using the Navy's COAMPS forecast model and data assimi- 
lation system. The data and COAMPS model data are described in detail in Section 3, the 
methodology used for assimilation of the SSM/I data in Section 4, and results are presented 
in Section 5. 

3    Case Study Data 

3.1    COAMPS model data 

All case studies described used integrations of the Navy's COAMPS mesoscale model [4] in 
the following configuration. The model was run using an outer grid of 61 x 61 gridpoints, 
with a gridpoint spacing of 81 km on a Lambert conformal projection. The horizontal area 
(see Fig. 1) extends from the California coast westward to Hawaii, and includes parts of the 
Western United States. A total of 30 layers in the vertical were used, 11 of which are below 
2 km (see Table 1). The COAMPS model a is a terrain-following height coordinate defined 
by a = (z - zs)zt/(zt - zs), where zt is the height of the top of the domain, and zs is the 
model terrain; over the ocean, a is equivalent to height. 

Table 1: COAMPS model ^-levels 

Level 
a (m) 

12 3 4 5 6 7 8 
31,050    24,400    19,400    16,050    14,300    13,300    12,425    11,675 

Level 
a (m) 

9 10 11 12 13 14 15 16 
10,925    10,175      9,425      8,675      7,800      6,800      5,800      4,800 

Level 
a (m) 

17 18 19 20 21 22 

3,900     3,100     2,300     1,600      1,100 750 
23 

500 
24 

330 

Level 
a (m) 

25 
215 

26 
140 

27 
90 

28 
55 

29 
30 

30 
10 
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3.2    SSM/I data 

The SSM/I retrievals of integrated water vapor are used. The data are thinned (only every 
sixth observation is kept) before their use in the COAMPS 01. The operational database was 
used by the 01 in all cases. In the experiments described below, the SSM/I IWV observations 
used in the Navy's COAMPS 01 were also used to determine the FCA adjustment for the 
first case study (19 March 1997). SSM/I data obtained from Remote Sensing Systems 
(www.ssmi.com) were used for this purpose for the two remaining case studies (13 February 
1997 and 15 January 1998). Approximately every tenth observation from this 0.25 by 0.25 
degree resolution dataset was used. 

Retrievals of instantaneous rain rate from SSM/I data were also obtained from Remote 
Sensing Systems for the purpose of verifying the model forecasts of precipitation. 

4    Methodology 

4.1 Control Runs 

For comparison purposes, control forecasts were generated using the model initialization 
procedure usually followed for the COAMPS model. The COAMPS forecasts were initialized 
using the COAMPS Optimum Interpolation (01) data assimilation scheme. For the cases 
described here, the first guess field used in the 01 consists of a 12 h forecast from a large-scale 
analysis from the Navy's NOGAPS data assimilation system. The 01 is performed on the 
mandatory pressure levels (1000, 925, 850, 700, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 
20, and 10 hPa). The model's first guess is interpolated from the model's a-levels to the 
pressure levels before the analysis, and the analysis increments are interpolated back to the 
model's vertical levels before the beginning of the forecast. The SSM/I IWV observations 
are used in the analysis to adjust the profile of the first guess humidity field. 

4.2 Adjustment of the first guess 

The first guess IWV field (computed from the model vapor pressure values at the model's 
cr-levels) is adjusted for a better fit with the available SSM/I observation over the model 
domain. Formally, we minimize the following objective function: 

J ^ Jf ~r Jd   >   "o   i   J ai 

by varying the displacement and amplification fields. The residual cost function, Jr, mea- 
sures the misfit of the adjusted first guess to the SSM/I data. Minimizing Jr improves the 
agreement between the (adjusted) first guess and the SSM/I data. The additional penalty 
terms in the objective function, Jd, J0, and Ja, ensure that the final adjustment produced by 
the minimization is relatively smooth and not too large. The smoothness penalty function, 
Jd measures the roughness of the x- and ^-displacements and the amplification, ensuring 
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that the adjustment is large scale; the term J0 measures the mean square size of the adjust- 
ment, which tends to suppress adjustments in data-void areas. Finally, the barrier penalty 
function, Ja, measures the magnitude of the adjustment components in a way so that small 
adjustments are not penalized, but large adjustments are penalized heavily. This has the 
effect of setting up a barrier to the size of the adjustments which are determined. These last 
three terms are evaluated using the spectral coefficients of the adjustment. 

Mathematical details of the objective function computation are given in HG96. The 
algorithm used here differs from that description in two respects: (1) the additional term J0 

is included here, computed in the exact same way as Jd except that the mean square value of 
the adjustments is used instead of the mean square Laplacian, and (2) a different coordinate 
system and spectral basis functions are used here. Horizontal positions are computed in 
terms of grid coordinates on the outermost COAMPS grid (x e [l,Nx], y e [l,Ny]). The 
basis functions bk vanish at the grid boundaries, 

bk = 2 sm(mkx') sin(nky') . 

For convenience we have defined scaled coordinates, x' = ir(x - 1)/{NX - 1) and y' — 
Tv(y - l)/(Ny - 1), so that (x', y') e [0, ir]. All wavenumbers mk and nk with total wavenum- 

ber not exceeding some truncation wavenumber N {\Jm\ + n\ < N) are included in the 
representation. 

To minimize J we use the built-in Splus function nlminb, which implements the algo- 
rithms of Gay [2, 3] and which uses function values and gradients of J. The gradient of J 
with respect to the control vector variables is computed using the adjoint of the objective 
function calculation. 

After J is minimized, the resulting horizontal fields of displacements and amplifications 
are then used to adjust the three-dimensional first guess fields of all variables. Since the 
adjustments are a single horizontal field, their vertical distribution must be specified. The 
most straightforward distribution is a constant adjustment, and this was used here. The 
adjustments were applied to the first guess fields on the mandatory pressure levels before 
their use in the pressure-level analysis, and to the first guess field on a-levels. For consis- 
tency with the adjustment of the vertically integrated moisture used in the optimization 
procedure, both the amplification and the displacements are applied to the vapor pressure 
field on the mandatory pressure levels, and the corresponding a-level moisture variable. The 
displacements only are applied to the height, temperature, and wind fields. Since SSM/I 
observations are only available over water, no adjustments are performed over land and along 
a coastal buffer zone of 4 gridpoints (approximately 240 km), and adjustments are reduced 
in magnitude an additional 4 gridpoints from this buffer zone. 
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5    Results 

5.1     19 March 1997 

5.1.1 Case Description 

The synoptic situation at the beginning of the 24 h forecast (12 UTC 19 March) was dom- 
inated by a mature marine low-pressure system located in the northwest quadrant of the 
model domain, with an associated cold front extending southwestward from the California 
coast. A pronounced tongue of moisture exists just ahead of this front, as discussed in more 
detail below. At 500 hPa, a cut-off low lies above the surface low, and a trough extends in 
a southerly direction, well to the west of the surface front. Throughout the ensuing 24 h 
control forecast, the surface low weakens and slowly moves eastward;the surface cold-front 
also progresses eastward, while an anticyclone develops in its wake. At 500 hPa, this is 
accompanied by a rapid eastward progression of the trough. 

5.1.2 First Guess Adjustment and analysis and forecast impacts 

A 12 h COAMPS forecast valid at 12 UTC 19 March 1997 was used as the first guess field 
in this case. As can be seen in Figure 1, the SSM/I data, which covers part of the moist 
tongue evident in the first guess IWV, indicates that the moisture tongue is too far to the 
west in the first guess. The adjustment algorithm was applied to this data with a number 
of different settings for the adjustable parameters that control the smoothness, barrier, and 
absolute magnitude constraints (Jd, Ja, and J0). Based upon a subjective evaluation of 
the results, the following set of parameters was chosen. The smoothness factor u=l affects 
the amount of smoothing by controlling the contributions by higher wavenumbers to the 
smoothness penalty function. The amplitude factor m = 0.1 provides a flexible contraint on 
the spectral coefficients of the adjustment and is contained in the weighting of the barrier 
penalty function. The amplitude factor n = 10 controls the steepness of the barrier function. 
The displacement vectors and amplification factors for this choice (also shown in Figure 1) act 
to correct this first guess error through a combination of displacements and amplifications; 
in this case, however, the amplification has only a small effect (results are not appreciably 
different if only displacements are allowed for the adjustment). Adjustments are generally 
small in areas not covered by SSM/I data. 

Five separate forecasts (Table 2) were generated from the initial data at 12 UTC 19 
March: a control forecast (Run b), which used the unadjusted first guess field in the 
COAMPS data assimilation scheme, and an adjusted case (Run d), in which the adjust- 
ments were applied to all pressure level data. An analogous set of control (Run a) and 
adjusted (Run c) forecast runs were performed in which no data was supplied to the data 
assimilation system. Finally, the effect of only allowing displacements and no amplifications 
in the adjustment step was tested in Run e. 

In the nominal case (Runs b and d), the first guess (Figure 2) is further modified in the 
analysis step (Figure 3), which diminishes the differences between the control and adjusted 
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Observed SSM/I 'Adjusted COAMPS 

0    10 20 30 40 50 

Adjustment 

-0.10 

0    10 20 30  40 50 

Interpolated COAMPS 

0   10 20 30 40 50 

Figure 1: FCA for 12 UTC 19 March 1997. The SSM/I observations are shown in the top left 
panel; the adjusted first guess in the top right panel; the adjustment amplification factors 
and displacement vectors in the bottom left panel; and the original first guess integrated 
water vapor field in the bottom right panel. 
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First Guess IWV Adjusted IWV 

SrADS: COLA/IGES      5 1 f) 15 ?5        30        35        40       45'998-05-27. 

First Guess Vorticity Adjusted Vorticity 

15 20 25 30 35 40 45 50 55 60 

3rADS: C0LA/IGES-6      -4      -?        0 4       6       8      10     1?     14     16398-05-27- 3rA0S: COLA/IGES _ß 

Figure 2: First guess IWV and 1000 hPa relative vorticity for 12 UTC 19 March 1997. 
Shown are the control first guess fields (Runs a and b, left column) of integrated water vapor 
(IWV, in kgm,-2) and 1000 hPa relative vorticity (10~5s_1), and the corresponding adjusted 
fields (Runs c and d, right column). The straight line indicates the position of the surface 
front in the first guess (as indicated by the 1000 hPa relative vorticity maximum). 
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Run b 00 h IWV Run d 00 h IWV 

JrADS: COLA/iGES^ 3Q 35 40 451 »»8-05-27- SrADS: COLA/IGES      5 15        ?0        ?5        30        M        40        45l99B-»8-'°- 

Run b 00 h Vorticity Run d 00 h Vorticity 

SrADS: COLA/IGES _6      -4      -?        0 10       1?        14       1#M-11-17- 

Figure 3: Analysis IWV and 1000 hPa relative vorticity for 12 UTC 19 March 1997. Shown 
are the control analysis fields (Run b, left column) of integrated water vapor (IWV, in 
kgm~2) and 1000 hPa relative vorticity (10_5s-1), and the corresponding fields from the 
adjusted run (Run d, right column). The straight line indicates the position of the surface 
front in the first guess (as indicated by the 1000 hPa relative vorticity maximum). 
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Run bl2h IWV Run d 12 h IWV 

3rADS: COLA/IGES      5 
35 4-0 451998-06-05- 

Run bl2h Vorticity Run d 12 h Vorticity 

Figure 4: The 12 h forecast IWV and 1000 hPa relative vorticity valid 00 UTC 20 March 
1997. Shown are the control fields (Run b) of integrated water vapor (IWV, in kgrnT2) and 
1000 hPa relative vorticity (10_5s_1), and the corresponding fields from the adjusted case 
(Run d). The straight line indicates the position of the surface front in the first guess, as 
before. 
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Description Run Adjustment Analysis 
Amplification Displacements 

No Data Control a No No No 

Nominal Control b No No Yes 

No Data FCA c Yes Yes No 

Nominal FCA d Yes Yes Yes 
Displacements only FCA e No Yes Yes 

Table 2: Experiments for 19 March 1997. 

initial state. Figure 4 shows the 12 h forecast fields of IWV and vorticity for the nominal 
control (Run b, left column) and adjusted (Run d, right column) forecasts. There are still 
some differences in the IWV fields, but they are much smaller than those of the first guess, 
both because of the analysis and the forecast. The position of the wind-shift line is also no 
longer visibly different in the two forecasts. However, the front is less organized and weaker 
in the adjusted (Run d) case. 

For this case, the amplification has only a small effect: the adjusted first guess and re- 
sulting forecasts for Run e (without amplification adjustments) are not appreciably different 
from those of Run d (with amplification adjustments). 

The 12 h forecasts of the "nodata" runs (Runs a and c, Figure 5) show somewhat larger 
differences between control and adjusted than in the nominal case: the IWV in the moisture 
tongue is lower in the adjusted run, and the vorticity maximum along the front is weaker, 
as well. However, the position of the front is also no longer distinguishable in the two runs. 

Verification of the 12 h IWV forecasts against SSM/I observations available at that time 
(Table 3) show that the adjustments have a small, but positive impact in terms of mean 
square statistics, although there is a concomitant increase in the positive bias. The im- 
provement is greatest for the nodata run (Run c), smaller for the nominal run (Run d), and 
smallest when only displacements were used in the adjustment (Run e). By comparison, the 
nominal error of the SSM/I IWV retrievals is approximately 1 kg/m2, which is larger than 
any of the differences except for the improvement in the nodata case. 

Comparison of the precipitation fields in the different runs show the effects of the ad- 
justments more clearly than in some of the other fields. The main difference between the 
adjusted and control runs are in the position and strength of the precipitation along the 
cold front. At the beginning of the forecast (Figure 6), the precipitation is displaced along 
with the other fields, but also weakened. As the forecast progresses (Figures 7 and 8), this 
precipitation weakens further in the adjusted run, whereas it gains in strength in the con- 
trol run. The 6 h accumulated precipitation shows the effect of both the positional shift and 
weakening for the first 6 hours, but essentially only a weakening for the second 6 hour period. 
Comparison of 1-hourly precipitation against the instantaneous precipitation rates observed 
by the SSM/I (Table 4), however, shows only very small differences, although there is a 
suggestion that the adjusted runs tend to underpredict precipitation. All these differences 
are smaller than the typical SSM/I rain rate errors [8]. 
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Figure 5: The 12 ft forecast IWV and 1000 hPa relative vorticity for the "nodata" runs valid 
00 UTC 20 March 1997. Shown are the control fields (Run a, left column) of integrated water 
vapor (IWV, in kgrn'2) and 1000 hPa relative vorticity (lO^s-1), and the corresponding 
fields from the adjusted case (Run c, right column). The straight line indicates the position 
of the surface front in the first guess, as before. 
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Figure 6: Forecast 1 h accumulated precipitation valid at 13 UTC 19 March 1979. Shown 
are the nominal (top row) and nodata (bottom row) forecasts, without (left column) and 
with (right column) adjustments. The straight line indicates the position of the surface front 
in the first guess. 
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Figure 7: Forecast 1 /i accumulated precipitation valid at 15 UTC 19 March 1979. Shown 
are the nominal (top row) and nodata (bottom row) forecasts, without (left column) and 
with (right column) adjustments. The straight line indicates the position of the surface front 
in the first guess. 
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Figure 8: Forecast 1 h accumulated precipitation valid at 18 UTC 19 March 1979. Shown 
are the nominal (top row) and nodata (bottom row) forecasts, without (left column) and 
with (right column) adjustments. The straight line indicates the position of the surface front 
in the first guess. 
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Figure 9: Forecast 6 h accumulated precipitation from 12 UTC to 18 UTC 19 March 1979. 
Shown are the nominal (top row) and nodata (bottom row) forecasts, without (left column) 
and with (right column) adjustments. The straight line indicates the position of the surface 
front in the first guess. 
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Figure 10: Forecast 6 h accumulated precipitation from 18 UTC 19 March to 00 UTC 20 
March 1979. Shown are the nominal (top row) and nodata (bottom row) forecasts, without 
(left column) and with (right column) adjustments. The straight line indicates the position 
of the surface front in the first guess. 
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Statistic Run a   Run b    Run c    Run d    Run e 
bias 1.63 2.08 2.30 2.50 2.51 
rms 4.00 3.89 3.36 3.68 3.71 
sd 3.65 3.29 2.46 2.71 2.74 

Table 3: Verification statistics for 12 h forecasts of IWV against SSM/I observations. Shown 
are the mean error (bias), root mean square (rms), and standard deviation (sd), based on a 
sample of 8697 observations. 

Statistic Run a   Run b    Run c    Run d 
bias -0.11 -0.14 -0.23 -0.22 
rms 1.12 1.11 1.20 1.21 
sd 1.12 1.10 1.18 1.19 

Table 4: Verification statistics for 1 h precipitation rates at 3 h against SSM/I observations 
for 19 March 1997. Shown are the mean error (bias), root mean square (rms), and standard 
deviation (sd), based on a sample size of 6285 observations. 
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5.2    13-14 February 1998 

5.2.1 Case Description 

A baroclinic wave had developed on the cold front of a mature mid-Pacific cyclone at the valid 
time of the first guess fields, 0000 UTC 14 February 1998. A closed 500 hPa circulation was 
collocated with its associated deep surface low; both features slowly weakened and drifted 
east-northeastward through the forecast period. An elongated area of high pressure was 
positioned far to the south of the cyclonic system. 

A tongue of moist air was positioned just ahead of the surface cold front, while to the 
northeast, strong low-level winds were advecting heat and moisture ahead of a pronounced 
warm frontal trough. This resulted in abundant precipitation over the northwestern United 
States early in the forecast period. 

5.2.2 First Guess Adjustment and analysis and forecast impacts 

The first guess forecast of IWV for this case (Figure 12) shows a moisture tongue associated 
with a frontal system extending to the eastnortheast from the western edge of the domain. 
SSM/I observations cover the eastern part of this moist tongue (Figure 11), and indicate 
that the tongue is too far north, and too moist. Because data are only available over part of 
the domain, the adjustments are essentially restricted to the eastern part of the front. The 
differences between the adjusted and control runs are signifcantly modified by the analysis 
step in this case (Figure 13): moisture values are reduced in both runs, leading to much 
smaller differences in magnitude, although the position of the moist tongue is still further 
south in the adjusted run. After 12 hours into the forecast, however, the position of the moist 
tongue is no longer different, but there are slight differences in magnitude. Verification of the 
12 h forecast IWV fields against SSM/I observations (Table 5) shows a small, but positive 
impact. The change is smaller than the estimated IWV measurement errors, however, as 
was the case for the nominal runs for the 19 March 1997 case. 

The effect of the first guess adjustments on the dynamic fields is shown in Figure 14, 
which shows the 1000 and 500 hPa height fields. The effect of the southward displacements 
along the center of the moist tongue is evident at both levels. After the analysis, however, the 
differences are much smaller (Figure 15). At 1000 hPa, the control run analysis was brought 
into closer agreement with the adjusted first guess (and analysis), whereas at 500 hPa the 
reverse was true. After the first 12 hours of the forecast, the initial differences are no longer 
discernible (they actually reversed in sign in part of the domain). 

In this case, there was little or no precipitation in the area affected by the adjustments. 
Most of the precipitation occurred along the wave in the frontal system well to the northeast. 
Therefore, there are no discernible differences in precipitation initially (Figure 16), and only 
at 6 hours have differences between the two runs developed along the southern edge of the 
main area of precipitation. The plots of 6-hourly precipitation (Figure 17) show that this is 
the main area of differences in both the first and second 6 h period. 

Comparison of 1-hourly precipitation rates against instantaneous precipitation rates ob- 
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served by SSM/I (Table 6) show a neutral to slightly negative impact of the adjustment, 
which are all within the measurement errors of the precipiation observations. 

First guess adjustment Observations 

-0.20 -0.10 0.0      0.05 

Figure 11: FCA for 00 UTC 14 February 1998. The SSM/I observations are shown in the 
right panel; the adjustment amplification factors and displacement vectors in the left panel. 

Statistic Control   Adjusted 
2.51 2.28 
5.66 5.23 
5.08 4.71 

bias 
rms 
sd 

Table 5: Verification statistics for 12 h forecasts of IWV against SSM/I observations. Shown 
are the mean error (bias), root mean square (rms), and standard deviation (sd), based on a 
sample of 6901 observations. 
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Figure 12: First guess IWV fields for 00 UTC 14 February 1998. Shown are the control 
and adjusted first guess fields integrated water vapor (IWV, in kgrn'2). The straight lines 
indicate the approximate position of the maximum IWV values in the control run first guess. 

Statistic 

bias 
rms 
sd 

3/i Ah 6/i 
Control    Adjusted    Control    Adjusted    Control    Adjusted 

-0.06 
0.70 
0.70 

-0.05 -0.04 -0.04 0.00 0.00 
0.69 0.62 0.63 0.44 0.46 
0.69 0.62 0.63 0.44 0.46 

Table 6: Verification statistics for 1 h precipitation rates against SSM/I observations for 14 
February 1998. Shown are the mean error (bias), root mean square (rms), and standard 
deviation (sd), based on sample sizes of 11,456 to 18,666 observations. 
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Figure 13: IWV fields for the analysis at 00 UTC 14 February (top row) and the 12 h 
forecast valid 12 UTC 14 February 1998 (bottom row), for the control and adjusted runs. 
The straight lines indicate the approximate position of the maximum IWV values in the 
control run first guess and 12 h forecast, respectively. 
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Figure 14: First guess 1000 and 500 hPa height fields for 00 UTC 14 February 1998. Original 
first guess is shown as solid contours, adjusted as dashed. The straight lines indicate the 
approximate position of the maximum IWV values in the control run first guess. 
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Figure 15: Height fields for the analysis at 00 UTC 14 February (top row) and the 12 h 
forecast valid 12 UTC 14 February 1998 (bottom row), for the control and adjusted runs. 
Control run results are shown as solid contours, adjusted as dashed. The straight lines 
indicate the approximate position of the maximum IWV values in the control run first guess 
and 12 h forecast, respectively. 
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Figure 16: Forecast 1 ft accumulated precipitation for 14 February 1998. Shown are the 
values valid 01 UTC (top tow) and 06 UTC (bottom row), without (left column) and with 
(right column) adjustments. The straight lines indicate the approximate position of the 
maximum IWV values in the control run first guess and 12 h forecast. 
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Figure 17: Forecast 6 /i accumulated precipitation for 14 February 1998. Shown are the 
values from 00 UTC to 06 UTC (top tow), and 06 UTC to 12 UTC 14 February 1998 
(bottom row), without (left column) and with (right column) adjustments. The straight 
lines indicate the approximate position of the maximum IWV values in the control run first 
guess and 12 h forecast. 
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5.3    15 January 1998 

5.3.1 Case Description 

A deep and mature surface low (central pressure below 965 hPa) was positioned well off 
the Oregon coast at the valid time of the first guess fields, 1200 UTC 15 January 1998. At 
500 hPa, the deep surface low was represented by a shortwave trough moving northeastward 
around a closed low positioned well to the northwest. Over the next 12 h, the 500 hPa 
closed low remained almost stationary, while the upper-level representation of the slowly 
deepening surface low moved northeastward and similarly intensified. The warm frontal 
trough extending southeast from the surface low also became more pronounced as did the 
downstream deep-layer ridge. 

Abundant moisture (IWV l 35 mm) in the tropical air to the south of the system was be- 
ing transported northeastward by the strong low-level wind field between the low and a large 
anticyclone to its southeast . Although the center of the surface low moved generally north- 
eastward, remaining well off-shore through the forecast period, warm frontal precipitation 
occurred over the northwestern United States. 

5.3.2 First Guess Adjustment and analysis and forecast impacts 

The first guess in this case included a wavelike disturbance of the main moisture tongue, 
associated with a surface low pressure system. The adjustments based on the available SSM/I 
IWV data lead to a reduction of IWV values near the center of the low (Figure 18), and a 
general southeastward displacement of the features in the forecast field (Figure 19). However, 
the vorticity maximum associated with the low is also weakened by the adjustments. After 
the analysis step, the IWV fields are reduced in the control run, but increased in some areas 
in the adjusted run, leading to a reversal of the differences near the center of the low (Figure 
20), and generally only small differences in the position of moist tongue. After 12 hours, 
there are few visible differences between the two runs, except for an area of slightly higher 
values in the adjusted run. 

Comparison of the 12 h forecast against SSM/I IWV observations (Table 7) shows a slight 
positive impact in terms of mean square statistics, but a slight increase of the positive bias. 
These differences are smaller than the IWV measurement errors, however. 

The vorticity fields are generally much noisier after the analysis step (Figure 21), and 
the clearly visible shift in the position of the first guess vorticity maximum is modified by 
structural changes in the vorticity features. After 12 hours, the main differences between the 
two runs are a different structure of the vorticity maximum, and slightly lower values along 
the warm front, with almost no differences in position. 

The effects of the adjustments on the precipitation field (Figure 22) are minor. At the 
initial time, the main area of precipitation is moved and weakened in the same way as the 
associated vorticity field. However, after 6 hours, the precipitation has regained strength 
in the adjusted run, and there is a slight difference in position of the main warm frontal 
precipitation. The plots of 6-hourly precipitation (Figure 23) show that this trend continues 
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throughout the seond 6 h period. 
Comparisons against SSM/I observations of precipitation (Table 8) are inconclusive (all 

the differences are smaller than the measurement errors of the precipitation observations). 

Statistic Control   Adjusted 
bias 1.34 1.39 
rms 4.33 4.20 
sd 4.12 3.97 

Table 7: Verification statistics for 12 h forecasts of IWV against SSM/I observations for 
15 January 1998. Shown are the mean error (bias), root mean square (rms), and standard 
deviation (sd), based on a sample of 7149 observations. 

Statistic Ah Qh 7h 
Control   Adjusted    Control   Adjusted    Control   Adjusted^ 

bias -0.02 -0.01 0.05 0.03 0.04 0.01 
rms 0.64 0.67 0.61 0.60 0.74 0.75 
sd 0.64 0.67 0.61 0.59 0.74 0.75 

Table 8: Verification statistics for 1 h precipitation rates against SSM/I observations for 
15 January 1998. Shown are the mean error (bias), root mean square (rms), and standard 
deviation (sd), based on sample sizes of 10,785 to 16,933 observations. 
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Figure 18: FCA for 12 UTC 15 January 1998. The SSM/I observations are shown in the top 
left panel; the adjusted first guess in the top right panel; the adjustment amplification factors 
and displacement vectors in the bottom left panel; and the original first guess integrated 
water vapor field in the bottom right panel. 
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Figure 19: First guess fields for 12 UTC 15 January 1998. Shown are the control (left 
column) and adjusted (right column) first guess fields of integrated water vapor (top row, 
in kgm~2) and W00 hPa relative vorticity (bottom row, in 10-5s_1). The straight lines 
indicate the position of the surface fronts in the control run (as indicated by the first guess 
1000 hPa relative vorticity maximum). 
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Control 00 h IWV Adjusted 00 h IWV 

Control 12 h IWV Adjusted 12 h IWV 

Figure 20: IWV fields for the analysis at 12 UTC 15 January 1998 (top row) and the 12 h 
forecast valid 00 UTC 16 January 1998 (bottom row), for the control and adjusted runs. 
The straight lines indicate the position of the surface fronts in the control run (as indicated 
by the first guess and 12 h forecast 1000 hPa relative vorticity maximum). 
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Figure 21: 1000 hPa vorticity fields for the analysis at 12 UTC 15 January 1998 (top row) 
and the 12 h forecast valid 00 UTC 16 January 1998 (bottom row), for the control and 
adjusted runs. The straight lines indicate the position of the surface fronts in the control 
run (as indicated by the first guess and 12 h forecast 1000 hPa relative vorticity maximum). 
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Figure 22: Forecast 1 /i accumulated precipitation for 15 January 1998. Shown are the values 
at 13 UTC (top row) and 18 UTC 15 January 1998 (bottom row), without (left column) 
and with (right column) adjustments. The straight lines indicate the position of the surface 
fronts in the control run (as indicated by the first guess and 12 h forecast 1000 hPa relative 
vorticity maximum). 
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Figure 23: Forecast 6 h accumulated precipitation for 15 January 1998. Shown are the 
values valid from 12 to 18 UTC 15 January (top row) and 18 UTC 15 January to 00 UTC 
16 January 1998 (bottom row), without (left column) and with (right column) adjustments. 
The straight lines indicate the position of the surface fronts in the control run (as indicated 
by the first guess and 12 h forecast 1000 hPa relative vorticity maximum). 
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6    Conclusions 

The results indicate that the adjustments to the first guess forecasts are successful in two 
regards: they do not introduce spurious noise into the forecasts, and they lead to an im- 
provement of the IWV forecasts. Verification of precipitation forecasts did not show a clear 
positive or negative effect. The results also indicate that the adjustments only partially 
survive the data analysis steps of the COAMPS data assimilation system, greatly diminish- 
ing its potential impact. More effective ways of initializing the COAMPS model with the 
adjusted model fields are required, since the impact diminishes during the first 12 hours of 
the forecast. 
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