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Preface 

This special issue contains the texts of the invited talks presented at the XXIIIrd International 
Conference on Phenomena in Ionized Gases (ICPIG) which was held in Toulouse, July 17-22, 1997. 
A short article presenting an overview of the conference is also presented in this special issue. 

The articles here are divided into two groups, the plenary lectures (for general lectures of broad 
interest) and the topical lectures (for more specialized topics). Within each group, the articles are ordered 
alphabetically by presenting author's name. Along with the plenary lectures is the text of the lecture given 
by Professor Takada, the recipient of the 1997 Penning Prize. The Penning Prize, which was again 
sponsored by Philips Lighting, is awarded every two years to an individual for contributions in the subject 
areas covered by the ICPIG. Also included with the topical lectures is the text of one of the talks given 
during the workshop "Applications of Low Temperature Plasmas" which was held in the middle of the 
conference and open to all participants. The articles published here were reviewed by two members of the 
community, and the review procedure was organized and coordinated by the members of the International 
Scientific Committee of the XXIIIrd ICPIG. 

The technical program of the XXIIIrd ICPIG included, in addition to the invited talks, more than 500 
contributed papers which were presented in poster sessions. The contributed papers, a maximum of 
2 pages in length, were reviewed by the Local Organizing Committee. Those contributed papers which 
were presented at the conference are included in the five volumes of conference proceedings. These were 
distributed at the conference and additional copies of the proceedings are available through the guest 
editors of this special issue. 

We would like to thank these authors for having made the extra effort of putting their lectures on 
paper, and we hope that this publication of the invited talks of the XXIIIrd ICPIG as articles in a refereed 
journal will give them a wide diffusion. We also thank "EDP Sciences" for arranging publication in this 
special issue of Journal de Physique. 

Marie-Claude Bordage and Alain Gleizes 
Guest Editors 

Centre de Physique des Plasmas et Applications de Toulouse (CPAT) 
Universite Paul Sabatier 
118, route de Narbonne 

31062 Toulouse cedex 4, France 
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Summary of the XXIIIICPIG 

A. Bouchoule, H. Brunet* and L.C. Pitchford* 

GREMI, Universite d'Orleans, UMR 6606 du CNRS, 45067 Orleans, France 
* CPAT, Universite Paul Sabotier, ESA 5002 du CNRS, 118 route de Narbonne, 31062 Toulouse, France 

1. INTRODUCTION 

The International Conference on Phenomena in Ionized Gases (ICPIG) is a biannual conference which 
covers most aspects "of phenomena in ionized gases, with emphasis on low to moderate temperature 
plasmas. The tremendous growth in applications of low and moderate temperature plasmas (surface 
treatment, pollution control, microelectronics fabrication, and many others) makes this field dynamic, 
interdisciplinary, and rapidly evolving. The ICPIG series provides an international forum for presentation 
and discussion of fundamental physics of ionized gases and applied research underlying the newer as well 
as the more mature plasma-based technologies. There is no other international conference which covers 
the range of topics of the ICPIG. 

Until 1995 the ICPIG venue traditionally alternated between sites in Eastern and Western Europe. The 
1995 ICPIG at Stevens Institute in Hoboken, New Jersey, marked the first time the conference was held 
outside Europe, and this served the very useful purpose of making the conference truly international. 

We, in France, were happy to have the chance to welcome the ICPIG back to Europe for the 1997 
meeting, the twenty-third in the series. The XXIII ICPIG was held on the downtown campus of the 
University of Toulouse, from Thursday, July 17, to Tuesday, July 22, 1997. This campus is located in the 
historic center of Toulouse, and the central location proved to be especially attractive to participants and 
their accompanying persons. Every effort was made to keep the cost low so that participants who could 
not attend the meeting in the USA for financial reasons were able to be present in Toulouse. The 
attractive location and the low cost were key factors in the large participation at the meeting. 

The local organization was assured by members of two laboratories from the University of Toulouse, the 
Centre de Physique des Plasmas et Applications de Toulouse (CPAT) and the Laboratoire de Genie 
Electrique de Toulouse (LGET). Continuity from meeting to meeting and guidance are provided by the 
ICPIG International Scientific Committee (ISC) which meets annually. The members of the ISC and of 
the Local Organizing Committee (LOC) are listed in the front of this special issue. 

2. PARTICIPATION 

The attendance at the XXIII ICPIG was larger than for the several previous meetings. A total of 561 
participants took part in this meeting. The number of participants from each of the 36 countries 
represented at the ICPIG is shown in Table 1. 



VIII 

Country 

Algeria 
Australia 
Austria 
Belarus 
Belgium 
Brazil 
Bulgaria 
Canada 
Chili 
Czech Republic 
Egypt 
Estonia 
France 
Germany 
Iran 
Ireland 
Israel 
Italy 
Japan 

number of 
participants 

J 

6 
2 
1 
4 
1 

-> 
j 

6 
1 

32 
4 
2 

183 
53 

1 
3 
7 
16 
58 

Country 

Mexico 
Netherlands 
Norway 
Poland 
Portugal 
Republic of Moldova 
Romania 
Russian Federation 
Slovakia 
Slovenia 
Spain 
Switzerland 
Turkey 
UK 
Ukraine 
USA 
Yugoslavia 

TOTAL 

number of 
participants 

2 
10 
5 
4 
11 

1 
8 

60 
8 
1 
5 
1 
1 

16 
5 

31 
6 

561 

Table 1. Geographical distribution of participants at the XXIII ICPIG 

One of the goals of the organization was to encourage student participation. To this end, low cost rooms 
were available for participants and the registration fee was reduced for students. These two factors were 
contributed to the large student participation (138 students were present). The generous support of the 
sponsors and contributors of the XXIII ICPIG enabled the Local Organizing Committee to support in full 
or in part a number of participants from Eastern European countries. 

3. TECHNICAL PROGRAM 

The technical sessions of the XXIII ICPIG consisted of invited talks and poster presentations. The 
invited talks were given in either plenary sessions (for general lectures of broad interest) or in parallel 
sessions (for more specialized topics). The invited speakers were selected by the ISC. There were 31 
invited speakers at the 1997 meeting, including 7 plenary lectures and 24 topical lectures. The 
international character of the ICPIG was reflected in the participation of 17 countries in the invited talks. 
The articles in this special issue include the texts of the invited talks at the XXIII ICPIG. 

There were 513 contributed papers presented in the form of posters at the meeting. The poster sessions 
were arranged not to overlap with the presentation of the invited talks in order to give participants ample 
opportunity to meet and discuss with the presenters of the posters. The contributed papers themselves are 
short, a maximum of two pages in length, and these were printed and distributed to participants at the 
meeting. These ICPIG proceedings are organized in 5 volumes, one for each meeting day and a fifth one 
for 'late papers'. A requirement for inclusion of the papers in conference proceedings is that at least one of 
the authors be registered. The 'late papers' are those for which the authors registered after the deadline 
for printing the first 4 volumes. Additional copies of the proceedings are available and can be ordered 
from the LOC. Contributed papers from the proceedings of the XXIII ICPIG will appear in the INSPEC 
data base. 



IX 

A short overview on the contents of these contributions is given in table 2 which summarizes the list of 
subjects covered at the conference, as updated in 1996 by the ISC, and the number of contributions in 
each. At their meeting in 1996, the ISC decided to feature two subjects for special emphasis in 1997, (a) 
highly ionized, low pressure plasmas, and (b) high pressure, non-thermal plasmas. 

TOPIC 
number of 

posters 
Kinetics, thermodynamics and transport phenomena 
Elementary processes 
Low pressure glows 
Coronas, sparks, surface discharges and high pressure glows 
Arcs 
High frequency discharges 
Ionospheric, magnetospheric, and astrophysical plasmas 
Plasma diagnostic methods 
Plasma wall interactions, electrode and surface effects 
Physical aspects of plasma chemistry, plasma processing of 
surfaces, plasma wall interaction and thin film technology 
Generation and dynamics of plasma flows 
Non-ideal plasmas. Clusters and dusty plasmas 
Waves and instabilities, including shock waves 
Non-linear phenomena and self-organizing processes 
Particle and laser beam interaction with plasmas 
Plasma sources of radiation 
Numerical modeling 
Plasmas for environmental issues 
Special topics emphasized at the 1997 meeting: 

30 
27 
42 
35 
42 
36 
7 

50 
20 
40 

6 
17 
22 
22 
6 

29 
41 
15 

16 
10 

Highly ionized, low pressure plasmas 
High pressure, non-thermal plasma 

TOTAL 513 

Table 2. Number of contributed papers in each of the subject areas covered by the XXIIIICPIG 

The poster sessions were very well attended in spite of the warm weather, and there were numerous 
animated discussions in the poster session area and in the gardens just outside where the coffee breaks and 
lunches were held. 

A total of 661 contributed papers were submitted to and reviewed by the Local Organizing Committee. 
About 5% were rejected, mostly on the grounds that they were outside the subject area of the conference. 
A large number of papers, mostly from Eastern European countries, were accepted by the LOC, but the 
authors were unable to attend the meeting and present their papers. These papers were therefore not 
printed in the proceedings. 

4. PENNING PRIZE AND POSTER PRIZES 

The Penning Prize is awarded every two years, at the occasion of ICPIG, to an individual for work in the 
field of physics and technology of plasmas and ionized gases. The 1997 Penning prize, again sponsored 
by Philips Lighting, was awarded to Professor S. Takeda from Japan.   The citation for the 1997 Penning 



Prize to Professor Takeda reads "for his many, long-standing contributions to the field of plasmas and 
ionized gases, and in particular, for his work on an extension of Paschen's law to high-frequency 
discharges and waves in plasmas". Professor Takeda accepted the Penning Prize, consisting of $1000 
and a certificate, and presented a lecture on gas discharge work in Japan. He also received a gold medal 
from the city of Toulouse in recognition of his having been awarded the Penning Prize. Professor Takeda 
was selected by the ISC from the 12 nominations which were submitted by members of the scientific 
community. 

For the first time the ICPIG Conference distinguished two contributed papers with awards, one for 
theory/modeling and the other for experimental work. The 1997 ICPIG poster prize winners were E. 
Robert. C. Cachoncinlle, A. Khacef, R. Viladrosa and J.M. Pouvesle from GREMI, CNRS/Universite 
d'Orleans, France for experimental work and A. Bogaerts and R. Gijbels from University of Antwerp, 
Belgium for theory/modeling. 

5. WORKSHOPS 

An industrial workshop has traditionally been organized to coincide with the ICPIG. This year the 
industrial workshop, open to all registered participants of the ICPIG, was held in the middle of the 
conference on Saturday afternoon. Six leaders in research and development in large companies accepted 
invitations to speak, and attendance at the workshop was very good. The following topics were 
presented ; 

Plasma Processing of Semiconductors (J.N. Bardsley, LLNL, USA) 
Plasma Display Panels (H. Doyeux, Thomson Tube Electronics, France) 
Plasma Addressed Liquid Crystal Displays (K. Ilcisin, Technical Visions, USA). 
Electromagnetic Propulsion (A. Cadiou, CNES, France) 
Circuit Breakers and Switches (M. Barrault, Schneider. France) 
Waste Treatment with Thermal Plasmas (M. Labrot, Aerospatiale, France). 

The organizers wish to express again their appreciation to these speakers for their participation in the 
workshop. 

Another special industrial workshop on plasma technologies for environmental issues was organized the 
day before the conference. More than 50 specialists, mainly from Europe and USA, attended this special 
workshop. This workshop was organized by the Center of Technological Ressources (CRT) in Plasmas 
and Lasers which was recently established in France. Reports will be available though the CRT (B. 
Bergaya, CRT Plasma-Laser, UFR Sciences, 45067 Orleans, France ). 

6. SOCIAL EVENTS 

Very important parts of any conference are the social events, and we were happy to have this opportunity 
to share some of the pleasures of life in southern France with the attendees at the XXIII ICPIG. A 
welcome reception was held outside in the garden of the campus on Wednesday evening, July 16. For the 
accompanying persons, there was a 2-hour walking tour of Toulouse on Thursday afternoon and bus trips 
on Friday and Monday to Albi and Cordes and to Carcasonne which were 'sold-ouf. The conference 
banquet was held in the Hotel Dieu, a Toulouse landmark on the banks of the Garonne River in the center 
of city. The after-dinner talk was a hilarious tale of the « baguette laser » given by Dr. Jean-Michel 
Pouvesle (who, incidentally, was one of the poster prize winners !). A conference excursion to the 
countryside around Toulouse was organized on Sunday, and there were about 240 people who made this 
excursion. On Monday evening, the mayor of Toulouse hosted a reception for all ICPIG participants in 
the magnificent 'Salle des Illustres" in the Toulouse City Hall. At this event, medals from the city of 
Toulouse were presented to the Professor Takeda and the poster prize winners. 



XI 

7. SPONSORS AND CONTRIBUTORS 

The success of this conference is due in part to the generous support of our sponsors. It is thanks to this 
support that the cost for participants was a minimum thereby allowing more people to attend. We 
gratefully acknowledge the sponsors of XXIIIICPIG, the list of which appears in the front of this volume. 

8. XXIV ICPIG 

The 24th ICPIG will be held in Warsaw in July 1999.   We hope to see you all again there ! 
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Physics and Modeling of Plasma Display Panels 

J.P. Boeuf, C. Punset, A. Hirech and H. Doyeux* 

Centre de Physique des Plasmas et Applications de Toulouse, Universite Paul Sabotier, 118 route de 
Narbonne, 31062 Toulouse, France 
* Thomson Tubes Electroniques, ZI Centr 'Alp, Moirans, France 

Abstract: We discuss physical phenomena which take place in an AC Plasma Display Panel (PDP) cell for matrix 
and coplanar electrode geometries. The effect of the gas mixture and the electrode geometry on the breakdown 
voltage is first analyzed using a fluid discharge model. We then compare solutions from simple fluid models and 
more accurate hybrid models for a ID cell, and discuss the sensitivity of the models to the uncertainties on the 
charged particle transport coefficients. Finally we present typical results showing the space and time evolution of a 
discharge in AC matrix and coplanar cells. 

1. INTRODUCTION 

Plasma display panels (PDP's) are now the best candidate on the market in the competition for large size, 
wall hanging television displays [1], [2] .The feasibility of high quality 42 in. color plasma displays has 
been demonstrated by several companies, and mass production of these displays started in 1996. 
However, some of the characteristics of these displays can be improved, and basic research is needed to 
guide improvements in, for example, the luminous efficiency of PDP's [3] which is low, but acceptable, 
in today's devices . Modeling is an important part of this research effort since accurate and detailed 
models of the discharge and plasma formation in PDP cells are now available and have considerably 
improved our understanding of the physical mechanisms governing the light emission from a picture 
element [4], [5], [6], [7], [8], [9]. 

In this paper we give a general presentation, based on numerical results from fluid and hybrid 
models, of the physical processes occurring in the plasma which forms in the PDP. In section 2 we 
describe the typical matrix and coplanar electrode geometries which are used in AC PDP's. The 
breakdown voltage in a PDP cell must be small in order to limit the cost of the electronic drivers. The 
breakdown voltage depends on the gas mixture and on the surface, which provides secondary electrons 
under ion bombardment. In a simple parallel plate geometry, the breakdown voltage is a function of the 
pd product - gas pressure times gap length (Paschen curve). This is no longer true in a coplanar geometry 
where the position of the third (address) electrode plays an important role. These questions are discussed 
in section 3. In section 4, results from fluid and hybrid models of a transient discharge occurring in a 
matrix PDP cell are compared. The aim of this comparison is to estimate the accuracy of simple fluid 
models based on the local field approximation (LFA). Although the LFA models are based on a very 
rough approximation, they are much more practical to use (much faster) than hybrid or particle models. 
This aspect is essential when the models are used for computer aided design. We show that in the 
conditions of a typical AC plasma display cell, the LFA model provides a good qualitative picture of the 
discharge, with a reasonable quantitative accuracy. We also show that the errors introduced by this 
approximation are not larger than those due to uncertainties in the data characterizing charged particle 
transport and secondary electron emission. In section 5 we describe the space and time evolution of a 
discharge in matrix and coplanar electrode geometry, on the basis of a 2D fluid model. 
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2. MATRIX AND COPLANAR AC PLASMA DISPLAYS 

In AC plasmas displays, the discharges occur between electrode stripes which are deposited on a glass 
plate and covered with a dielectric layer. In a matrix display, each discharge cell is at the intersection of a 
line electrode and a column electrode which are deposited on two parallel glass plates. The sets of line 
electrodes and column electrodes are orthogonal to each other. The matrix electrode geometry is 
represented in Figs. 1 and 2a. A discharge is fired by applying a large enough voltage between a line 
electrode X, and a column electrode Y. 

In a coplanar display [10], [11], the discharges occur between electrodes which are parallel and are 
deposited on the same glass plate. A third electrode, the address electrode, is used to define the position of 
the discharge in the direction perpendicular to the parallel electrodes, and to trigger the discharge (see Fig. 
2b). Dielectric barrier ribs are used to prevent electrical and optical interaction (cross-talk) between the 
cells. The barrier ribs also play an important role in the UV-visible photon conversion since a layer of 
phosphor is deposited on the rib walls. A picture element consists of three discharge cells with phosphors 
in the three fundamental colors. 

Observer A 
Front Plate 

MgO 

back Plate 

Electrode     Dielectric Layer 

Phosphor Electrode 

Figure 1: Schematic of an AC Matrix display (Thomson geometry) 

The dielectric barrier ribs are parallel to the planes of Figs. 2a and 2b and therefore do not appear on 
these figures (they are perpendicular to the plane of Fig. 1). 

The dielectric layer above the electrodes is generally made of enamel and is typically 20-25 urn 
thick. It is covered with a MgO layer (less than 1 um thick). The MgO layer is extremely important 
because 1) it protects the dielectric layer, and 2), its large secondary emission coefficient under neon or 
helium ion bombardment helps maintain a low breakdown voltage. 
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Figure 2: AC matrix (a), and coplanar (b) cells (cut in a plane parallel to the barrier ribs and perpendicular to the plane of Fig. 1) 

Intense research efforts have been devoted to identifying materials which are resistant to sputtering 
and have a large secondary electron emission coefficient under ion bombardment. Magnesium oxide, 
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MgO, has been used for more than 30 years and is still the best known material for protecting the 
dielectric layer and providing secondary electrons. Uniform layers of MgO can be deposited on large 
areas by electron beam evaporation. An important advantage of MgO is that its secondary emission 
coefficient properties do not change significantly even after hundreds of nanometers are removed from the 
surface by ion sputtering. The life time of the display is limited by the sputtering of the MgO layer but 
can be larger than 10000 hours.The matrix and coplanar geometries are also called, respectively, double 
substrate and single substrate structures. We will not discuss here the advantages and drawbacks of each 
structure. However, let us mention that in the coplanar structure the electrodes on the front plate occupy a 
large area and must therefore be transparent (ITO, indium tin oxide). Due to the resistivity of ITO, a small 
width metal electrode (bus electrode) is generally deposited on the edge of each coplanar electrode to 
maintain a constant voltage along the electrodes. 

3. BREAKDOWN VOLTAGE 

In AC plasma displays, a square wave voltage, the sustaining voltage, is applied constantly between the X 
and Y electrodes. The amplitude of the sustaining voltage is less than the breakdown voltage. In a matrix 
display, a discharge is turned on in a given cell by applying, between the electrodes of that cell, a voltage 
larger than the breakdown voltage (the writing voltage). The discharge forms and is quickly quenched 
because of the charging of the dielectric surfaces. At the next half cycle, when the sustaining voltage 
reverses, the field in the gas gap due to the charges deposited on the dielectric surfaces by the previous 
pulse now adds to the field due to the voltage across the electrodes and a new discharge is initiated. This 
discharge is in turn quenched by the charging of the dielectric surfaces and so on. If the charges on the 
dielectric layers at the end of a discharge pulse are +Q and -Q, the next discharge must transfer -2Q and 
+2Q respectively on these surfaces, to maintain a steady state. The voltages of the writing and erasing 
pulses are such as to transfer exactly +Q and -Q to the dielectric surfaces. The sustaining voltage must be 
smaller than the breakdown voltage (otherwise all the cells would be constantly in an "ON" state). The 
sustaining voltage must also be large enough to maintain a written cell in the ON state. The minimum and 
maximum values of the sustaining voltage define the margin of the display. It is important to operate in 
conditions where the margin is large because the operating value of the sustaining voltage must be within 
the margins of all the cells of the panel (which are not perfectly identical). As we have seen, the 
maximum value of the sustaining voltage is the breakdown voltage. The minimum value of the margin is 
related to (but always larger than) the minimum, normal glow discharge voltage. The calculations [4] 
show that the margin increases when the pd (pressure - gap length) product is increased. Therefore, the pd 
product must be large enough to have a large margin, but low enough to have a reasonably low 
breakdown voltage and sustain voltage. 

In plasma displays, the sustaining and addressing pulses are generated by high-voltage transistors. 
High -voltage integrated drivers switch the addressing pulses to the appropriate electrodes. Choosing a 
gas mixture and electrode geometry leading to low operating voltages is therefore essential. 

3.1 Breakdown in Xe-Ne mixtures 

Although xenon is an efficient UV emitter, the breakdown voltage in pure xenon is impractically large 
and mixtures of xenon with neon or helium are generally used in plasma displays. 

Adding neon or helium to xenon decreases the breakdown voltage for two reasons: 1) neon and 
helium ions are much more efficient than xenon at extracting secondary electrons from a MgO surface, 
and, 2) the total ionization coefficient in some xenon-neon mixtures for example, can be larger than the 
ionization coefficient in pure xenon and in pure neon (this is because the momentum cross-section for 
electron-neutral collisions is much larger in xenon than in neon so that in a mixture containing a large 
concentration of neon, the electrons can gain energy more easily and reach the excitation and ionization 
thresholds of xenon for lower values of the reduced electric field). 

The above properties appear on Fig. 3 which shows the calculated Paschen curves for xenon-neon 
mixtures in a parallel plate geometry. The secondary electron emission coefficients in Fig. 3 are supposed 



C4-6 JOURNAL DE PHYSIQUE IV 

to be independent of the reduced electric field (or ion energy). This figure shows that xenon-neon 
mixtures with xenon concentrations less than 10% are much more appropriate than pure xenon for 
plasma display cells. The secondary emission coefficients for neon and xenon ions on MgO are not well 
known although a value between 0.3 and 0.5 for neon ions seems reasonable [4]. The value of the 
secondary emission coefficients of xenon ions is not accurately known but it is undoubtedly much smaller 
than that of neon ions. We generally use a value of 0.05 in the calculations for xenon ions on MgO, but 
this value is just a guess. Figure 3b shows how the breakdown curve depends on the xenon secondary 
emission coefficient. 

The breakdown curves of Fig. 3 have been obtained by from the self-sustaining condition in the gas 
mixture. If ccNeand aXe are the partial ionization coefficients for neon and xenon, and if yNeand yXe are the 
secondary emission coefficients of MgO under neon and xenon ion bombardment this condition can be 
written: 
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Figure 3: Breakdown curves in Xe-Ne mixtures for a parallel plate geometry (no dielectric layer above the electrodes). The 
secondary electron emission coefficient for neon ions on MgO is set to 0.5 in both figures. The secondary electron emission 
coefficient for xenon ions on MgO is set to 0.05 in (a) and is varied in (b). The gas mixture is Xe-Ne (10%-90%) in (b). 

Note that Penning effect does not play a significant role in mixtures of neon with more than a few 
percent of xenon because most of the electron energy in these mixtures is spent into xenon excitation and 
ionization. Penning effect starts to become much more important when the concentration of xenon is less 
than 1%. This is because for very low concentrations of xenon, most of the electron energy is deposited in 
excitation and ionization of neon. A lot of energy is stored in neon excited states and the ionization of a 
xenon atom by an excited neon atom becomes very probable. (Mixtures of neon with typically 0.1% 
argon have been used to lower the operating voltage in monochrome plasma display panels.) 

3.2 Breakdown in a coplanar geometry 

The breakdown condition above, for a parallel plate geometry, is a relation between the breakdown 
voltage and the pd product. This is because a/p is a function of the reduced electric field E/p=V/(pd). This 
is exact for a parallel plate geometry (and if direct ionization by electron impact is the only ionization 
mechanism). In a matrix electrode geometry one can expect this to be true to first order. In a coplanar 
geometry the breakdown voltage no longer depends on the pd product alone, because the electric field 
distribution in the cell also depends on the position of the address electrode. The breakdown curves can 
still be plotted as a function of pd, but different curves are found for different d and different h where d is 
the distance between the coplanar electrodes and h is the distance between the dielectric surfaces. 

The results displayed in Fig. 4 have been obtained with a 2D fluid model of the discharge cell shown 
in Fig. 4. Breakdown was said to have occured when the ion density in the cell reached 5. 1012 cm"3 (for 
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this value of the density, the plasma had not yet formed but the distortion of the geometric field due to the 
ion space charge was large enough to always lead to a further increase of the current). 

We see on Fig. 4a that the breakdown voltage increases considerably when the d/h ratio is increased. 
This is because the low potential region between the bottom sustaining electrode and the address 
electrode becomes larger for larger d/h, and the secondary electrons are not efficiently drawn to the high 
field region between the two coplanar electrodes. A non-negligible fraction of the electrons emitted from 
the surface may be lost by diffusion for large d/h. We also see on Fig. 4a that the minimum of the 
breakdown curve is shifted toward larger pd when d is increased. These tendencies have been observed in 
experiments [12], [13] but very few experimental data are available, and systematic comparisons are still 
to be done. 
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Figure 4: Breakdown curves in Xe-Ne mixtures in a coplanar structure (2 dimensional, Cartesian geometry). The secondary 
electron emission coefficient is set to zero on the dielectric surface above the addressing electrode. The thickness of both 
dielectric layers is set to 20 urn, and their relative permittivity is 12. The secondary electron emission coefficients for neon and 
xenon ions on the MgO surface above the sustaining electrodes are supposed to be 0.5 and 0.05, respectively. 

The effect of the addressing voltage on the breakdown curve can be seen on Fig. 4b where the gap 
length d and the distance between the plates h are kept constant. A non-zero voltage on the addressing 
electrode helps draw the secondary electrons emitted above the grounded sustaining electrode to the high 
field, multiplication region. The breakdown voltage can therefore be significantly decreased when Va is 
increased. We also observe a saturation effect on Fig. 4b: when the voltage of the addressing electrode is 
increased from 50 V to 100 V, the effect on the breakdown voltage is relatively small. 

The distances d and h characterizing the coplanar geometry must be chosen extremely carefully since 
1) when d/h is too large, the breakdown voltage becomes too large, and 2), when d/h is too small, the 
value of Va does not affect strongly the discharge between the sustain electrodes and addressing becomes 
difficult. Note that 3D effects may also affect the breakdown curves in a real cell. 

4. PRINCIPLES AND ACCURACY OF THE MODELS 

The aim of the models is to provide a good qualitative understanding of the physical mechanisms 
occurring in a discharge cell and to help define the optimal cell geometry and operating conditions. It is 
clear that exact descriptions of such a complex system are not possible, and the main task of the modeler 
is to choose the necessary approximations in such a way that all the elements are on similar levels of 
accuracy. In this section we first try to estimate the accuracy of a simple fluid model by comparing its 
results with those from a more sophisticated (but much more time consuming) hybrid fluid - Monte Carlo 
model. The approximate description of the charged particle transport is the first source of error in the 
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results. A second source of errors is related to the data which are used in the model (cross-sections, 
transport coefficients, secondary electron emission coefficients etc.). In the second part of this section we 
estimate the errors in the results which are due to uncertainties in the data and' show that they are as large 
or larger as those due to the approximations in the transport equations implied by the LFA fluid model. 

4.1 Fluid and Hybrid models 

The models we are using to describe the discharge evolution in a plasma display cell have been previously 
described in Meunier et al. [4], Boeuf and Pitchford [6], and Punset et al. [9]. Similar models have been 
developed by other groups [7] , [14] , [8] . They are based on solutions of the charged particle transport 
equations coupled with Poisson's equation for the electric field. They can be coupled to a model of the 
excited species kinetics in the xenon-neon mixture (see Meunier et al. [4] ) but the results show that, in 
typical conditions, the concentration of excited species in the discharge is relatively low and that second 
kind collisions (e.g. stepwise ionization) or Penning ionization do not play a significant role. The electric 
part of the model (charged particle transport and field) can therefore , to the first order, be decoupled from 
the excited species kinetics and the photon transport model. 

The discharge is strongly collisional and fluid models seem more appropriate, under these conditions, 
than particle models. We choose to represent the charged particle momentum transport equation by the 
usual drift-diffusion approximation which is well suited to collisional situations. We also often replace the 
electron energy equation with the so-called local field approximation (LFA) which assumes that the 
electron energy losses exactly balance the electron energy gain, locally in space and time. This 
approximation is excellent in the case of a swarm of charged particles moving in a uniform or slightly non 
uniform field. It is, however, well known that it becomes less suitable when the relative variations of the 
electric field are not negligible over lengths on the order of the electron mean free path for energy 
exchange or during times on the order of the electron energy relaxation time. The cathode region of a DC 
or RF glow discharge is a typical example of where the LFA is not valid. 

Since the discharge in an AC plasma display cell is quickly quenched because of the charging of the 
dielectric layers, the sheath length is not as small as it would be in DC conditions, and it is interesting to 
study quantitatively the errors which are induced by the local field approximation in that case. We 
therefore compared the results from two different discharge models. The first one is a fluid model based 
on the LFA and is similar to the models used in Meunier et al. [4] and Punset et al. [9]. 
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Figure 5: Spatial distributions of the excitation rates and electric field at the time of peak current from (a), the fluid, LFA 
model, and (b), from the hybrid fluid - Monte Carlo model (see text for the conditions). 

The second model we have developed is a hybrid fluid"- Monte Carlo model where the LFA is no 
longer used to calculate the ionization rate. The ionization rate in the hybrid model is obtained from, a 
Monte Carlo simulation of the electrons which are energetic enough to ionize and excite the xenon and 
neon atoms. In other words the tail of the electron distribution function is described with a particle, Monte 
Carlo simulation, while the transport of the bulk electrons is described with a simple, drift-diffusion, fluid 
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model. Similar hybrid models have been described previously in J.P. Boeuf and L. Pitchford [15] , and 
Fiala et al. [16]. The Monte Carlo simulation is run each time the electric field profile has changed by 
more than a given amount (a few percent). Each Monte Carlo simulation is performed assuming quasi- 
steady state. This is possible because the relaxation time of the tail of the electron distribution function is 
fast compared to the characteristic time of variations of the electric field in the cell (this time is on the 
order of 1 ns in typical conditions while the electron collision time is on the order of 10"12 s and the energy 
exchange time for inelastic collisions is on the order of 10"10 s). 

We have compared the results of the fluid and hybrid model for a ID (matrix) cell in the following 
conditions: Xe-Ne 10%-90% mixture, gas pressure 560 torr, 100 um gas gap, equivalent capacitance of 
the dielectric layers 230 pF/cm2, applied voltage between the electrodes 330 V and no memory charges on 
the dielectric surface. The ionization coefficients which have been used in the fluid LFA model in the 
results of Figs. 5, 6, and 8a have been obtained from Monte Carlo simulations in a uniform field. In the 
results of Figs. 7 and 8b, the ionization coefficients are those of Meunier et al. [4] which were derived 
from a multiterm Boltzmann equation.They are slightly different (up to 10% at high reduced field) from 
the ionization coefficients obtained with the Monte Carlo simulation in the hybrid model, under 
conditions of uniform electric field. This point will be discussed in a forthcoming paper. 

Figure 5 shows a comparison between the predictions of the fluid and hybrid models at the instant of 
peak current. The spatial distributions of the electric field and xenon excitation rates at that time are 
represented. At this time, the sheath length is at its minimum and the electric field on the dielectric 
surface is maximum. These conditions are therefore the worst possible conditions for the local field 
approximation. We see that the field profiles predicted by the two models are very similar. The xenon 
excitation rates have similar profiles although, as expected, the hybrid model predicts a significant 
excitation in the zero field region, at the entrance of the negative glow plasma, while excitation on the 
cathode side occurs only in the sheath, in the fluid model. 
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Figure 6: Spatial distributions of the charged particle densities and electric field at the time of peak current from (a), the fluid, 
LFA model, and (b), from the hybrid fluid - Monte Carlo model 

It is also interesting to note that the increase of xenon excitation in the plasma, on the anode side, 
which had been observed and discussed in Meunier et al. [4] (and attributed to a transient effect at the 
instant of peak current) is also predicted by the hybrid model. The profile and intensity of excitation in the 
plasma predicted by the hybrid and fluid models are however not identical. 

Figure 6 shows the spatial profiles of the charged particle densities in the same conditions as Fig. 5, 
at the instant of peak current. The comparison is quite satisfactory although some differences can be 
observed between the predictions of the fluid and hybrid models: as expected, the ion density in the 
sheath is larger in the results from the fluid models than in those of the hybrid model, and the reverse is 
true for the plasma density. 

Figure 7 shows the mid^margin and current half-width as a function of xenon concentration, deduced 
from the fluid and hybrid models. It appears from Fig. 7a that the mid-margin voltage predicted by the 
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fluid model is 15-20 V below the mid-margin voltage deduced from the hybrid model. However the 
trends predicted by both models are in good agreement. The current half-width is about 3 ns longer in the 
hybrid model. The current pulse is shorter in the fluid case because the ions are created closer to the 
dielectric layer; they are created deeper in the plasma, due to non local effects, in the hybrid model. 
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Figure 7: Comparisons of (a) the mid-margin voltage and (b), the current half width (at mid-margin) as a function Xe 
concentration, calculated with the fluid LFA model, and with the hybrid model 

The current pulse and voltage across the gas gap are displayed in Fig. 8a. They are very similar to the 
results predicted by the fluid model (see Meunier et al. [4] ). The times to breakdown predicted by both 
models may however be quite different if the ionization coefficients used in the fluid models are not 
identical to those which would be calculated under uniform field conditions with the Monte Carlo 
simulation (this is the case in the calculations above since the ionization coefficients in the fluid model 
have been obtained from solutions of a Boltzmann equation corresponding to a Pulsed Townsend swarm 
experiment and not to a Steady State Townsend experiment). 

Note finally that the UV efficiency of the discharge calculated with the fluid and hybrid models is 
practically identical (Fig. 8b). 
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Figure 8: (a) Time evolution of the current and gas gap voltage obtained with the hybrid model (conditions of Fig. 5); (b) 
comparisons of the UV discharge efficiency calculated at mid-margin with the hybrid and fluid models for different xenon- 
neon mixtures. 

4.2 Sensitivity to uncertainties in data 

The approximations made in the transport equations are a source of error as discussed in the previous 
section. Another source of error which is often more difficult to quantify is related to the uncertainties in 
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the basic data which are used in the models. In our problem these data are the electron neutral cross- 
sections (used in the hybrid model, or to calculate the transport coefficients), the transport coefficients 
(ionization coefficients, mobility ...), and the secondary electron emission coefficients. The most 
important unknown in a PDP discharge model is undoubtedly related to the secondary emission 
coefficient. We have only a rough estimation of the secondary emission due to neon ions on MgO 
(yNe~0.3-0.5) but we do not know at all how this coefficient depends on ion energy in the energy range of 
interest. The secondary emission coefficient for xenon ions on MgO is not known although it seems 
reasonable to assume that it is at least 10 times smaller than yNe. The ionization coefficients and other 
charged particle transport coefficients are known with a better accuracy. The accuracy of these 
coefficients is, roughly speaking, not better than ±10% even in the relative simple case of rare gases. 
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Figure 9: Sensitivity of the results (from the fluid LFA model) to the uncertainties in (a) xenon ionization coefficient, and (b), 
secondary electron emission by impact of neon ions on MgO 

In order to estimate the errors in the results which are due to uncertainties in the data, we have 
performed simulations where one of these parameters (ionization coefficient, secondary emission 
coefficient...) was varied by a given percentage. Figure 9 shows the results of this study in the case of the 
xenon ionization coefficient (Fig. 9a) and the neon secondary electron emission coefficient (Fig. 9b). We 
see on this figure that the margin changes by a factor of 2 when the secondary emission coefficient of 
neon is changed between 0.2 and 0.5. The mid-margin voltage decreases typically by 20 V when the 
xenon ionization coefficient is increased by 10%. 

4.3 Are the fluid models accurate enough ? 

The conclusion of this section is that although the fluid LFA model does not capture all the complexity of 
the non local electron transport in the conditions of a plasma display panel cell, it can predict correctly the 
qualitative behavior and the trends. On a more quantitative point of view, the inaccuracies introduced by 
the fluid LFA model seem to be not larger than the inaccuracies introduced by the uncertainties in the 
basic data. Finally we mention that the computation time of the fluid LFA model is about 20-50 times 
shorter than the computation time needed by the hybrid model. This is an essential point for practical 
applications. 

We believe that an efficient way to use discharge simulations in the optimization of plasma display 
panels is to use simple fluid models. These should be validated, for a few operating points, by 
comparisons with simulations based on hybrid or particle models. 
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5. DISCHARGE AND PLASMA FORMATION IN MATRIX AND COPLANAR GEOMETRY 

Figures 10 and 11 show typical results from a 2D fluid model of the discharge for matrix andcoplanar 
structures, respectively. 
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Figure 10: Equipotential curves and power dissipated in xenon excitation (unit 7.4 104 W.cm"3) at the instant of maximum 
current of a discharge in a matrix PDP (Xe-Ne 10%-90%, 560 torr). No memory charges are present before the discharge 
pulse. 
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Figure 11: Equipotential curves and power dissipated in xenon excitation at four different times of a discharge pulse in a 
coplanar PDP cell (Xe-Ne 10%-90%, 500 torr). Memory charges are present before the discharge pulse and the discharge 
operates in the ON state of the sustaining regime. The units of the color scale for the power dissipated into xenon excitation 
arc 1.8. 5.5, 7.9, 3.8 104 W.cm3, for t=133, 150, 157, and 166 ns respectively. 
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In the simulation of Fig. 10 the discharge was supposed to be in the OFF state before the voltage 
pulse, and no memory charges were present on the dielectric surfaces before the pulse. One cell and two 
half-cells are included in the simulation domain. Symmetric boundary conditions are assumed on the top 
and bottom of the simulation domain. We see in Fig. 10 the intense xenon excitation in the cathode region 
next to the left electrode. The equipotential curves show the high field sheath next to the dielectric surface 
on the left side. Xenon excitation also occurs next to the dielectric surface on the anode side. This is 
related (see, e.g. [6], [9]) to the charging of the dielectric layers by electrons. The charging of the surface 
induces a local drop of the potential. The electrons which continue to flow to the surface move to the 
higher potential region along the dielectric surface. The electric field associated with the potential 
gradient along the surface appears clearly in Fig. 10 (see the shape of the potential line at 240 V, next to 
the right dielectric surface) and is large enough to accelerate the electrons and induce significant xenon 
excitation. 

The simulation of Fig. 11 corresponds to a discharge pulse in the sustaining regime of a coplanar 
cell. Periodic boundary conditions are assumed on the top and bottom of the simulation domain. Memory 
charges have been deposited by the previous pulse and are present on the dielectric surfaces at the 
beginning of the pulse of Fig. 11. The equipotential curves at the beginning of the current pulse (t=133 ns) 
show the effect of the presence of the memory charges on the dielectric surface. The potential on the 
dielectric surface above the cathode (left electrode at 0 potential) is below -70 V and the potential on the 
dielectric surface above the anode (left electrode at 170 V) is larger than 170 V. The applied voltage 
(sustain voltage, 170 V) between the coplanar electrodes is smaller than the breakdown voltage in these 
conditions. The combination of the potential drop due to the memory charges and the voltage across the 
electrodes lead to a total voltage drop larger than the breakdown voltage in the gas gap above the coplanar 
electrode. A discharge is therefore initiated. At t=133 ns, the plasma has already formed above the anode. 
Xenon excitation is maximum above the anode, at the boundary between the large field region between 
the coplanar electrodes and the lower field region above the anode. At t=150 ns the plasma has expanded, 
as shown by the extension of the low field region above the anode. The ion sheath tends to bend the 
equipotential curves above the cathode and the position of maximum excitation moves with the high field 
region. This motion continues at time t=157 ns and t=166 ns. The potential along the dielectric surface 
decreases above the anode because of the charging by electrons and increases slowly above the cathode 
due to the charging by ions. It is interesting to note that significant xenon excitation also occurs above the 
anode after t=150 ns. This increase in xenon excitation above the anode is due to the same phenomena as 
in the matrix case (Fig. 10). The potential quickly drops above the anode due to electron charging of the 
dielectrics and the resulting electric field parallel to the surface (see the first potential line above the 
anode at t=166 ns) is large enough to accelerate the electrons and induce xenon excitation. 

Simultaneous emission of the plasma above the cathode and anode of a coplanar plasma display cell 
has been observed by the group of Prof. Uchiike at Hiroshima University [17] . These authors used an 
ultra-high-speed electronic camera to measure the space and time evolution of the infrared emission of 
xenon. We believe that the observed emission above the anode in the experiments of Zhang et al. [17] is 
due to the electric field induced by the charging of the dielectric, as described above. Further work is 
however needed to confirm this point. 

6. CONCLUSION 

Physical models of the discharge occurring in plasma display panels are now being used in research 
laboratories as well as in industry. They provide very useful guidance in the design of the discharge cell 
and in the choice of operating conditions. They may, in the near future, play a key role in the search for 
better and more efficient plasma display panels. 

Very few results from plasma diagnostic experiments have been published in the conditions of 
plasma displays, and there is a lack of reliable, published experimental data even on relatively simple 
questions such as the breakdown curves in a coplanar geometry. Since space and time resolved 
spectroscopic measurements are difficult in the conditions of a plasma display cell, we believe that 
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experiments on larger cells and for lower pressure could be very useful to validate the models, to guide 
the optimization of the cell geometry, and to aid in the research of more efficient structures. 

Although acceptable for practical use in some applications, several characteristics of PDPs need to be 
improved in order to achieve better accepted products and increase the market share [1][2]: 
- luminous efficacy, which is about 1 lm/W today, and must be increased up to a goal of 2 lm/W. 
- life time, about 10 000 hours now, must be more than 20 000 hours in the mid term. 
- image quality, related to addressing speed and priming issues, is not yet equivalent to that of Cathode 

Ray Tubes. 
In order to move forward in the above characteristics, engineers need a better understanding of the 

physics underlying PDPs: 
- an accurate energy budget of the complete system including discharge, phosphors, and cell geometry 

[18] shares is needed. 
- a better knowledge about surface mechanisms: secondary emission and sputtering on MgO 
- a better view on addressing mechanisms and limitations: minimum time between two writing or erase 

operations, priming problems at low duty cycles. 
The effort and results presented in this paper contribute to some of these items. 
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Abstract. A brief guide is presented for the use of laser induced fluorescence (LIF) as a diagnostic 
for reactive species in plasmas. The technique can determine concentrations, energies, and kinetics 
of atoms, radicals and ions, and can also be used to measure the fields which influence the motion 
of the charged particles. Measurements can be made in a spatially selective fashion within the 
plasma reactor, and in a way which is non-invasive. The review gives examples of all these types of 
measurements, with emphasis on how quantitative information can be extracted from the LIF 
signals. Guides are given to the limits of species detectivity, and to the pitfalls which need to be 
avoided if the technique is to be used reliably. 

1. INTRODUCTION 

An understanding of the physics and chemistry of plasmas requires information on identities, concentrations 
and energies of the species present - atoms, ions, electrons, radicals, molecules. This information needs to be 
quantitative, spatially resolved with respect to the active area of the plasma, and needs to be carried out in a 
fashion that does not disturb the plasma. If the plasma can be modulated then time resolution (on a scale 
which may run from seconds to ns) will provide additional information. No single technique can achieve all 
of these requirements, and a list of the various ways in which information of this kind has been gathered 
would probably encompass all techniques used in species diagnostics. 

Plasmas glow, and much can be learned from observations of the wavelength resolved emission [1]. 
Emission reveals properties of the excited species, and is generally used in the visible and UV regions to 
observe electronically excited quantum states. Emission of course does not reveal the behaviour of the 
ground states of the species, which in most plasmas (and certainly in the low temperature plasmas used for 
materials processing) are in concentrations orders of magnitude higher than those of the excited states, and 
which are generally the major species responsible for the technologically important phenomena such as 
plasma etching, deposition or ion implantation. All ground state atoms, molecules and ions (with the 
exception of H+) can absorb light in transitions between eigenstates, and hence are detectable by this effect. 
Measurement of the absorption (the fraction of the incident light absorbed by the species) gives the 
concentration of the absorber directly, and is an extremely general technique, but suffers two drawbacks. 
First, the absorption is necessarily measured over the whole of the path of the interrogating light beam, and 
thus may mask spatial inhomogeneities. This can be overcome by viewing different paths through the 
plasma and using suitable inversion techniques to reconstruct the spatial variations in species concentrations. 
The second disadvantage is one of detectivity. Here we need to be quantitative: the limits of measurements 
of absorption depend crucially upon the noise characteristics of the source and detector, and the time interval 
over which the measurements are averaged. Some of the most careful estimates of this have come from 
experiments (generally not carried out in plasmas, but applicable to them) which use diode lasers as the light 
source. An absorption of 10'6 over a Is time period is a quoted detectivity limit with a signal to noise (S/N) 
ratio of unity [2], and to translate this into practical detectivity terms we consider a specific example. The 
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quantum state resolved absorption features in the OH radical in its A2Z+ - X2n transition near 308 nm have 
cross sections of the order of 5x10" cm [3]. In a plasma of length 10 cm, an absorption of 10"f would be 
achieved by a concentration of 2x10 cm", a very respectable detectivity limit. However we reiterate that 
this is a limit, achieved with a well characterised laser source, and measured over als time period with unity 
S/N. Higher measurement periods increase the problems of drift in the experimental parameters. In practice 
such limits would be hard to achieve in a noisy plasma environment, and a couple of orders of magnitude 
leeway in the absorption measurements should be allowed. We note for example that an absorption of 2x10"4 

has been suggested as a limit for absorption measurements of the CH3 radical with a Xe arc lamp as an 
excitation source near 216 nm [4]. 

Absorption measures the loss of photons, but makes no statement about their fate. Any absorption 
process will be accompanied by emission (fluorescence) from the excited state, and if the fluorescence 
quantum yield is "reasonable" (we consider what is meant by this later) then the emission can be used as a 
marker for the excited species, and hence for the species in the original lower quantum level. Any light 
source of the correct frequency can induce fluorescence, and we consider the use of a laser to do so. 
Fluorescence has an immediate advantage over absorption in that it is not a relative technique - in an ideal 
case the fluorescence is observed against a zero background. Ideal cases must give way to pragmatism, and 
we discuss in this review the application of laser induced fluorescence (LIF) to the noisy environment of a 
plasma. We first note the requirement of a "reasonable" fluorescence quantum yield. The ideal value of unity 
can be reduced by quenching, but this does not generally cause a major detectivity problem for low pressure 
(< 100 Torr) plasmas. What are far more troublesome are the unimolecular decay processes which can 
compete with fluorescence, and, for the vast maj ority of electronically excited polyatomic species, processes 
such as dissociation or internal conversion render LIF impractical. Our example of the CH3 radical 
considered above is a case in point - the absorption step at 216 nm is followed by overwhelming 
predissociationand essentially no useful fluorescence. 

Table 1: Laser armoury. Characteristicsof typical laser systems available for laser-induced fluorescence studies of plasma species. 
Powers and pulse energies are of course wavelength and system dependent, and the list is not intended to be exhaustive. The 
generation of harmonics below 200 nm is generally in gas phase media; the practical lower limit for third harmonic generation is 
taken to be the lithium fluoride transmission cut-off, although shorter wavelengths are achievable. 

laser type medium excitation c.w./ 
pulsed 

fundamental 
power/energy 

@ wavelength/nm 

second harmonic 
power/energy 

@ wavelength/nm 

third harmonic 
power/energy 

@ wavelength/nm 
Pump lasers 
Nd:YAG crystal optical c.w. 10W                1064 0.1 W             532 355 
Ar* gas discharge c.w. 3W               514,488 
Kr* gas discharge c.w. 3W               676,338 

Nd:YAG crystal optical pulsed 1 J                   1064 0.2 J               532 0.1 J             355 
excimen XeCI gas discharge pulsed 2J                    308 
excimer: KrF gas discharge pulsed 1 J                    248 
copper vapour gas discharge pulsed 10 mj              511,578 1 mJ           255, 289 

Tunable lasers 
dye liquid optical c.w. 1W              320-1000 10mW         220-500 
Ti:sapphire crystal optical c.w. 1W              670-1100 10mW          350^170 1 nW            260 
diode semi-cond electrical c.w. 100 mW            630-700 

740-870 
900-1060 
1180-1580 

1 mW           330-340 
380-435 
450-530 

dye liquid optical pulsed 100 mJ             320-970 10 mJ           190-310 1 uJ          108-210 
Ti:sapphire crystal optical pulsed 1 J                680-1070 10 uJ           350-470 
diode semi-cond electrical .pulsed 100 uJ            630-1580 1 uJ            330-530 

Electronic transitions which lead to observable fluorescence lie roughly in the 100 - 1000 nm region, 
and laser sources are available (at varying output energies and powers) at all of these wavelengths. Most 
experiments are carried out with tunable lasers, and the starting point is often the tunable dye laser pumped 
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with the visible or u.v. fixed frequency output of a Nd:YAG or excimer system. Various frequency 
conversion schemes extend the output range, and examples of the laser armoury with typical output 
conditions are given in Table 1. Longer wavelengths take us into the excitation range of vibration-rotation 
transitions, and although fluorescence is still observable from these species, the relatively low Einstein A 
coefficients (in comparison with those at shorter wavelengths) coupled with the lower sensitivity of 
commonly available i.r. detectors have meant that few LIF studies of plasmas have been carried out at these 
longer wavelengths (although spontaneous i.r. emission can be a useful diagnostic under such conditions 
[5]). The characteristics of laser radiation that make the LIF technique useful are easily listed: tunability 
means that the absorption and hence the fluorescence is species selective, spatial coherence means that 
spatial selectivity within a plasma chamber is achievable with ease, intensity gives the possibility of 
multiphoton excitation leading to fluorescence. We shall give examples of the use of these properties in 
detecting atoms, radicals and ions in plasmas. 

This guide seeks to be realistic. We discuss four sets of examples of the type of information that can be 
obtained from lasers, stressing at all times that the observations can be quantitative, but that they do have 
disadvantages. We first discuss the measurement of spatially resolved species concentrations in plasmas, 
paying particular attention to detectivity limits and to the problem of determining the absolute species 
concentration from the LIF signal. The next section discusses energy distributions, both translational and 
internal, that can be obtained by LIF, and gives an opportunity for discussion of the thorny problem of 
saturation by laser irradiation and how it can affect the interpretation of LIF data. We then discuss what can 
be learnt from temporal variations of the LIF signal, in particular commenting on the measurement of 
parameters such as the loss rates of species on surfaces in the plasma reactor. Finally, measurements of 
electric fields by LIF are briefly discussed. Several examples will be taken from the LIF measurements 
conducted over the past ten years in our research group. 

2. MEASUREMENT OF CONCENTRATIONS 

Figure 1 shows an example of the kind of LIF signal that can be straightforwardly obtained in plasmas [6]. 
Here we use a conventional RF capacitatively coupled parallel plate reactor with feedstock gases of either 
CF4 or CHF3/Ar, at total pressures of 50 mTorr, and the species observed is the CF2 radical. CF2 has long 
been recognised as an important species leading to polymerisation in fluorinated hydrocarbon plasmas, and 
in these experiments it is excited at 234 nm in the strong A - X band system with fluorescence detected off 
resonance (to remove problems of scattered laser light) at 248 nm [7]. We note several pieces of information 
which come from these data. First, the spatial variations of the species concentrations measured as a function 
of height above the RF driven electrode surface are different close to the electrode for the two feedstock 
gases. For an understanding of this we need to realise that the processes which form the radicals appear not 
to be confined to electron impact of the parent molecule: surface formation (which would give rise to an 
enhanced concentration close to the electrode, observed in this case for CHF3/Ar and noticeable in CF4 at 
higher pressures) can also play a major role [8]. Secondly, the concentrations of the radicals appear to be 
approximately constant in the plasma bulk (at distances above 10 mm from the electrode), and reflect the 
importance of fast diffusion ironing out any local changes in production rates. Thirdly, the data here are 
given on a relative scale, and this indicates one of the major problems of LIF: measurements of relative 
concentrations are facile, but putting these onto an absolute scale needs great care. 

In principle if the characteristics of the excitation source are known, the spectroscopy of the transitionis 
quantitatively understood, and the absolute value of the detected fluorescence can be measured, then the 
concentration can be determined. In practice this method is full of pitfalls, and rarely provides a convincing 
result. Here we first note that measurements of absolute spectral intensities of both the laser source and the 
fluorescence are not straightforward, and in section 3 below we shall dwell on another of the problems, that 
of saturation of the transition. To overcome the former difficulty, a variety of relative methods have been 
derived. One of these is to use a "fluorescence actinometer", a molecule whose concentration can be 
measured, and whose fluorescence intensity under similar conditions of laser excitation can be compared 
with that of the unknown species. Nitric oxide has been used in this way both for CF2 and for CF [9] and this 
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fixes the absolute concentrations of the CF2 radicals which are given in the caption to Figure 1. We note in 
passing that these absolute values are determined by the balance between the radical formation and loss 
rates, and that both of these processes can be extremely reactor specific, because of their dependences on 
surface processes. The problem of saturation affecting these calibrations has been cleverly addressed [10] 
and we return to this below. Other relative methods have included a comparison of the LIF signal with that 
from Raman scattering [11], and an elegant comparison of the LIF intensities of an unknown concentration 
of the CH radical with that from the N2

+ ion, the concentration of the latter being equal to that of electrons in 
a nitrogen discharge, with the electron concentration measured by microwave interferometry [12]. The 
equality of the N2 ion concentration c with that of the electrons in a nitrogen discharge can be used to make 
an estimate of c by kinetic means [13]. If the discharge is extinguished, and conditions are chosen such that 
the ion loss process is dominantly dissociative recombination with electrons 

N2
+ + e"->N + N 

then the rate of loss of the ions is described by a second order equation 

dc 
dt 

= k,c2 

where k, is the known recombination rate constant under the given experimental conditions. Analysis of the 
decay of the relative LIF signal thus gives the absolute rate constant: this has been used to determine the 
absolute concentration of the N2

+ ion in the bulk of a parallel plate reactor as 1x10 
nitrogen concentration of 6.5x10 ^14 cm"3 [14]. 

cm"  at a molecular 
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Figure 1: CF2 radical signals observed by LIF as a function of height above the RF driven electrode in a parallel plate reactor. 
Two separate sets of results are shown for a plasma in CF4 (filled circles) and an equimolar mixture of CHF3/Ar (open circles), 
both at a total pressure of 50 mTorr and the same applied power. As can be seen, the LIF signals behave very differently close to 
the electrode. The radical concentrations have been put on an absolute basis as explained in the text: for the data at 20 mm the 
concentrations in CF4 and CHF3/Ar are lxlO13 and 1.4xl013 cm"3 respectively. Reproduced with permission from [6]. 

Figure 2 shows how the concentration of the N2
+ ion varies with height above the driven electrode in a 

parallel plate reactor. The plasma sheath in this case is observed visually to extend about 12.5 mm above the 
electrode surface, and it can be seen that as the surface is approached and the ions are accelerated to it, their 
concentration drops as a consequence of their increased velocities. The limiting concentration that we have 
been able to measure in these experiments is about 2x108 cm"3, and we now consider whether or not this 
number can be considered a "reasonable" detectivity limit for LIF in plasmas. 
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2.1 Detectivity 

In principle, it is possible to detect a single atom or ion by LIF. With a reasonably intense continuous-wave 
laser it is possible to saturate the absorption transition resulting in a maximum spontaneous fluorescence rate 
whilst the laser is active of half a photon per upper level radiative lifetime. Taking the example of atomic 
caesium, excitation by a laser diode at 852 nm will saturate at an intensity of 65 uW.mm"2, and fluorescence 
photons will be emitted at a rate of 16 million s"1. The emission from thermal population of the upper level 
will in comparison be negligible. By measuring the change in detected fluorescence signal in phase with 
wavelength modulation of the laser on and off the resonance wavelength, the background emission and laser 
scatter are rejected. 

m  i.or 

5 10 
Height above electrode/mm 

Figure 2: Measurements of the variation of N2
+ ion concentrations as a function of height above the driven electrode in an RF 

capacitatively coupled parallel plate reactor. LIF signals were put onto an absolute basis by measurements of the N2
+ decay rates 

under conditions where this was dominated by dissociative recombination. The smallest concentrations measured were 
approximately 2xl08 ions cm"3. Total pressure 20 mTorr. Reprinted with permission from J. Appl. Phys. 81 (1997)5945.© 1997 
American Institute of Physics. 

Our first estimate of the detectivity limit for species in a plasma is thus one atom, ion or molecule in the 
appropriate electronic, vibrational and rotational state within the observed volume. Taking a required spatial 
resolution of 1 mm3 and assuming that we are dealing with a molecular species with 1 % of the population in 
the required initial state, we arrive at a density of 105 cm"3, although the signal will at such concentrations 
vary as the single species diffuse into and out of the observed volume. Of course, the efficiency of detection 
of the fluorescent photons will not be unity - typically, because of the solid angle subtended by the detector 
and the detector efficiency, we shall collect less than 1% of the emitted light, even with F/2.8 optics. If we 
increase the species concentration to achieve once again the full single-atom count rate, and thus also reduce 
the statistical signal variation, we arrive at a concentration of the order of 10 cm", which proves in practice 
to be a good rule of thumb. 

For pulsed laser excitation, the pulse length is generally of the order of or less than the radiative 
lifetime, and thus the saturated spontaneous fluorescence signal will not exceed one photon per atom or ion 
per laser pulse. Single photon detection is nonetheless possible, and the above logic thus continues to apply: 
Goeckner et al [15] have measured argon ions by pulsed laser-induced fluorescence with a precision of the 
order of 107 cm"3, whilst for molecular species some of our own results are shown in fig 2 at a total 
concentration of 2 x 108 cm"3 [14], and we shall see later that it is possible to achieve some degree of velocity 
resolution at this level. Both cases are typical of ion densities in plasma sheaths. The low duty cycle of a 
pulsed laser however requires a longer averaging time than for c.w. experiments: Sadeghi et al [16] have 
compared c.w. and pulsed LIF, and found an immediate improvement in signal-to-noise ratio upon changing 
to the c.w. system, even though the species sensitivity was reduced as a result of improved Doppler velocity 
resolution. 
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Signal fluctuations are not, unfortunately, the sole sources of noise in LIF measurements of plasma 
species, for the plasma - unlike single trapped ions, for example - radiates light of its own accord. This 
plasma emission, due principally to electron impact excitation of the observed species, occurs at a much 
lower level than that due to saturated LIF, but a typical imaging system will be sensitive to plasma emission 
at all points within the field of view. The effective contributing volume may be several orders of magnitude 
larger than that observed by LIF; it may also correspond to regions of higher species concentration, for 
example if the plasma sheath is observed through, or partly through, the plasma bulk. Plasma emission 
which occurs at wavelengths other than that at which LIF is observed may be removed by suitable filters 
placed before the detector. That which occurs at the observed wavelength is then eliminated from the signal 
by phase-sensitive measurement as the laser is switched or tuned on and off resonance, although it will 
continue to add to the measurement noise. 

There are, in addition, two routes through which the laser may contribute to the observed signal: scatter 
of the laser beam by the plasma and plasma chamber, and scatter of fluorescence induced outside the 
observed region. Direct laser scatter may be attenuated by the detector filters if we are observing off- 
resonance, but potentially has a much larger initial intensity: care should therefore be taken to eliminate 
scattering objects from the line of sight, and to reduce their reflectivity wherever possible. Scattered LIF 
cannot be so removed, although it should be attenuated by the scattering process itself. Nonetheless, if we 
again consider LIF measurements of sheath species probed by a laser beam entering through the plasma 
bulk, it is clear that the longer path length through the bulk and the higher species density there will result in 
a far larger yield than from the small and rarefied region being probed. If the laser beam runs along the axis 
of the plasma chamber, then the cylindrical walls will reflect some of the emission onto the axial region of 
observation. If it is then scattered, it will be indistinguishable from true LIF unless careful diagnostic tests 
are carried out. 

Sensitive LIF experiments will therefore use carefully designed imaging to collect the fluorescence 
without accepting too much background plasma emission or laser scatter, and the light will be passed 
through filters to remove both plasma emission and laser wavelengths. Wavelength modulation allows direct 
laser scatter to be eliminated, and background emission may be rejected by either wavelength or intensity 
modulation of the laser. Finally, comparison with the signal when the plasma has been extinguished will 
often confirm that the observed signal is indeed laser-induced fluorescence from the species and region of 
interest. 

3. ENERGIES 

LIF is a quantum state resolved measurement, and thus can be used to determine the distribution of the 
species over the populated quantum states. If the species are in Boltzmann equilibrium then this distribution 
will correspond to a temperature, but we should note that there is no a priori reason to assume that this will 
be true in a plasma. For a temperature to be established within a given degree of freedom we need the rate of 
formation of a specific quantum state to be slow in comparison with the rates of the energy transfer 
processes within that degree of freedom. The latter processes may take place in 10-100 collisions for 
equilibration within translational and rotational degrees of freedom, but may require many more than this for 
vibrational energy transfer. Furthermore, although different degrees of freedom may be characterised by 
temperatures they need not necessarily be the same. This will be particularly true for vibrational distributions 
in comparison with those for rotational and translational degrees of freedom owing to the relatively slow 
rates of energy transfer out of vibration into these modes. 

Figure 3 shows part of what is known as a fluorescence excitation spectrum of the N2
+ ion near 400 nm, 

in which the total fluorescence is gathered as the laser wavelength is swept. The main structure can be 
identified as lines in the R branch of the B2Z+ - X2Z+ (0,0) band, and the intensities of these can be converted 
into relative populations if the following factors are known or understood. First, a knowledge of the line 
strengths (equivalent to the absorption cross sections) is needed - these are straightforwardly calculable. 
Secondly, the excitation process is not isotropic in the laboratory frame, as the laser has a propagation vector 
and is normally linearly polarised. Even for an isotropic sample (by isotropic here we mean a random 
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distribution of the transition dipoles of the absorbing species) this means that the fluorescence itself is not 
spatially isotropic and is often polarised. Corrections should be applied to take this into account, and a "user 
friendly" guide to the extraction of populations under these conditions [17] has been extensively used in the 
fields of photodissociationand reaction dynamics where the distribution of transition dipoles probed by LIF 
can be markedly non-isotropic. In plasmas the distributions are assumed to be isotropic, and the polarisation 
corrections assumed to be small. Neither is necessarily true: energy transfer processes involving drifting ions 
have been shown to lead to molecular frame alignment [18], and polarisation corrections can be of the order 
of ±10% if transitions from different branches or from quantum states with low values of J are measured. 
For neutral species these effects however are generally small. Thirdly, saturation can again be a problem, 
and we consider its effect later on in this section. 

(0,0) Sand - R Branch (1,1) Band 

111 ,pWWw 

P Branch      R Branch 
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Figure 3: Laser excitation spectrum between387 and391 nm of the N2
+ion excited in the (0,0) band of the B S+-X I transition 

in the bulk of a plasma of nitrogen at 50 mTorr. The R branch of the (0,0) band can be analysed to reveal the rotational distribution 
of the ground state ions, which in this case corresponds to a Boltzmann temperature of 355 K. At the low wavelength end of the 
spectrum part of the (1,1) band can be seen, and this allows an estimate of the relative vibrational populations of the v=0 and 1 
levels to be made. 

An analysis of the data in Figure 3 shows that in the plasma bulk the N2
+ ions have a distribution which 

corresponds closely to a temperature, in this case 355±15 K. This is not surprising: rotational equilibration in 
this ion is expected to be rapid under the experimental conditions (50 mTorr total pressure in this case), and 
we would expect this.degree of freedom to be equilibrated with the local translational temperature. We note 
that in Figure 3 at shorter wavelengths, signal is seen in the (1,1) band of the transition, and this allows us to 
estimate the relative vibrational populations of v=0 : v=l as 1 : 0.07. If this corresponded to a temperature 
(we cannot confirm this, as our detectivity precludes observations of higher vibrational levels) it would be 
around 1200 K, showing the marked difference between the rotational and vibrational degrees of freedom. 
Vibrational distributions are little studied in plasmas, and the importance of such excited species warrants 
investigation. For example, the electron impact cross section for a dissociation or ionisation process may be 
considerably enhanced by vibration, owing to a better overlap of geometries between the vibrationally 
excited state and the electronically excited state which leads to fragmentation (the electron impact equivalent 
of a Franck-Condon factor in photon absorption). The process requires electrons of lower energy than for the 
ground state, another factor which would enhance the rate of the excitation process. Further investigation of 
such effects is required. 

Figure 4 shows a high resolution scan of the R(6) line of the (0,0) band of N2
+, taken in the plasma bulk 

with the laser beam propagating parallel to the electrodes (and thus perpendicular to any DC fields in the 
chamber). The double-peaked structure is caused by the spin rotation doubling in the 2+ states of the 
transition, and the widths are the result of the speed distribution of the ions in the laser propagation direction. 
The fit is that which would be expected if the translational distribution Corresponded to the same 
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temperature, within experimental error, as that of the rotational distribution. We note that this is not a very 
precise measurement of temperature, as the Doppler width scales as Tl/2. We note also that ions are affected 
by fields, and we expect this to be manifested in the speed distributions perpendicular to the electrodes. 
Within the plasma bulk we find the velocity distribution to be isotropic (and well represented by a 
temperature) within our experimental precision, but as the ions are driven through the sheath their speeds in 
this perpendicular direction increase. Figure 5 shows data as a function of height above the driven electrode: 
fast ions are seen, increasing in importance as the electrode is approached. These fast ions are always 
accompanied by an unexpected component of slow ions, the origin of which is still unclear but which may 
have been from ionisation by secondary electrons emitted from the electrode surface [14]. The non-intrusive 
nature of the laser beam means here that the velocity distributions can be measured throughout the plasma, 
and because the technique measures concentrations of particles as well as their speeds, particle fluxes can be 
estimated throughout the range of particle energies. 
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Figure 4: High resolution LIF scan over the R(6) line of the N2
+ band shown in Figure 3. The two peaks result from spin doubling 

of the rotational levels in the 2Z+ states, and the fit is that which would be expected from a Boltzmann distribution of the ions 
velocities at the same temperature as for the rotational distribution of Figure 3. 
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Figure 5: Measured relative N2
+ ion densities as a function of velocity component perpendicular to the electrode surfaceat 

distances of 9, 8, 6 and 4 mm above the driven electrode and at a pressure of 20 mTorr. The total ion concentrations are 
respectively 4.6, 3.9, 3.0 and 2.6 x 108 cm"3 and the curves are plotted in the same relative units. The solid curves are theoretical 
predictions, which, whilst reproducing well the velocity distributions of the fast ions, are unable to account for the persistent slow 
component. The latter may be caused by ionisation from fast electrons emitted from the driven electrode. Reprinted with 
permission from J.Appl.Phys. 81 (1997)5945.© 1997 American Institute of Physics. 
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3.1 Pitfalls of saturation 

At low laser intensities, the processes of laser-induced excitation and subsequent fluorescence are simply 
related: for each laser photon absorbed an atom, ion or molecule is excited, and there is a constant 
probability that the subsequent decay will be via spontaneous radiation of a fluorescence photon, the 
detectability of which will depend upon the solid angle subtended by the detector and any loss processes or 
inefficiencies therein. Provided that the probabilities and loss mechanisms are known and that the sample is 
optically thin, the ratio of fluorescent signal to laser intensity will hence give the absolute species 
concentration; if the sample is not optically thin then attenuation of the exciting laser beam and reabsorption 
of the fluorescence must of course be taken into account. Such is the basis for measurement of absolute 
species concentrations by LIF. The calibration parameters may be established experimentally in a number of 
ways, as has been discussed in Section 2. 

When the same principle is used to determine the vibrational and rotational distributions, it must be 
noted that the fluorescence yield depends upon rotational and vibrational quantum number as well as 
electronic state. The vibrational dependence is characterised by the Franck-Condon factor F(v,,v2), which 
simply depends upon the overlap of the initial and final vibrational wavefunctions. The rotational 
dependence of the fluorescence yield is described similarly by the Hönl-London factor S(JbJ2), which 
accounts for the initial and final state angular momenta J, 2 and the requirement that this be conserved 
(AJ = J, - J2 = 0, ±1). The total absorption rate B12 (per unit spectral radiation density) from state 1 to state 2 
is thus proportional to the product 

B12 ocRnF(Vl,v2)^^- (1) 
Si 

where R12 is the square of the dipole matrix element between the two electronic states and g, the initial state 
degeneracy (here the conventional notation is taken that the S(J,,J2) sum over all J2 to g,). If the rotational 
distribution is required - it is often a good measure of the species translational temperature - then 
measurement is often made at high Jb J2 when the factor S(J,,J2)/g1 loses its J dependence. This is not 
however always possible, and with diatomic hydrides, for example, the rotational level spacing may be large 
enough that only the low J states are thermally populated. In such cases, correction for the Hönl-London 
factors will be essential. 

At high laser intensities typical of pulsed excitation, saturation occurs: the rate of excitation is sufficient 
that the ground (or lower) state population is depleted by the laser excitation before the end of the laser pulse 
or, in the continuous-wave case, before the atoms have had a chance to decay. The excitation rate is thus 
reduced whilst the converse process of stimulated emission competes with spontaneous fluorescence, and 
the signal becomes a sub-linear function of laser intensity. Ultimately, the strong laser field induces Rabi 
oscillations of population between the upper and lower levels: the mean excitation probability will be a half, 
and the fluorescence rate (if radiative decay is dominant) will be constant at half a photon per atom per 
radiative lifetime. Such saturation is, in principle, reproducible, and may therefore be calibrated, but the 
nonlinearity means that care must be taken if fluctuating signals are averaged, and in general it is necessary 
that the laser be stable for reliable results to be obtained. 

3.1.1 Saturation of homogeneously broadened species by monochromatic illumination 

For monochromatic illumination (laser linewidth < A12) of a homogeneously broadened sample of atoms, 
ions or molecules, by a laser of intensity I(v) and frequency v, the fraction of the population in the excited 
state will be given simply by [19,20] 

<*12(v)ß I(v)  (2) 

(l + g,/g2)hv  1 + I(v)/Is 
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Is is the saturation intensity for the species, given by 

I.,(v)=^ (3) 
<*,2(

v)ß 

where A12 is Einstein coefficient of spontaneous emission between the final and initial states, ol2(v) is the 
absorption cross-section for the transition and ß = T2AI2 [1 + (1 - x2AI2) g2Xi/giT2] where x, 2 and g, 2 are 
respectively the lifetimes and degeneracies of the initial and final states. With fully-allowed atomic 
transitions, the saturation intensity can be a few tens or hundreds of watts per m , easily reached by c.w. 
lasers. Note that the saturation intensity depends, through ß, upon the upper and lower level lifetimes, which 
are reduced at pressures high enough to broaden the natural atom or ion linewidth: the LIF yield, as well as 
the saturation characteristics, may thus be functions of the plasma pressure and other parameters which 
affect the population and quenching rates. 

Vibrational and rotational structure typically raises the saturation intensity due to the Franck-Condon 
and Hönl-London factors by an order of magnitude or more, but saturation nonetheless remains possible 
with pulsed dye lasers, even when of broad bandwidth. Saturation has a somewhat different meaning with 
pulsed lasers, as we shall see in Section 3.1.3. First, however, we consider the effect of inhomogeneities in 
the laser-species interaction, and show that a linear dependence of LIF signal upon laser intensity by no 
means implies that saturation may be neglected. 

3.1.2 Saturation of inhomogeneously broadened species 

The fluorescence intensity from a homogeneously-broadenedsample (i.e. indistinguishable species) will rise 
with the laser intensity at low levels to a shoulder at Is, and approach a constant fluorescence intensity 
thereafter. The situation is not, however, so simple when the sample is inhomogeneously broadened - i.e. the 
absorption lines of the plasma species are distributed due to thermal Doppler shifts, fine spectroscopic 
structure or spatial variations in field-induced Stark or Zeeman shifts. In such circumstances, different 
classes of species will be saturated to different extents for a given laser wavelength. In the case of a Doppler- 
broadened sample, for example, the fluorescence signal will continue to increase with laser intensity even 
once the on-resonance species are strongly saturated: the signal essentially depends upon the proportion of 
species for which the process is saturated, which proves to vary as I/( 1+I/IS)    [20]. 

Inhomogeneities in the interaction between the plasma species and the laser may also be due to spatial 
variations in the laser intensity, so that saturation is achieved at the centre of the laser beam before it occurs 
at the edges. In such cases, the fluorescence signal will increase with laser intensity even if the plasma 
species are homogeneously broadened [21]. 

It should thus be clear that a linear dependence of fluorescence upon laser intensity will not necessarily 
indicate the absence of saturation. 

3.1.3 Saturation by non-monochromatic illumination: laser linewidth > A2; 

For the general case of broad-band c.w. laser excitation, it is necessary to integrate equation (2) across the 
laser emission spectrum: 

ß 
(l + g,/ft)h ~fg»(V)1-uT^VWT    ^ (4) 

vj 1 + I(v)/Is 

where I(v) is the laser emission spectrum. The absorption cross-section <Ti2(v) contains the spectral 
sensitivity of the species, and a given species class thus sees only that part of the laser intensity which lies 
within its homogeneous linewidth. For specific cases, a saturation intensity may thus be calculated, and it is 
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clear that an intense laser may be sufficiently broad in bandwidth that it avoids saturating the species 
because the spectral intensity is low. 

For pulsed laser excitation with a duration shorter than the excited state lifetime, saturation of the 
fluorescence signal will not occur until intensities rather higher than those indicated above, which 
correspond to significant excitation within an atomic lifetime rather than the shorter laser pulse duration: the 
A12 term should be replaced by the reciprocal of the pulse length. In such cases, account must also be taken 
of the laser bandwidth which will, by virtue of the finite pulse duration alone, be broader than the atomic 
absorption lineshape; the saturation intensity thus becomes proportional to the inverse square of the pulse 
length. If relaxation and spontaneous emission during the laser pulse duration Tpu,se may be neglected, then 
we may define a pulsed saturation intensity - at which the initial state population becomes significantly 
depleted - by 

an T pulse 

where T2 is the upper level lifetime. For the 308.0 nm Q,(2) transition between the A2Z+(v=0) and X2n(v=0) 
states of the OH radical, excited by a dye laser pulse of 10 ns duration, the saturation intensity will be 
700 kW.cm"2, corresponding to a fluence of 70 uJ.mm"2, easily achieved by the output of a commercial 
pulsed dye laser. This transition is not exceptionally strong; the upper state radiative lifetime is 700 ns, and 
in species such as CF, NO or CF2 saturation will occur at lower fluence levels. The above expression 
assumes, of course, that the laser bandwidth is entirely due to the finite pulse duration: this is a reasonable 
approximation for many lasers, whose single-pulse spectra are dominated by one or two longitudinal modes. 

Modification of equation (4) for pulsed lasers is in many cases of only academic interest. Broad-band 
pulsed lasers owe their spectral distributions to shot-to-shot jitter and multiple longitudinal (and transverse) 
resonator modes. The above expression is valid for a single-pulse laser spectrum, across which there is 
assumed to be no phase coherence, and in general the difficulty of obtaining appropriate data and performing 
such integrations will not be suffiöiently worthwhile. For the case of a constant and uniform intensity 
Gaussian lineshape, the significance of saturation for LIF measurements in Doppler-broadened plasma 
species has been carefully considered by Goeckner and Goree [22]; the reader should nonetheless be aware 
that for many lasers the approximation to an incoherent Gaussian may be very poor. 

3.1.4 Dealing with saturation in laser-inducedfluorescence 

It is apparent that at low intensities, the fluorescence yield is directly proportional to the product of laser 
intensity and species concentration, with a proportionality constant which may be derived either theoretically 
or by calibration, as discussed in Section 2. In such circumstances, the use of LIF to determine absolute 
species concentrations is straightforward. If the sample species are inhomogeneously broadened, then 
sweeping the laser wavelength gives the relative populations of the corresponding classes, enabling velocity 
distributions and so on to be determined. It is clear, nonetheless, that the exciting laser must be narrow or at 
least reproducible in bandwidth: if the laser bandwidth is broad, the effective laser intensity is only that 
fraction which lies within the homogeneous linewidth of the observed species. 

If the laser spectral intensity is sufficient to saturate any of the species, then considerably more care is 
required in the interpretation of laser-induced fluorescence measurements, for the laser lineshape and the 
inhomogeneity of the laser-species interaction play crucial roles in determining the fluorescence yield. 
Provided that the laser parameters are stable, a pragmatic calibration is nonetheless possible, as has been 
shown by Engelhard [21]; Cunge [10] meanwhile has demonstrated a neat method of cross-referencing the 
LIF yields from two different species by scaling according to the saturation parameter. It is also possible to 
compare the relative yields of two transitions of differing cross-section which originate from the same 
quantum level, such as the main and sub-branch transitions of the OH molecule [23]. 
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The pitfalls of saturation in laser-induced fluorescence are two-fold. Firstly, saturation may go 
unrecognised because the fluorescence signal intensity continues to show a roughly linear dependence upon 
laser intensity: if a low-intensity calibration is applied to such data, the species concentration will be 
underestimated. Secondly, if the relation between laser and signal intensities is non-linear, then the average 
of a jittering or noisy signal may reflect the variation in laser intensity as well as the mean, and true 
calibration will in such circumstances be complex. The practitioner of LIF needs to be fully aware of these 
problems. 

4. TEMPORAL BEHAVIOUR 

Modulation of the power source applied to a plasma clearly will result in a change of the rate of formation of 
the active species produced as a result of electron impact processes. The steady-state equilibrium 
concentration of these species depends upon the balance of the formation and loss rates, and if the time scale 
of the modulation is slower than that on which the equilibrium is re-established, then the time history of the 
reactive species can be followed with ease and kinetic information extracted. Section 2 above demonstrates 
how 100% modulation of a N2 plasma can lead to information on the concentration of the dominant N2

+ ion 
when the loss process is dissociative recombination. One of the most useful pieces of information that can be 
derived from experiments on radicals in plasmas concerns the loss rates that can be measured on surfaces - 
processes which are often the dominant removal steps in plasmas and are significant in technologically 
important processes such as plasma etching, polymerisation and ion implantation. 
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Figure 6: Semi-logarithmic plots of the variation in concentration of the CF2 and CF radicals, observed by LIF, after the 
extinction of a plasma of 50 mTorr CF4. Closed and open circles represent the decay of the species measured at two different 
locations, 20 and 2 mm above the driven electrode respectively. Under these conditions the decays are seen to be reasonably well 
represented by exponential loss processes, with that for CF being markedly faster than for CF2. Reprinted with permission from J. 
Appl. Phys. 66 (1989) 5251. © 1989 American Institute of Physics. 

We give an example of the decay characteristics of radicals probed in a cylindrically symmetric RF 
excited parallel plate reactor [7] when the excitation source is removed. Under some conditions the resultant 
decay is well represented by a single exponential, and an example for both CF and CF2 radicals in a CF4 

plasma is given in Figure 6. The time history of the radicals contains contributions from diffusion processes, 
losses in the gas phase by chemical reaction, and losses to the walls, and under some conditions the 
contribution from the wall loss process can be put on a quantitative basis. What can be estimated is a 
"phenomenological loss coefficient" [24], defined as the fraction of the particle flux to the surface which 
does not return to the gas phase on the time scale of the experiment. In Figure 1 we noted that radicals can 
have a marked spatial distribution within a reactor, and that this reflected formation and loss at the surfaces. 
For a full understanding of these processes both the spatial and temporal behaviour are required [8], and the 
complex behaviour that can occur is illustrated in Figure 7 where the spatially dependent loss phenomena of 
the CF2 radical in a CHF3/Ar plasma are shown. Plasma extinction leads to an initial rise of the 
concentration in the plasma bulk (20 mm from the electrode surface) because of diffusion from the higher 
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concentrations of species present in the steady state near the electrode (illustrated in Figure 1). On re-ignition 
this concentration drops markedly, suggesting a homogeneous loss process involving other species formed 
in the plasma. 

These results illustrate the type of information that can be found from such time dependent 
measurements, but we finish this section with two caveats. The first is that the determination of the loss 
coefficient tells us nothing about the chemical fate of the species lost on the surface. Some information can 
be obtained by looking for product molecules, for example the SiF2 radical formed by F atom etching of Si 
substrates [25], and observable by LIF near 225 nm. The second more general point concerns LIF detection, 
and is illustrated by observations of ground state 0( P) atoms, for which a convenient detection scheme is 
two photon excitation at 226 nm which populates the 3p P level and is followed by fluorescence to the 
lower 3s S level at 845 nm. Dye lasers can produce considerable output at 226 nm, and this is enough to 
create a population inversion between these fluorescing levels, which then can result in amplified stimulated 
emission (ASE) along the axis of the laser beam. The process is well understood, but can in some cases have 
an effect on the LIF diagnostic signal, as the ASE process will compete with spontaneous fluorescence 
which is thus reduced. This can be a problem when the depletion is a non-linear function of atom density, 
and an effect of this kind, causing a fluorescence reduction of the order of 30%, has been reported [26]. Our 
own measurements of the decay rates of O atoms following plasma extinction have demonstrated that 
erroneous results can be obtained if ASE is strong, as the fluorescence depletion is non-linear in O atom 
concentration and hence in time [27]. The problem is solved (at the expense of signal) by using a lower laser 
power, and illustrates that care needs to be taken to ensure that the laser diagnostic is not itself adversely 
affecting the quantity being observed. 
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Figure 7: Variation of the time dependence of the LIF signal from CF2 with height above the driven electrode for a plasma of 200 
mTorr equimolar CHF3/Ar as the power is switched off (extinction period) and on (ignition period). Close to the electrode the 
behaviour is similar to that seen in Figure 6, but in the bulk it is very different; an initial rise is seen following extinction and 
caused by diffusion of the higher concentration of radicals from close to the electrode. Re-ignition causes a noticeable fast drop in 
bulk concentration. 

5. FIELDS 

Charged particles react to fields, and a measurement of the field distribution in a plasma is crucial for 
understanding the methods by which energetic ions and electrons are formed, and the energies with which 
they collide with other species and with surfaces. LIF can do this in two ways. The first involves the Stark 
effect, in which energy levels are altered in the presence of an electric field. An example is given in Figure 8 
from the work of Muraoka et al [28], in which LIF is observed following the excitation of the IIP state of 
He from the metastable 2 S level in a DC glow discharge. Here advantage is taken of the fact that Stark 
splittings in He increase with principle quantum number n, and for the n=l 1 level the clear resolution in 
Figure 8 was obtained for an electric field of 90 V/mm, with the detection limit, determined simply by the 
laser bandwidth, being 21.5 V/mm. Excitation to higher n with a spectrally narrowed source improves this 
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by a factor of 2. More recently Stark shifts in atomic H excited to n=3 by two-photon excitation of the 
ground state atom at 205 ran have yielded a sensitivity limit of 5 V/mm [29]. 

The second method for LIF measurement of electric fields relies on the field mixing of levels of 
opposite parity in the upper electronic level [30]. The method is illustrated with reference to the best studied 
example, that of the BC1 radical excited in its A'TI - X'Z transition, the (0,0) band of which is at 272 nm. 
The upper A IT state has its rotational levels split into opposite parity components, depending upon whether 
the IT electron is in an orbital which is symmetric or antisymmetric with respect to reflection through the 
plane of rotation ('lambda doubling'). In the absence of a field (and of collisions), excitation of for example 
an R branch transition yields fluorescence only on R and P branch lines (AJ=±1), owing to the parity 
selection rules. Electric fields cause mixing of the states of opposite parity, and in the presence of a field a Q 
branch (AJ=0) is seen, the intensity of which relative to the fully allowed R and P branches gives a measure 
of the electric field. The field detectivity limits are of the same order as those measured by Stark splittings, 
and a useful list of the appropriate species for which this technique is possible has been published [28]. One 
of the most notable pieces of information that can be obtained through this technique is a measure of how 
the electric field changes with the phase of the applied voltage, for example during an RF cycle [31]. The 
limitation however is that the species needs to have a S ground state, and this restricts the range of diatomic 
species that can be studied, eliminating for example radicals such as OH, CF and SiF which have unpaired 
electrons but n ground electronic states. 
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Figure 8: LIF spectrum near 321.25 nm of the He 1 l"P <- 2 's transition in a DC discharge, against laser detuning from centre 
wavelength. The peaks arise from the Stark splitting in the upper state, and from these data the DC field can be calculated. 
Reproduced with permission from [28] 

6. CONCLUSIONS 

Densities, spatial distributions, energies, fields and interaction kinetics of plasma species can all be measured 
in a non-invasive fashion by LIF: information crucial for the refinement of models low temperature plasmas. 
Yet lasers are only rarely used as diagnostics in the technological plasmas used for industrial processing, 
partly because lasers have hitherto been bulky, expensive and - in spite of their manufacturers' claims - in 
need of the attention of skilled operators. 

The examples of laser-induced fluorescence measurements that we have given in this article all involve 
the use of laser radiation in the visible and u.v. spectral regions. These wavelengths can now be reached by 
efficient upconversion of the output of c.w. diode lasers manufactured in vast quantities for communications 
and optical reader systems. Efficient frequency doubling of c.w. radiation in KNb03, for example, can yield 
several mW of light in the 430 nm region [32], and carefully designed resonators allow similar powers to be 
generated with few gaps from as low as 330 nm up to 500 nm and beyond. Even frequency quadrupling, 
which extends the range of these sources to below 250 nm, has been reported. Such systems are already 
being considered for balloon-borne atmospheric measurements, where their small size, relatively low cost 
and ruggedness make laser-based diagnostics attractive. Diode lasers have an additional advantage over 
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conventional devices in that their emission wavelength is directly controllable electrically, permitting 
extremely high stability to be maintained and allowing complex modulation and signal processing schemes 
to be tailored to the spectroscopic application. 

Diode laser systems, only just emerging from the laboratory, may represent the future of in situ 
processing diagnostics, but their conventional cousins continue to be capable workhorses for plasma 
investigations, provided that the price and expertise can be afforded. A pulsed dye laser, pumped by an 
excimer or Nd:YAG source, or a continuous-wave system with the dye pumped by an argon ion or c.w. 
Nd: YAG laser, will put at its owners' disposal most of the techniques that we have described. 
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Abstract Arc cathode spots operating by formation of surface-microplasmas are reviewed for discharges in vacuum 
and in gases. New experimental studies using advanced optical methods (image converter cameras and laser 
absorption techniques) reveal that the spot is composed of fragments with a size below 10 um. In vacuum these are 
highly mobile, for copper on a time scale < 50 ns. The motion and the rapid sequences of extinctions and re-ignitions 
determine the behavior of the whole spot. Cu-spots in vacuum exhibit displacements in times < 100 ns. A tentative 
explanation of the spot movement is given on the base of the fragment dynamics. In gases the fragments are more 
separated than in vacuum. The ignition of fragments is discussed in the framework of recent studies on the glow-to- 
arc transition in high pressure discharges. Finally, new mechanisms for enhanced field electron emission are 
mentioned. 

1. INTRODUCTION 

Trivially, in a gas discharge the areas of the electrodes are limited, so the cathodic region is necessarily 
finite. Frequently the discharges do not use the whole available surface, they contract to a more or less 
circular footpoint at the cathode. This contraction can be understood by processes in the gas plasma and in 
the space charge sheath that separates the plasma from the surface. In recent years considerable progress has 
been achieved in the understanding of gaseous arcs with hot cathodes [1-8]. Here the arc heats the cathode 
to temperatures sufficient to transfer the current by thermionic emission. While in the past the models were 
incomplete, necessitating arbitrary assumptions such as the minimum principle or empirical parameters such 
as the cathode fall, by including the non-stationary heat conduction in the cathode body the modern theories 
achieve a self-consistent description of the whole discharge system [1-7]. In this way, without using 
empirical parameters, spot radii can be determined, having values of 0.5-2 mm, surface and plasma 
temperatures can be calculated, having values of 3000-4000 and 2-3 eV, respectively, and the cathode fall 
is obtained as 10-20 V [6, 7]. These values are in sometimes excellent agreement with the experiment [7], 
so it seems that the research has reached its final stage. At present, even 3D-calculations are possible [5] 
yielding still more exact data. 

However, this comfortable situation does not hold for all kind of spots. With cold cathodes the current 
can no longer be transferred by thermionic emission. Also with hot cathodes there may arise transient 
situations where the temperature does not suffice. Then the discharge contracts to a submillimeter region. 
When the local energy transfer to the surface surpasses a certain limit the surface starts to evaporate. From 
the vapor a dense microplasma is formed, being highly non-stationary. The resulting cathode spots 
constitute a qualitatively new phenomenon, because they allow the transfer of virtually unlimited currents 
between discharge plasma and cathode at relatively small voltages <50 V, without external electrode 
heating, and for all conducting electrode materials. 

The present paper restricts itself to such vapor-producing cathode spots. They are most common with 
cold cathodes, but can be found at hot cathodes, too. They occur in numerous applications: Electric arcs, 
sparks, welding devices, or switches. They are welcome in vacuum arc coating devices and ion sources, but 
a nuisance at inner walls of fusion machines or at the electrodes of gas discharge lamps. Their physical 
parameters are still subjected to sometimes vivid disputes, but it is not necessary to take care for the 
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production of the spots, because they occur as a self-organizing phenomenon. This may be one of the 
reasons why the lack of understanding is widely tolerated. However, sometimes it is desirable but difficult 
to avoid them. There is hope to improve this situation by better knowledge. 

The experimental difficulty is. due to the small size and the variability of the spots, the latter being 
controlled by surface effects. Theoretical problems arise by nonlinear feedbacks, nonstationary processes 
and poorly known material parameters at high temperatures and pressures. Modern optical methods yielding 
information with high spatial and time resolution and new theoretical concepts promise a more satisfactory 
explanation of the basic spot phenomena. 

2. DEFINITIONS AND PRINCIPLES OF THE THEORY 

The cathode spot is defined as an ensemble of heated surface and metal vapor plasma. Energy sources for 
surface heating are the Joule heat produced by the current and the impinging plasma particles (ions and 
energetic electrons). The hot surface emits electrons and evaporates metal, the latter constituting the 
medium for the spot plasma. Details of these processes are treated by numerous authors, the most recent 
presentation being given by Hantzsche [9]. The details are combined to complete theories on various levels: 
from the construction of possible existence areas for the spot parameters by Ecker [10] until the elaborated 
ID-theory of Beilis [11]. 

The spot radius is determined by the size of the heated surface region. Leaving the cathode in direction 
of the anode one has a small ballistic zone defined by the Debye length (space charge sheath). Here the 
cathode fall is situated (15-20 V) that forms the emitted electrons to an energetic beam, and here the plasma 
ions gain the main part of the energy that is transmitted to the surface. Electrons and plasma ions cross this 
zone without suffering collisions. Directly at the surface the evaporated atoms have a uni-directional 
velocity distribution. It is transformed to a shifted Maxwellian distribution at the end of the heavy particle 
relaxation zone, extending beyond the ballistic zone. Still more distant from the surface ends the electron 
beam relaxation zone where the emitted electrons are thermalized by collisions. It is at the end of this zone 
that the vapor is ionized forming a dense plasma. The plasma then expands, in vacuum up to the anode, in 
gases up to some mm in dependence on the gas pressure (Drouet and Meunier [12]). 

Relevant equations are (Beilis [11, 13]): for the plasma the Saha-equation, the energy balance of the 
electrons and the equations of state; for the evaporated atoms the Langmuir-equation and the conservation 
of mass; and for the surface the energy balance, the thermo-field emission and the electric field, the last 
from the Poisson-equation. 

Typically for this kind of theories, the time enters via the surface heating, assuming that non-stationary 
heat conduction is the slowest process that governs the development [10]. Beilis [13] calculates the spot 
parameters  as a function  of time    QQ 

without specifying a fixed time 
value. Fig. 1 gives an example for the 
plasma density (electron density) and 
the spot radius. In the time range 50 
ns to 1 ms the density decreases from 
4 x 1026 m"3 to 1 x 1026 m~3 whereas 
the radius increases from 16 to 56 um 
(correspondingly, the current density 
decreases from 5 x 10 A/m to 4 x 
10 A/m ). In the same time span, the 
surface temperature decreases from 
4600 K to 4000 K and the electric 
field from 4 x 109 V/m to 1.3 x 109 

V/m. 
In practice, evaporating spots 

are basically non-stationary. They are 
born during a formation time, change 
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Fig. 1: Spot radius and plasma density as a function of time after Beilis [13] 
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their size during a residence time, and then they are displaced. Any displacement of the discharge to a cold 
surface location means the end of the spots life and the formation of a new spot, because heating and 
evaporation must start again. During several decades of spot research, the boundaries given by the formation 
and the residence time are displaced to smaller values, in fig. 1 to the left (with some random component). 

A somewhat different approach is proposed by Mesyats [14]. According to his model the spot operates 
on a sequence of nanosecond acts. Delivering quickly an energy amount of about 10 J/kg into a 
microscopic surface volume (corresponding to 10l0 - 1011 J/m3), a burst of ionized matter and of emitted 
electrons occurs. The duration of this burst and the amount of ejected material little depend on the means 
of energy deposition and the material. So the spot processes are divided in nanosecond periods having some 
kind of fundamental character. Mesyats called them ECTONS ("Explosive Center"). If the energy is 
deposited by Joule heating of the surface with a current density j, the formation time tf is obtained from 

dt (1) 

The value of r^ is nearly constant, amounting to 1.8 x 1017 A2 s m"4 for W and to 4.1 x 10 A s m" 
for Cu. It is clear that in this case j must surpass 1012 A/m2 to reach nanosecond formation times. Relation 
(1) is known from the physics of exploding wires. Already Rothstein [15] suggested the analogy of the spots 
with exploding wires, but Mesyats and his colleagues were able to derive quantitative expressions for spot 
size, surface temperature, plasma density, erosion rate and plasma expansion velocity. Compared to fig. 1, 
the values are situated at the left-hand side where Beilis stopped his calculation. 

Knowing the time scale of the spot processes, one can decide which theoretical conception is valid. 
One has to deal with the question: is the spot a microsecond or a nanosecond phenomenon? The answer 
should be given by the experiment as discussed in the following sections. 

3. SPOTS IN VACUUM 

3.1 Experiments with the emitted light 

Registering the emitted light by photographic methods seems to be the most straightforward way to measure 
spot size and time constants, especially in vacuum where the spot is the only light source. However, as 
shown by Hantzsche et al. [16], in vacuum the plasma expansion imposes a limit of about 10 um to the 
spatial resolution. During the radiative lifetime of excited states the particles move in an average over 
distances > 10 um, thus blurring the spot appearance. This effect hides spot displacements over distances 
< 10 um and, therefore, constitutes also a limit to the time measurement. Using continuum radiation the 
effect is absent, but then the intensity of the light does not suffice for nanosecond exposure times. So the 
results with the total light presented in the following give but upper limits of time and size. 

In [17, 18] arc spots were produced 
at the rounded end of cylindrical 
cathodes having diameters of 0.3 - 0.5 
mm. The current was 50-100 A, the 
discharge duration about 200 us. The 
surfaces were free from contamination 
layers (oxides, hydrocarbons), the 
residual gas pressure amounted to 10" 
Pa. 1 - 100 us after arc ignition the 
cathode was photographed by a high 
speed image converter camera 
(IMACON 468) via a long distance 
microscope (QUESTAR QM 1) having a 
nominal resolution of 3 um. Fig. 2 shows 

Fig. 2: Experimental setup from [17, 18]. C-cathode, A-anode, VV- 
vacuum vessel, W-sapphire windows, L-lamp, LDM-long distance 
microscope, FC-framing camera 
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the schematic of the device. The camera has eight channels that can freely be programmed in the time range 
10 ns - 1ms. In a later version, the eighth channel was exchanged for a streak unit allowing to continuously 
observe the spot displacement. If not stated otherwise, the arc current amounted to 70 A, the electrode 
material was copper.  

Fig. 3 shows a picture taken 3 us 
after arc ignition, with a framing time of 
100 ns, no pause between the frames, and 
a streak sweep of 1 us. Two spots can be 
seen in front of the cathode that seem to 
be stationary during 1 us. However, with 
a certain probability positional changes 
can be found in the submicrosecond 
range, especially when looking with 
higher magnification. This can be seen in 
fig. 4 where eight frames were used to 
display an arc 15 us after ignition 
(framing time 100 ns, no pause between 
the frames). A single spot appears 
somewhat distant from the cathode apex, 
having clear internal structures that 
change in times < 100 ns. In the following 
these structures will be called fragments. 
Their apparent diameter is 10-20 um. The 
fragments seem to periodically attract 
each other. Merging of some of the 
fragments leads to increased brightness 
f 17, 18]. Fig. 5 displays the signal of a 
fast photodiode showing brightness peaks 
with intervals of about 15 ns (for Cu). 
When adding the streak channel to the 
frames one observes that during this 
dynamics the spot center is displaced. Fig. 
6 gives an example with only 50 ns 
framing time. Finally, fig. 7 shows a 
sequence of frames where two spots 
distinctly changed their relative position 

within 50 ns. For titanium, such changes could even be found during 20 ns [17]. 
Immobile spots as in fig. 3 do not represent a different species. Because the displacement occurs at 

random, for a given direction displacement zero is most probable. Fig. 8 shows the probability for 
displacements in y-direction within time intervals t=100 ns, 200 ns, and 500 ns. Already for t=100 ns the 
distributions obey the random walk law 
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Fig. 3: Vacuum arc between Cu-electrodes. Framing time 100 ns, no pause' 
between the frames, streak sweep 1 us 

W(Y)dY = 1 

\/n(R2) 

exp(- 
(R2) 

-)dY, (R2) 
const. ,     (2) 

W(Y)dY being the probability for a displacement between Y and Y+dY and <R2> the mean square value 
of the two-dimensional displacement, (<R2> = 2<Y 2>». 

Hence, the spot displacement takes place on a submicrosecond timescale. Sometimes it is argued that 
the spots behave differently on broad area cathodes, especially at higher currents where spot grouping leads 
to stationary scenarios. To test this, in ref. [13] the movement was analysed on copper cathodes of 65 mm 
diameter with currents up to 1.5 kA. Fig. 9 shows a streak of spots at 980 A. Table 1 gives the random walk 
data from this experiment together with the values according to fig. 8 for 70 A. 
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Fig. 4: Arc spot with inner fragments. Frame exposure time 100 ns, no pause between the frames, delay to ignition 15 (as. 
Cu, 70 A. 
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Fig. 5: Fluctuations of the light emitted by an arc spot in vacuum 
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Fig. 6: Submicrosecond spot displacement Frame exposure time 50 
ns, no pause between the frames, streak sweep 600 ns, delay to 
ignition 3 \xs. Cu, 70 A 
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Fig. 8: Probability for one-dimensional spot displacements for 
time intervals of 100 ns, 200 ns and 500 ns. One pixel equals 1.2 
Mm [18] 

Fig. 7: Positional changes of two cathode spots on Cu. Frame 
exposure time 50 ns, no pause between the frames 
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Fig. 9: Streak of arc cathode spots on a Cu-cathode or 65 mm diameter. Total current 980 A, 3 ms 
after ignition [13] 

Table 1: Random walk data for extended and small Cu-cathodes 
N-number of events, t-observation time, <R2>-mean square value of two-dimensional displacement 

Cathode Diameter 
(mm) 

Reference Current (A) N t(|is) <R2> /1 
(10~3m2/s) 

65 ri31, fig. 9 40-100 56 25 1.3±0.5 

65 ri31, fig. 9 150-1500 343 25 1.0±0.3 

65 ri31,fig.9 40-1500 229 75 1.0±0.3 

0.47 ri81, fig.8 70 145 0.1 2.2±0.6 

0.47 T181, fig. 8 70 310 0.2 2.3±0.6 

0.47 ri8i.fi«. 8 70 725 0.5 2.2±0.6 

Although in table 1 the ratio of the mean square displacement <R > to the measuring time is somewhat 
smaller for broad area cathodes, the order of magnitude is the same, thus no principal change of the spot 
behavior can be stated. 

3.2 Experiments with absorbed light 

Absorption of laser light yields pictures of the spot plasma having advantages over the technique using 
the emitted light: the broadening of the image by the plasma expansion is minimized [16], and the hot 
surface cannot contribute. Also, with short laser pulses the exposure time can be < 1 ns. Fig. 10 gives an 
example for a Cu-arc of 90 A, taken 232 ns after ignition with an exposure time of 0.4 ns [19]. Structures 
with a size down to 5 um can be seen. From the absorption coefficient, in [19] electron densities > 6 x 10 
m~3 have been estimated. No principal changes have been observed when delaying the picture by up to 50 
us after ignition. 

Vogel [20] registered density profiles after Abel-inversion as shown in fig. 11. A long-distance 
microscope with a resolution of about 1 urn was used, thus showing more details as in [17, 18]. Obviously 
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Fig. 10: Absorption picture of Cu-spots, 90 A, taken 232 ns Fig- 11: Linear scan of the electron density of a Cu-spot in 
after ignition with 0.4 ns exposure time [19] vacuum obtained from absorption profiles taken 18 ns after 

ignition with 0.1 ns exposure time. Current 9 A [20] 

the figure depicts the fragment structure at an early phase. Three fragments are observed having a half-width 
of 3-5 urn and distances of about 5 um. With the emitted light they would have appeared as a single spot. 

3.3 Contradictions 

As can be seen in the preceding sections, 
the fragments of vacuum arc spots are 
small and fast as well. There are, 
however, papers being at variance to this 
statement. Siemroth et al. [21] studied 
copper arc spots in vacuum at currents of 
about 3-5 kA with a high speed framing 
camera. With such currents numerous 
spots and fragments are present. The 
fragments (the authors called them 
subspots) were found to be small, having 
a half-width of about 10 um [21], thus 
one might assume that they are similar to 
those depicted in fig. 4. However, 
Siemroth et al. found little changes for 
times <10 us. The present author 
believes that this is due to the evaluation 
method used in ref. [21]. Siemroth et al. 
exposed the four framing channels of 
their camera to the same event using 
increasing exposure times for each 
channel and suggesting that the spot 
movement will broaden the picture if the 
exposure time surpasses the residence 
time. Fig. 12 shows the luminous 
fragment profile for exposure times of 
10 ns, 100 ns, 1 \ss, and 10 us. Obviously 
the profile width increases when the time 
exceeds 10 ns, but probably the 
background must be subtracted, being 
itself a function of the exposure time. 

IEEE TRANSACTIONS ON PLASMA SCIENCE. VOL. 23, NO. 6. DECEMBER 1995 
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Fig. 12: Luminous fragment profiles at different exposure 
times after Siemroth et al. [21] 
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This background arises from the presence of numerous spots at high current. Although the subtraction might 
produce arbitrary profile forms and widths, it seems natural to look for a Gaussian profile. In [21] this was 
possible for the center of the measured curves, yielding half-widths of about 20 urn for all exposure times. 
However, this does not hold for the wings, as indicated in the circle at the 1 us-curve (drawn by the present 
author). Fitting the wing by a Gaussian curve would yield the half-width of about twice as much. Thus, as 
pointed out in ref. [18], the method underestimates the movement because of the neglection of the outer 
zones of the luminous profile. The invariability of the deduced half-width led Siemroth et al. to the 
conclusion that <R2>/t < 10"5 m2/s, in contrast to Tab. 1. Using the wings of the profiles, much higher 
values would have been obtained. Hence, the difference between [18] and [21] might be due to different 
evaluation methods rather than to different phenomena. 

4. SPOTS IN GASES 

With the same system as described in figs. 2-7, preliminary experiments have been carried out at 
atmospheric pressure. In these cases the bright gas plasma covered the whole apex of the cathodes, so with 
the emitted light cathode spots could only be observed at the boundary of this plasma. Fig. 13 shows this for 
air and fig. 14 for argon. Numerous isolated spots can be seen with a size < 5 um, i. e. at the limit of the 
spatial resolution. Such structures are found occasionally even at hot cathodes as demonstrated in fig. 15 for 
a high pressure sodium lamp. 

Fig. 13: Spots in air, 6.5 us after ignition, 0.5 us exposure 
time. Cu, 70 A 

Fig. 14: Spots in argon, at atmospheric pressure, 8 us 
after ignition, 0.5 us exposure time. Cu, 70 A 
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Fig. 16: Electron density profile obtained from laser absorption in atmospheric 
air. Cu, 9 A, exposure time 0.1 ns, delay to ignition 9 ns [22] 

Fig. 15: Spots at the hot cathode of a high pressure 
sodium lamp after about one hour burning at 50 Hz. 
Snapshots in different half-cycles, exposure time 2 us 

The absorption technique avoids the interference of the gas 
plasma. Fig. 16 shows a density profile for a Cu-spot in air 
obtained by Vogel [22]. The half-width amounts to about 3 um, the 
density reaches 4x10 m . At the cathode of pseudo-sparks, 
Frank et al. [23] found spots <15 um with a minimum density 
ofl027m-3. 

5. CONSEQUENCES 

In vacuum the emitted light yields information on the time scales. In our measurements for the fragments and the 
whole spot the time constants are definitely < 50 ns and < 100 ns, respectively. These short times do no refer to 
an initial phase followed by a.more stationary regime, but they describe the whole phenomenon. Delaying the frame 
pictures by 10 ns through 100 us did not result in longer time constants at higher delays. Thus, the ECTON- 
conception formulated by Mesyats [14] seems to be near the truth. 

Absorption pictures of vacuum spot fragments indicate diameters of less than 5 urn. So the fragment plasmas 
are smaller than the surface craters found after the discharges. It seems plausible that the small spots in gases 
are of similar nature as the fragments in vacuum. The difference is: they are not free to move and to merge, and 
they can carry currents < 1 A. Because of the limited expansion of the spot plasma, in our experiments spots in 
gases appear small also in the emitted light. Tab. 2 compares spots in vacuum and in gases. Probably the fragments 
in vacuum are still composed structures, while at atmospheric pressure one observes the most elementary spot 
components. 
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Table 2: Comparison of Cu-arc spots in vacuum and in gases (figs. 4, 6, 7, 10, 13, 14) 

FEATURE 

current per 
fragment 

apparent plasma 
diameter   

distance between 
fragments  

displacement 

AIR, ARGON 

<1 A 

< 5 um 

50-100 um 

oscillation and rotation in areas of 
50-100 um diameter within times < 
500 ns       ^__ 

VACUUM 

5-10 A 

10-20 urn 

10-50 um 

random movement within 
times < 100 ns: 
R2/t= 10"3 m2/s,    v « lA/t 

The division into fragments helps the spot to 
survive: if one fragment dies the other fragments take 
over the current until a new fragment is formed. Also, 
the spot motion can be explained by the action of the 
fragments. The Lorentz-force causes them to attract 
each other. The framing pictures (comp. fig. 4) 
indicate a scenario as depicted in fig. 17: The 
fragments move into the spot center. When they are 
close together, an instability occurs like an explosion, 
accompanied by increased brightness (comp. fig. 5). 
This results in the formation of new fragments at the 
periphery, and the cycle starts again. Here one could 
speculate on the reason for the spot movement: If one 
fragment dies before merging, the configuration 
becomes non-symmetric and the center of gravity of 
the spot is displaced (in fig. 17 to the right). An 
external magnetic field will tend to remove a fragment 
in forward direction, causing to displace the remainder 
in a retrograde way. A gas reduces the interaction 
between the fragments and can, therefore, reverse the 
direction. This idea, however, must be examined by 
further experiments. 

6. SPOT IGNITION 

If the spots life is a sequence of nanosecond acts of 
birth and death of the constituents, the question arises 
how new fragments can be ignited. Directly in the 
spot this process is difficult to investigate. There are, 
however, some recent works that study ignition 
processes in much detail [24, 25]. In these 
experiments, a plasma is brought into contact with a 
negatively biased electrode, thus observing the 
processes preceding the spot formation. The problem 
is related to the question of glow-to-arc transition. 

START 

ATTRACTION 

DECAY 

NEW START' 

* 

0 ns 

5 ns 

10 ns 

15 ns 

DISPLACEMENT       • 

Fig. 17: Schematic of fragment dynamics and spot 
displacement 

Fig. 18: Luminous cathodic layer preceding spot formation 
[24]. Cu-electrode, argon at atmospheric pressure, exposure 
time 100 ns 
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Mentel and co-workers [24, 25] found that at first a luminous cathodic layer is formed having a width 
of 75-200 um. Fig. 18 gives an example. The contraction to spots is already indicated at two locations. In 
this phase, a current up to some 100 m A is flowing that exceeds the ion saturation current from the plasma. 
(Such precurrents have also been found at negatively biased electrodes in a tokamak [26, 27]). After some 
time the spots start to operate as bright localized structures. As fig. 19 shows, at the surface one finds a 
homogeneously changed region (due to the plasma layer), intersected by craters (due to the spots) [25]. 

6 ns 

10 mm 

Fig. 19: Erosion of a Cu-cathode by a predischarge followed 
by a short arc [25] 

Fig. 20: Luminous sheath at the cathode as a precursor to 
spot formation in high pressure discharges [28] 

Luminous sheaths have also been found at the cathode of excimer lasers [28] as demonstrated in fig. 20. 
Korolev and Mesyats [29] reported that the duration of such predischarges decreases with increasing 
pressure. It decreases also with increasing bias voltage. Fig. 21 compiles results from [24, 27-29]. Near a 
cathode spot, where the pressure may reach values >10 bar, the times will be < 5 ns, so the delay of 
fragment formation can be 
sufficiently small. 

Elaborated theories have been 
published by Belasri and co-workers 
[30] and Simon and Bötticher [31]. 
According to these works, the 
electric field at the cathode may 
reach values in excess of 108 V/m at 
the stage of sheath formation. From 
experiments on vacuum breakdown 
it is known that such fields are 
sufficient to cause explosive field 
emission at the surface. 

Regarding the field emission, 
two new ideas have been emerged 
in recent years: (i) Jimenez and co- 
workers [32] were able to show that 
in vacuum the combination of 
micrometer surface structures with 
submicrometer protrusions causes 
local field enhancement by factors 
>100. Such structures will be 
intense emitters in the electric field 
of the luminous cathodic layer, (ii) 
The individual field of plasma ions 
approaching the surface can enhance 

-5 
10 10 

PRESSURE (bar) 

Fig. 21: Duration of predischarges as a function of pressure and voltage [24,27-29] 
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the emission. This effect of ion-field or ion-thermo-field emission has recently been studied by Teste and 
    Chabrerie    [33]    and    by 

Vasenin and co-workers 
[34]. Fig. 22 from ref. 34] 
shows, the electron yield 
YZjpp caused by the effect in 
addition to thermo-field 
emission (number of 
electrons per ion with charge 
z). As a consequence, in a 
plasma field emission is 
possible at smaller electric 
fields than in vacuum. 

Hence, the ignition 
process can be assumed as 
follows: When the spot 
decays, transient voltages 
are developed that cause the 
formation of a sheath 
outside the center with high 
electric fields. Field electron 
emission enhanced by ion 
impact leads to surface 
explosions that produce new 
fragments within a 
nanosecond or less. 
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Fig. 22: Electron yield of I-F-T-emission as a function of the cathode temperature [34]. 
The numbers indicate the field strength: (l)-2.5xl08 V/m, (2)-5xl08 V/m, (3)-lxl09 

V/m, (4)-1.5xl09 V/m. Solid and dashed lines: ion charge number 1 and 2, respectively 

7. CONCLUDING REMARKS 

The well known conception of fragments [35] promises to yield the key for the understanding of the cathode 
spots. Probably the nature of the fragments does not so much depend on the external conditions, while the 
variety of cathode spots will be due to varying combinations of fragments and different processes of their 
mutual interaction. To study the nature of the spot substructure, one needs spatial resolution < 10 us and 
time resolution < 50 ns, thus the present experimental devices are operating at the technical limit. In 
vacuum, and with clean surfaces, several fragments combine to a single spot that then reaches a size of 
about 50 um. At atmospheric pressure the fragments remain separated, having a size too small to be resolved 
yet. In the past it has often been argued that the spot must be much greater than a surface crater [36], the 
latter having diameters of a few um, but now it turns out that the size of the fragment plasma is even smaller 
than the crater. 

In vacuum the formation and residence time of the fragments are below the available resolution. 
Probable values are of the order of 1 ns. The fragment ensemble as a whole that forms the spot is slower, 
though in vacuum time constants < 50 ns could be observed for the whole spot (compare fig. 7). This 
supports the concept of cyclic reproduction on a nanosecond timescale as proposed by Mesyats (ECTONS), 
though the base process is not necessarily an explosion, because to evaporate a piece of matter with a size 
of 1 um a time of 10 ns is sufficient. The explosion models have a long history, starting with Rothstein in 
1948 [15] and Nekrashevich and Bakuto in 1955 [37]. The further development is marked by Fursey and 
co-workers [38], Mitterauer [39], and Mesyats and co-workers [14, 40]. However, these models are often 
hypothetical, and many physicists and engineers have doubts that the seemingly stationary discharges are 
composed of short individual acts. So they admit nanosecond processes as a phenomenon of ignition at the 
highest. More research is needed to clarify the relevance of nanosecond spots in gases and with hot 
cathodes, but for cold cathodes in vacuum they have always been found in our experiments. 
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The existence of nanosecond fragments promises the understanding of the paradoxical behavior of the 
arc spot: Why does it move to cold locations, why the direction is retrograde in a magnetic field, why 
external gas with pressures far below the spot pressure can influence the movement, what are the forces that 
repel the spots from each other? The answer could be: there are no repelling forces, only the attracting 
Lorentz-force, the movement being due to a loss of symmetry in the fragment configuration as indicated 
in fig. 17. It is hoped to test this idea in near future. 

If the cyclic nature is true, the ignition processes deserve more attention. Here the experiments in 
Bochum [24, 25] and the theory in Toulouse [30] and Hannover [31] yielded valuable results, especially 
with respect to the formation of transient plasma sheaths. It must still be examined whether this can be 
generalised to the high pressure metal vapor plasma of the cathode spots. There is already some 
experimental evidence that the surface in the neighbourhood of a spot can be modified by intense ion 
bombardement [41], in analogy to fig. 19. 

In spite of the experimental progress of the recent years, we are but at the beginning to understand the 
vapor producing spots. At present it seems hopeless to develop theoretical models where the properties of 
the spots can be calculated from their interconnection with the other parts of the discharge without 
introducing empirical data, in contrast to the situation with quasistationary spots on hot cathodes [1-8]. 
However, there may exist mixed cases: vacuum arc spots can become more stationary when the cathode is 
sufficiently hot or when they are anchored at special surface structures as for example in the work of Djakov 
[42, 43], and transient microspots can occasionally be found at thermionic cathodes (fig. 15). 
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Abstract: Dielectric-barrier discharges (silent discharges) are non-equilibrium discharges that can be conveniently 
operated over a wide temperature and pressure range. At about atmospheric pressure electrical breakdown occurs in 
many independent thin current filaments. These short-lived microdischarges have properties of transient high 
pressure glow discharges with electron energies ideally suited for exciting or dissociating background gas atoms and 
molecules. The traditional application for large-scale ozone generation is discussed together with novel applications 
in excimer UV lamps, high power C02 lasers and plasma display panels. Additional applications for surface 
treatment and pollution control are rapidly emerging technologies. Recent results on greenhouse gas recycling and 
utilisation in dielectric-barrier discharges are also discussed. 

1. INTRODUCTION 

Dielectric-barrier discharges (DBDs), also referred to as barrier discharges or silent discharges have for a 
long time been exclusively related to ozone generation. Detailed investigations into the properties of this 
non-equilibrium discharge which can be conveniently operated at about atmospheric pressure led to a 
number of new applications: The generation of powerful coherent infrared radiation in C02 lasers and of 
incoherent VUV or UV excimer radiation in excimer lamps are two examples that became commercially 
available within a few years. Other processes like pollution control or surface treatment with DBDs show 
great promise for the future. As far as market potential is concerned the most important use of DBDs will 
be in ac plasma display panels. In 1996 multi-billion dollar investments in production facilities for large- 
area flat television screens in Japan and South Korea started a new age of large-scale industrial 
dielectric-barrier applications. 

The most important characteristic of dielectric-barrier discharges is that non-equilibrium plasma 
conditions can be provided in a much simpler way than with other alternatives like low pressure 
discharges, fast pulsed high pressure discharges or electron beam injection. Its flexibility with respect to 
geometrical configuration, operating medium and operating parameters is unprecedented. Conditions 
optimised in laboratory experiments can easily be scaled up to large industrials installations. Efficient low 
cost power supplies are available up to very large powers. 

First introduced by W. Siemens in 1857 [1] for the purpose of "ozonizing" air DBDs have for a long 
time been regarded as the ozonizer discharge. Important new insight into the structure of the discharge 
was gained by high voltage engineers studying gas breakdown. In 1932 Buss [2] observed that in a plane 
parallel gap with insulated electrodes air breakdown occurs in a number of individual tiny breakdown 
channels. More detailed information about these current channels was collected by Klemenc et al. in 1937 
[3], by Honda and Naito in 1955 [4] and later by Gobrecht et al. [5], by Bagirov et al. [6], by Tanaka et al. 
[7], Hirth [8] and by Heuser [9]. 

More recently it was realised that the plasma parameters in these breakdown channels, now 
frequently referred to as microdischarges, can be influenced and modelled and consequently can be 
optimised for a given application [8,10-17]. Advanced plasma diagnostics and computer modelling has 
put us in a position to understand and tailor microdischarge properties for an intended purpose. Our 
present understanding of dielectric-barrier discharges is described starting with an overview of overall 
discharge characteristics and microdischarge properties. Ways of influencing microdischarge properties 
are discussed. Models of different degrees of sophistication are presented for computing plasma physical 
details about microdischarge formation during breakdown, plasma chemical reactions following 
breakdown, or both. A number of novel applications based on DBDs are described. 
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2. DISCHARGE STRUCTURE AND MICRODISCHARGE PROPERTIES 

Dielectric-barrier discharges are characterised by the presence of one or more insulating layers in the 
current path between metal electrodes in addition to the discharge space. Different planar or cylindrical 
configurations are common (Fig. 1). Closely related are surface discharge configurations in which 
discharges are initiated at a dielectric surface due to strong electric fields generated by imbedded metal 
electrodes. The presence of the dielectric(s) precludes dc operation. Although DBD configurations can be 
operated between line frequency and microwave frequencies the typical operating range for most 
technical DBD applications lies between 500 Hz and 500 kHz. 
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Fig. 1: Common dielectric-barrier discharge configurations 

Gas spaces bounded by one or two dielectrics have practically the same breakdown voltage as if they 
were between metal electrodes. Typical clearances vary from less than 100 \xm to several cm. For 
atmospheric pressure discharges gap spacings of a few mm are common thus requiring alternating driving 
voltages with amplitudes'of typically 10 kV. Low loss dielectrics of high breakdown strength such as 
glass, quartz or ceramic plates or tubes are used to which metal electrode coatings can be applied. On the 
other hand, also metal electrodes with dielectric coatings, e. g. steel tubes with enamel layers can be used. 

2.1 Microdischarge Properties 

The most interesting property of DBDs is that in most gases at about atmospheric pressure breakdown is 
initiated in a large number of independent current filaments or microdischarges. Fig. 2 shows a snapshot 
of such microdischarges in a 1 mm air gap photographed through a transparent electrode. 

Fig. 2: End-on view of microdischarges 
Original size: 6x6 cm, exposure time: 20 ms 

Fig. 3: Lichtenberg figure showing footprints of individual 
microdischarges, original size: 7 x 10 cm 
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Fig. 3 shows footprints of individual microdischarges left on a photographic plate with the emulsion 
facing the discharge gap and the glass plate serving as the dielectric. After applying a high voltage 
halfwave the plate was developed in the dark room. This photographic technique had already been used 
by Buss [2] in 1932 who found that we can expect about 10 microdischarges of submicrosecond duration 
per cm2 and that the channel diameter is roughly 0.1 mm. These findings are in accordance with later 
more sophisticated measuring and modelling techniques. 

At the dielectric surface a microdischarge channel spreads into a surface discharge covering a 
region much larger than the original channel diameter. Typical microdischarge properties (order of 
magnitude) for a 1 mm air gap at 1 bar can be summarised as follows: 

Table 1: Characteristic Microdischarge Properties. 

Duration: 
Filament Radius: 
Peak Current 
Current Density: 

1-10 ns 
about 0.1 mm 
0.1 A 
100- 1000 A/cm2 

Total Charge: 
Electron Density: 
Electron Energy: 
Gas Temperature: 

0.1 - 1 nC 
1014-1015cm-3 

1-10 eV 
close to average gap 
temperature  

The microdischarge filaments can be characterised as weakly ionised plasma channels with properties 
resembling those of transient high pressure glow discharges. They ignite when the breakdown field is 
reached and extinguish not far below the same field value when electron attachment and recombination 
reduce plasma conductivity. Due to charge build up on the dielectric the field at the location of a 
microdischarge is reduced within a few ns after breakdown thus terminating the current flow at this 
location. Detailed measurements about microdischarge properties have been performed [8-10,14,18-21]. 
The transported charge is proportional to the gap spacing and the permittivity of the dielectric but does 
not depend on pressure. The current density in a microdischarge channel can reach 100 to 1000 Acm"2. 
Due to the short duration this normally results in very little transient gas heating in the remaining channel. 
Humidity tends to increase the strength of a microdischarge while irradiating the cathode with UV 
photons tends to decrease it. The dielectric barrier limits the amount of charge and energy deposited in a 
microdischarge and distributes the microdischarges over the entire electrode surface. As long as the 
external voltage is rising additional microdischarges will occur at new positions because the presence of 
residual charges on the dielectric has reduced the electric fields at positions where microdischarges have 
already occurred. When the voltage is reversed, however, the next microdischarges will form in the old 
microdischarge locations. So, high voltage low frequency operation tends to spread the microdischarges, 
while low voltage high frequency operation tends to reignite the old microdischarge channels every half 
period. This memory effect due to charge deposition on the dielectrics is extensively used in ac plasma 
displays. 

Over a wide range of operating frequencies and voltage shapes microdischarge properties do not 
depend on the external driving circuit. They are determined by the gas properties, the pressure and the 
electrode configuration. Raising the power for a given configuration means generating more 
microdischarges per unit of time and/or per unit of electrode surface area. This characteristic of DBDs is 
very important because it allows us to investigate and optimise microdischarge properties for a given 
application in a fairly small laboratory set-up. Scale-up even to very large electrode surfaces in industrial 
applications normally does not present a problem if gap spacing and power density is not changed. 

Individual microdischarge properties can however be changed for a given configuration when 
extremely fast rising voltages are applied. When the rise time of the voltage becomes comparable to the 
duration of a microdischarge a large number of microdischarges may be started simultaneously. In this 
case there may not be enough surface area available on the dielectric to accommodate all surface 
discharges of the initiated microdischarges. As a consequence weaker microdischarges result. The pulsed 
DBD mode offers additional flexibility by synchronising the microdischarges, by overshooting the 
stationary breakdown voltage and by adapting the pauses between pulses in accordance with the process 
under investigation. 

2.2 Overall Discharge Characteristics 

The described uniformity of individual microdischarges leads to a well defined overall discharge 
behaviour. This can be shown, for example, by recording voltage/charge Lissajous figures (Fig. 4). 
Suppose we apply a sinusoidal voltage. Initially, without discharge, the total capacitance Ctot is charged 
with rising voltage. When the breakdown voltage of the gas space is reached microdischarges occur that 
start to charge the capacitance of the dielectric CD while the discharge voltage UDis, the average voltage 
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across the gas space, remains constant. This stops when the maximum of the voltage Ü is reached and the 
reverse situation occurs in the second half wave. In many DBD applications the voltage/charge Lissajous 
figure is an almost ideal parallelogram (oscillpgram in Fig. 4). From the slopes the effective capacitances 
C101 and CD can be derived, and UMin and Ü can be immediately determined [22]. The form of the 
voltage/charge Lissajous figure is independent of the form of the applied voltage as Jong as the notion of 
a constant discharge voltage holds. The enclosed area is always proportional to the power independent of 
such assumptions. According to Müller and Zahn [23] DBDs can exhibit different modes depending on 
the gas and the operating conditions. 

Q 
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Fig. 4: Schematic diagram of applied voltage and microdischarge activity (a) and recorded (b) and schematic representation (c) 
of voltage/charge Lissajous figure 

From voltage/charge diagrams Manley in 1943 [24] derived the power formula for ozonizers which 
applies to many DBDs. The enclosed area corresponds to the energy dissipated during one period of the 
applied voltage. According to Manley the total power is given by: 

:4fCDUDis{U. CD-' (CD + Cg) UDis}, U > CD ' (CD + C) UD (1) 
where f is the frequency and Cg the capacitance of the discharge gap. Since the fictitious discharge 
voltage UDis cannot be measured directly, it is sometimes advantageous to express the power P by 
measurable quantities [22]. 

P = 4 f CD
2 (CD + Cg)-' UMin (Ü - UMin),   Ü > U, (2) 

where UMin is the minimum external voltage required to maintain a discharge. The voltages are related by 
UDis = CD(CD+Cg)-'UMi, 

The applied voltage/charge Lissajous figure and corresponding gap voltage/current presentations 
are very useful instruments for characterising the discharge behaviour and designing power supplies and 
matching circuits. Tanaka and co-workers have extensively used these tools to characterise different 
modes of dielectric-barrier discharges [25, 26]. At very high operating frequencies, e. g. a 10 MHz sine 
wave, or also for wide gaps at reduced pressure, the parallelogram of Fig. 4 turns into an ellipse, 
indicating that plasma conductivity no longer decays between successive halfwaves. The voltage/charge 
Lissajous figure of a plasma display panel driven by a 100 kHz square wave, on the other hand, shows a 
well defined jump of the charge whenever an applied voltage of ±200 V is reached [26]. 

3. MODELLING DIELECTRIC-BARRIER DISCHARGES 

3.1 Modelling of the Reaction Kinetics 

Different aspects of dielectric barrier discharge modelling can be addressed. For a rough determination of 
the different time constants involved it is often convenient to disregard spatial gradients in the beginning 
and treat a homogeneous plasma as a first step. To simulate the action of a short-lived microdischarge 
either a short high voltage pulse is applied [10, 12] or an electron beam is injected [27, 28]. In both cases 
it is necessary to derive the rate coefficients for electron impact collisions in the gas mixture under 
consideration by solving the Boltzmann equation. This requires a reliable set of electron collision cross 
sections. For DBD calculations the local field approximation is normally used, assuming that the 
electron energy distribution is in equilibrium with the electric field and that all rate coefficients can be 
tabulated as a sole function of the mean electron energy or the reduced field E/n. 

Although these assumptions appear rather crude they have been used extensively and rather 
successfully in optimising ozone generators. The physical reason for this success is as follows. At 
atmospheric pressure electrons accelerated in the electric field perform so many collisions with the 
background gas that they approach equilibrium values within about 10 ps. Appreciable voltage changes 
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and corresponding electric field changes are much slower, typically in the ns range. So, in many cases it 
is justified to work with stationary solutions of the Boltzmann equation. Excitation and dissociation by 
electron collision are again extremely fast processes followed by free radical reactions that occur at an 
intermediate time scale, typically 1 to 100 us at atmospheric pressure. Most free radical reactions will 
therefore be completed before any substantial displacement of the involved species by diffusion or 
convection can take place. These processes take much longer and occur at ms time scales. So, in many 
cases where the final product is formed essentially by free radical reactions, simulating what happens 
within the microdischarge filament can give already a fairly good approximation. In simulating the action 
of many microdischarges in complicated gas mixtures a first approach neglecting the electron kinetics 
may also be to repetitively inject certain concentrations of free radicals and then compute the following 
chemical reactions [13, 29]. This approach is normally taken if reliable electron collision cross sections 
are missing for some components of the gas mixture under consideration. 

3.2 Two-Dimensional Modelling 

Modelling microdischarge formation is closely related to computing gas breakdown at atmospheric 
pressure. In the early phases of discharge development there is little difference between breakdown 
between metal electrodes and breakdown in a gap with one or two dielectric walls. When an overvoltage 
is applied to a discharge gap at atmospheric pressure an electron avalanche starting at the cathode soon 
reaches a critical stage where the local "eigenfield" caused by space charge accumulation at the 
avalanche head leads to a situation where extremely fast streamer propagation towards both electrodes 
becomes possible. Breakdown between metal electrodes was treated by Kline and Siambis [30], 
Lozanskii [31, 32], Gallimberti [33], Kunhardt et al. [34 - 35], Marode and co-workers [36], Dhali and 
Williams [37, 38], Yoshida and Tagashira [39] and more recently also by Kulikovsky [40] and by 
Babaeva and Naidis [41], among others. Computations of propagating streamers in atmospheric air and 
SF6 were also presented by Morrow and Lowke [42 - 44] and very detailed numerical investigations about 
streamer morphology in nitrogen were published by Vitello and co-workers. [45]. All these computations 
come to the conclusion that extremely high electric fields occur at the streamer head, that a reasonably 
thin conductive channel (diameter of the order 100 um) is formed with maximum electron densities in 
the range 1014 to 1015 cm'3. Propagation is caused by ionisation waves travelling at a speed much higher 
than the electron drift velocity. 

Fig. 5: Development of a microdischarge in an atmospheric pressure H2/C02 mixture (4/1). The 1 mm discharge gap is 
bounded by a plane metal cathode (left) and a 0.8 mm thick dielectric of s = 3 (right). A constant voltage is applied, that results 

an initially homogeneous reduced field of 125 Td in the gas space which corresponds to an overvoltage of 90% in this 
xture. The numbers in the right upper corner indicate the maximum electron density in cm"3 reached in that picture. The 

in an 
mi 
maximum current of 35 mA is reached at 40 ns. 



C4-52 JOURNAL DE PHYSIQUE IV 

Numerical simulation of microdischarge formation in a gap bounded by a dielectric has to include 
the process of charge accumulation on the dielectric surface. As a consequence of this deposited charge 
the electric field in the gap is reduced and the microdischarge is choked, typically within a few ns. This 
process has been extensively studied in connection with ozone research [12,15,46-50]. These calculations 
show that upon arrival of the cathode directed streamer within a fraction of a ns a cathode layer is formed 
with extremely high reduced fields of several thousand Td. In air at atmospheric pressure the thickness of 
this cathode layer is about 10 |im and the current density at its outer boundary is about 250 A cm"2. For a 
1 mm air gap the maximum current of 0.1 A peaks at the time of the cathode layer formation. At this time 
a conductive channel of about 200 (im radius is established which expands in front of the dielectric 
barrier. The current then decays due to charge accumulation on the dielectric surface where a maximum 
charge density of about 20 nC cm'2 is found. The total energy dissipated by the microdischarge amounts 
to about 5 (J.J leading to mean overtemperature in the column of about 5 K only [15]. In recent years such 
2D models have also been applied to other gases like xenon [12], carbon dioxide [13,29] or combustion 
flue gases [16,51]. 

4. OZONE GENERATION 

4.1 Properties and Applications of Ozone 

For industrial purposes ozone is exclusively generated in large installations using dielectric-barrier 
discharges [22, 52]. Ozone is a potent germicide and one of the strongest known oxidants. In many 
applications it can replace chlorine thus causing less environmental concern. Because ozone is only 
moderately stable it will eventually decay to form 02 or, in the presence of organic substances, perhaps 
C02. In the absence of oxidisable substances this decay occurs within a few days. Elevated temperatures, 
ultraviolet radiation, or the presence of catalysts accelerate ozone destruction considerably. Although 
ozone itself is toxic, ozone treatment leaves no toxic residues that have to be treated or disposed of. 

Ozone has a characteristic pungent odour and is a practically transparent colourless gas. In the 
ultraviolet spectral region, however, it exhibits extremely strong absorption peaking around 250 nm 
(Hartley band). This property is responsible for the strong filtering action of the stratosphere. The ozone 
layer, which apparently is endangered by anthropogenic emissions, protects the biosphere against 
dangerous short-wavelength radiation from the sun. 

The traditional application of ozone is for water treatment which has a long tradition especially in 
Europe. About one hundred years ago it was realised that the germicidal and viricidal effects of ozone can 
provide safe drinking water in areas previously endangered by cholera and typhus epidemics. The first 
major ozone installations went into operation in Nice in 1907 and in St. Petersburg in 1910. Although up 
to recently many countries have preferred chlorine chemistry for water treatment because of its lower cost 
there is a strong tendency now to switch to ozone. The main targets for using ozone in water treatment are 
disinfection, control of disinfection by-products (trihalomethanes), colour, taste, odours, pesticides or the 
removal of iron and/or manganese. The second important growing large-scale use of ozone is in the paper 
industry. By combining oxygen, ozone and hydrogen peroxide bleaches, pulp can be treated in a closed 
circuit without using chlorine. 

4.2 Plasma Chemistry of Ozone Formation 

As mentioned above many investigations on dielectric-barrier discharges in general and especially on 
microdischarge properties were motivated by research activities aimed at improving ozone generation. 
Many of the very extensive Russian contributions to this subject are summarised in the (Russian) books 
by Filippov et al. 1987 [53] and by Samoilovich et al. 1989 [54]. Overviews of the historical aspects and 
the physics and chemistry involved have been given in some review papers and handbook articles by 
Eliasson and Kogelschatz [12,13,22,55-57]. 

Local electrical breakdown in narrow discharge gaps leads to microdischarge formation and short 
current pulses. Detailed calculations of the elctronic and ionic processes and the following neutral particle 
reactions in oxygen as well as in air show that mainly the electrons are important for ozone formation 
[10,14]. So one of the secrets of efficient ozone generation is to generate microdischarges with negligible 
energy losses to ions. The role of the electrons is then to excite and dissociate oxygen and nitrogen 
molecules. In pure oxygen two dissociation path ways are available: 

e + 02 => e + 02 (A
3XU

+) => e + 0(3P) + 0(3P) (3) 

=> e + 02 (B
3£u) =>e + 0(3P) + O ('D) (4) 
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e + 2N (9) 
NO + O (10) 
N2 + 0 (11) 

with energy thresholds of 6 eV and 8.4 eV, respectively. In air naturally also nitrogen molecules are 
subjected to electron collisions which results in excitation and subsequent energy transfer to 02 molecules 
or direct dissociation and subsequent reaction: 

e + N2   : 
N + 02    : 
N + NO: 

These reactions show that part of the energy lost in collisions with nitrogen molecules can be utilised for 
the generation of oxygen atoms and second that NO formation cannot be avoided [58]. As a matter of 
fact, in air roughly half the ozone concentration of that in pure oxygen is obtained. The electron kinetics 
in oxygen and air has been treated by several authors [58 - 66]. Also its application to DBDs has been 
treated [10, 12, 14, 15, 54, 56, 67]. Ozone is formed almost exclusively from oxygen atoms, a process 
which, at atmospheric pressure, takes about 10 |0.s in oxygen and about 100 \is in air. 

e + N2 => e + N2 (A
3EU

+) (5) 
=> e + N2 (B

3nu) (6) 
N2* ' (A,B) +02 =>      N2 + 20 (7) 

=>      N20 + 0 (8) 

O + 02 + M : •O3+M (12) 
Computations at low ozone concentrations predict maximum efficiencies of slightly over 30% in pure 
oxygen and roughly half of that in air. Based on the enthalpy of formation of 1.48 eV per 03 molecule 
100% efficiency corresponds to a yield of 0.68 ozone molecules/eV or 1.22 kg/kWh. The optimum 
reduced field for ozone formation in oxygen is about 140 Td in pure oxygen and closer to 200 Td in air 
[10,14,55]. 

Microdischarge properties can be tailored by optimising operating pressure, gap spacing and the 
dielectric barrier. If the microdischarges get too strong recombination of oxygen atoms reduces the 
chemical efficiency of ozone formation. At 1% atom concentration, for example, every second oxygen 
atom recombines to 02 instead of forming 03. If the microdischarges are too weak, on the other hand, 
energy losses to ions become important. A reasonable compromise in oxygen is found when the degree of 

• dissociation in the microdischarge channel reaches about 0.2%.- The corresponding current density peaks 
at about 500 Acm"2, a current density at which the electron component dominates and energy losses by 
ions can be neglected. In oxygen about 80% of the energy transferred to electrons can be utilised for the 
dissociation of 02 [10,22]. 
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Fig. 6: Measured microdischarge current pulses in 02 and air, simulated total and ion current density and charged particle 
concentrations in 02 

4.3 Nitrogen Oxide Formation 

Since the NxO reaction kinetics has recently again attracted attention in connection with plasma 
remediation of flue gases a few facts about air fed in ozonizers shall be briefly mentioned. At the output 
of an ozone generator in the presence of ozone only the highest oxidation state N20, is detected together 
with traces of the fairly inert nitrous oxide N20 [68]. N20 results from a reaction of excited N2*(A) with 
02 at early times during discharge development [63]. N205 is formed in slow reactions from the 
intermediate species N02 and N03 if no water vapour is present. Otherwise HN03 is formed. If the power 
density or the temperature is raised NxOy concentrations increase and ozone production decreases. When 
the NxO reach a certain level ozone generation breaks down completely, an effect which has been 
referred* to as "discharge poisoning". The reason is a catalytic reaction cycle also known from 
stratospheric chemistry: 
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O + NO + M 

O + NO, 

N02 + M 

NO + O, 

(13) 

(14) 

o + o o, 

NO + O3   =>   N02 + 02 

0 + N02   =>   NO + 02 

(16) 

(17) 

^ (15) 0 + 03     =>   2 02 (18) 
The left cycle leads to enhanced "catalytic" recombination of oxygen atoms, the right cycle results in 
enhanced ozone destruction. The effect can easily be demonstrated with an ozone generator operating on 
dry air or oxygen . If as little as 0.1% NO or N02 is added to the feed gas ozone production breaks down 
completely [8, 22, 52, 55, 69, 70]. 

4.4 Industrial Ozone Generation 

Most technical ozone generators make use of cylindrical discharge tubes of about 20-50 mm diameter and 
1-2 m length. Glass tubes are mounted inside stainless steel tubes to form a narrow annular discharge 
space (Fig. 7). The high voltage electrode is formed by a conductive coating, e.g. a thin aluminium film 
on the inside of the glass tubes. The preferred dielectric material is borosilicate glass (Pyrex, Duran). In 
advanced ozone generators also layered enamel coatings with optimised dielectric characteristics are used 
on steel tubes. Large ozone generators use several hundred tubes and produce up to 100 kg ozone per 
hour. 

corductive layer    I glass tube 

■ 

Fig. 7: Schematic diagram of discharge tubes [52] and photograph of large ozone generator at the Los Angeles Aqueduct 
Filtration Plant (Courtesy K. L. Rakness) 

Since the efficiency of ozone formation decreases strongly with rising temperature modern ozone 
generators use narrow discharge gaps to ensure efficient heat removal. Typical gap spacings are in the 
range of 0.5 to 2 mm. Recently also extremely narrow gaps of 0.1 mm width have been proposed. The 
average increase of gas temperature AT a is determined by a balance of the discharge power not used for 
ozone formation - unfortunately the major part - and heat removal by radial heat conduction to the cooled 
steel electrodef 10,22,52] 

AT 1 d P .,    . (19) 

where d is the gap spacing, X the heat conductivity of the feed gas, P/F the power density referred to the 
electrode area and r\ the efficiency of ozone generation. If the power, on a time average, is evenly 
dissipated in the gap volume the resulting radial temperature profile is a half parabola with its peak value 
at the (uncooled) glass tube. The wall temperature Tw of the steel tube is determined by the cooling 
water. The average temperature in the discharge gap is given by 

To     =    TW + AT„  =      Tw+ 4 —5- Cl-n) (20) Tw+ jpf (1-T1) 

With typical values for the operating parameters (Tw = 20°C, d = 2 x 10"3 m, X = 2.5 x 10"2 W/mK, P/F = 
2 kW/m2, r| = 10%) we arrive at an average temperature of about 70°C in the gap. The peak value at the 
glass tube reaches approximately 90°C. According to eq. (20) lowering Tw and using narrower discharge 
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gaps will reduce the gas temperature. The most effective way of cooling the gap is the introduction of a 
second cooling circuit for the glass tubes which would reduce AT„ by a factor of four. Since this requires 
cooling of the high voltage electrode it is rarely done in technical ozone generators. 

Traditionally, ozone generators were operated at line frequency. For smaller low cost ozone 
installations this technique is still used. Modern high-power ozone generators use thyristor-controlled 
frequency converters generating square wave currents at frequencies between 0.5 and 5 kHz. This way 
power levels up to 1 MW/unit can be handled. 

5. INCOHERENT EXCIMER ULTRAVIOLET SOURCES 

As mentioned earlier the plasma in a microdischarge can be characterised as a transient high pressure 
glow discharge. When a dielectric-barrier discharge is operated in rare gases or a rare gas/halogen 
mixture plasma conditions in a microdischarge channel are similar to those in pulsed excimer lasers. As a 
consequence each microdischarge can act as an intense source of ultraviolet (UV) or vacuum ultraviolet 
(VUV) radiation. Excimer formation is favoured by high collision rates requiring a high pressure and 
efficient excitation or ionisation of precursor species which requires a non-equilibrium discharge. DBDs 
conveniently combine these two requirements. Typical examples are the formation of Xe2* or XeCl* 
excimer complexes, one of which is formed essentially from neutral excited atoms the other mainly via 
recombination of ions. The most important reactions are [11]: 

e + Xe => e + Xe*(3P, 2) (21) e + Xe e + Xe+, e + Cl2 => Cl' + Cl   (24) 

Xe + Xe* + M => Xe2*('Zu
+, %+) + M      (22)       Xe+ + Cl' XeCl (25) 

Xe2  => Xe + Xe + VUV radiation (23)       XeCl 

5.1 Typical Excimer Lamp Configurations and Gas Mixtures 

Xe + Cl + UV (308 nm) (26) 

When these gases are filled in quartz vessels whose walls act as dielectric barriers and transparent or 
perforated electrodes are applied excimer lamps can be built [11,72-75]. Fig. 8 shows a water cooled 
cylindrical version and a planar configuration. These lamps can be operated at high power densities using 
gap spacings of a few mm, voltages of a few kV and frequencies of a few hundred kHz. Reliable switch- 
mode power supplies can be matched to the characteristics of the discharge to reach plug efficiencies of 
90% regarding the energy deposited in the plasma. In a practical device typically 5 - 15% of the discharge 
power can be converted to UV or VUV radiation. 

Quartz 

Cooling 

Outer Electrode 

Fig. 8.: Cylindrical and planar excimer UV lamp configurations [73] 

A large variety of excimer forming gas mixtures have successfully been tried out. Fig. 9 shows six 
representative excimer lamp spectra all of which show extremely clean spectra with narrow-band excimer 
emission in only one wavelength region. 

The xenon excimer spectrum in Fig. 9 shows the emission of the second excimer continuum peaking 
around 172 nm. Its width at half intensity is 14 nm. Since this radiation is used not only in excimer UV 
lamps but also in mercury-free fluorescent lamps and plasma displays we mention some of the more 
important aspects. In low pressure xenon discharges an extremely narrow resonance line at 147 nm is 
emitted. Its intensity increases with pressure and peaks around 100 Pa [77]. The decay above this 
pressure is due to self absorption of the emitted radiation and quenching of the excited atoms. If the 
pressure is further increased a wider spectral emission appears in the same spectral range with a shoulder 
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towards longer wavelengths. This emission is referred to as the first excimer continuum of xenon. At 
pressures above about 10 kPa the second excimer continuum around 172 nm appears and completely 
dominates above 50 kPa. It results from a transition of the lower vibrational levels of the excimer states 
V> 2u+10 me repulsive ground state. From electron beam experiments and numerical simulations it is 

known that this emission can reach an efficiency of 40 - 50% [78-80] and that extremely high power 
densities >1 MW cm"3 can be achieved. Our own calculations indicate that similar efficiencies can be 
reached in DBDs [11]. Fig. 10 shows computations of the efficiency for different assumed electron 
densities at 100 kPa and the pressure dependence of the different emission features neglecting radiation 
trapping of the resonance line. Recorded emission spectra, also presented in Fig. 10, show that at 68 kPa 
only the second excimer continuum is emitted. At this pressure excimer formation is faster than any 
decay or quenching processes of the excited precursor species Xe*(3P, 2). 

ArCI* KrCI* XeCI* 

L_b 
100 150  120 170  150 

 >»■  Wavelength ( nm ) 

Fig. 9: Emission spectra of different excimer lamps [73] 
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Quite a few additional DBD lamps with excimer emission in the VUV, UV or visible spectral range 
have been investigated [73-76,81]. In addition to the simple geometrical configurations of Fig. 8 also 
large-area and windowless excimer lamps have been proposed [73,82-84]. The main advantage of 
excimer lamps is that they provide high-intensity narrow-band radiation that, due to the absence of a 
stable excimer ground state, can leave the plasma without reabsorption. If properly cooled this high 
radiation output can be obtained at low lamp temperature. The excimer formation process is completed 
within some ns and the excimer radiation decays in about 100 ns. As a consequence, excimer lamps can 
be switched on and off at extremely fast rates. A lamp driven at a fundamental frequency of 100 kHz, for 
example, emits bursts of short light pulses at a repetition rate of 200 kHz. Excimer lamps need no warm- 
up time and can be operated even at cryogenic temperatures. Another important advantage is the 
flexibility of the sandwich like electrode configuration which can be formed to any desired shape. 
Excimer lamps found a number of interesting novel applications and, within a short period of time, 
became commercially available in Germany, in Japan and in the United States. 

1 bar, 300 K 
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Fig. 10: Computation of the UV efficiency at 172 nm and pressure dependence and measured emission spectrum of a xenon 
dielectric-barrier discharge (in the computations radiation trapping of resonance radiation is neglected) [11, 12, 73] 
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5.2 Novel Applications of Excimer Lamps 

Soon after the first prototypes of excimer lamps became available it was realised that these novel UV and 
VUV sources will find a number of interesting industrial applications [57,71,73,85]. As opposed to most 
other lamps excimer UV sources provide selective intense UV radiation at specific wavelengths. This 
narrow-band UV radiation can initiate chemical reactions, break molecular bonds or modify surface 
properties. At shorter wavelengths the absorption coefficient of most substances increases. So, in many 
cases the UV radiation is absorbed in a very thin surface layer. Like other UV sources excimer lamps can 
be used to induce photo-polymerisation of special paints, varnishes, adhesives, a process called UV 
curing. The special capabilities of excimer lamps in providing large-area intense narrow-band UV 
irradiation at low temperature, without producing ozone at the same time, immediately led to first 
applications on printing machines for high speed drying of UV printing inks. For this application the 
XeCl* lamp is used. Novel applications, especially for the shorter UV and VUV wavelengths, were found 
in materials processing and pollution control. 

5.2.1. Material Deposition with Excimer Lamps 

Excimer lamps emitting UV or VUV radiation have proved very useful tools for the photo cleavage of 
precursor substances that lead to the deposition of metallic, dielectric or semiconducting layers. 
Substantial work has been reported on the mechanism of area-selective deposition of copper structures 
following UV induced palladium nucleation from palladium(II) acetate precursor films[57,71,85-92]. By 
irradiating a spin coated or dip coated Pd acetate film with UV radiation from an excimer lamp 
palladium nucleation of the surface is obtained. This well adhering Pd interface of a few nm thickness 
serves as the starting point for a subsequent electroless plating process. This low temperature 
metallisation has potential applications in microcircuits, multichip interconnects and prototype 
fabrication. Within a few years this process was brought to technical maturity in the Brite/EuRam PACE 
project focusing on Photo Assisted Catalysis of Electroless Plating. 

Photo-induced deposition of insulating films has also become an important application of excimer 
lamps. Low temperature deposition of good quality silicon dioxide and silicon nitride films were obtained 
by irradiating silane/nitrous oxide/ammonia mixtures [93-96]. By carefully adjusting the gas mixture any 
desired SiOxN composition could be obtained. The dielectric constant of the deposited film could be 
varied between that of pure Si02 and that of pure Si3N4. The oxides of silicon, lanthanum and aluminium 
have also be obtained by irradiating sol-gel metal organic precursor films [87,96,97]. Also tantalum oxide 
films were obtained by irradiating tantalum ethoxide sol-gel films with a xenon excimer lamp. Due to its 
high dielectric constant of about 25 it is a promising candidate as a capacitor dielectric in high density 
dynamic assess memories (DRAMS) and in ultra-large scale integrated (ULSI) devices [98]. Recently 
also the photoinduced deposition of polyimide films was demonstrated [99]. Polyimide is of great interest 
as a low dielectric constant material (e = 3.1) for faster semiconductor devices in which it could replace 
the Si02 (e = 4.2) as an interlayer dielectric. With the aid of UV radiation from a xenon excimer lamp thin 
polyimide films were obtained from polamic acid precursor coatings spun onto a silicon substrate. With 
UV irradiation complete imidisation could be achieved at low temperature. Sample metal-insulator 
semiconductor diodes incorporating these new UV cured polyimides showed much lower leakage current 
than diodes with thermally cured polyimide. 

Also the UV induced deposition of amorphous semiconductor layers from gaseous precursors was 
demonstrated. Again the 172 nm radiation of the xenon excimer lamp was used. Good quality a-Si:H 
films were obtained by irradiating Si2H6 [101-103], semiconducting silicon carbide films by adding C4H10 
and a-Ge:H films from GeH4 as a precursor. 

5.2.2. Surface Modification with Excimer Lamps 

As soon as excimer lamps became available it was realised that these novel VUV and UV sources offered 
enormous potential for materials processing [84,85,87]. Among the first applications were surface 
modification and polymer etching [84,87-89]. Irradiation of PTFE (polytetrafluroethylene, Teflon) with 
VUV radiation from xenon or krypton excimer lamps under ammonia atmosphere results in hydrophilic 
surfaces. The changes are attributed to the incorporation of nitrogen, hydrogen and oxygen atoms into the 
surface [107]. Also dry photochemical selective etching of InGaAs on In Al As was demonstrated with a 
xenon excimer lamp [108]. In this case a HBr gas atmosphere at a pressure of 12 kPa was used. An 
excellent selectivity of over 100 was achieved for this material system. Important applications are 
foreseen for the fabrication of electrical as well as optical devices using InGaAs/InAlAs heterojunctions, 
e.g. high electron mobility transistors (HEMTs) for microwave applications as well as monolithic 
integration of photodiodes. Very recently also the direct oxidation of silicon at fairly low temperatures 
was demonstrated by Boyd and Zhang with a xenon excimer lamp [109]. At 250°C direct photooxidiation 
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°f|ioC?^ W3S achieved at a rate of ai nm/min which was about 100 times faster than thermal oxidation 
at 612 C. The grown films had excellent electrical properties with respect to fixed oxide charge density 
leakage current and breakdown field, comparable to those of thermally grown oxide on Si. This new 
photo assisted oxidation process can become a fast fabrication process for integrated circuits with only 
moderate increase of the thermal budget of the treated device. 

5.2.3. Pollution Control with Excimer UV and VUV Radiation 

The availability of new intense VUV and UV sources prompted a number of investigations in the 
photodegradation of pollutants in gaseous [110-113] and aqueous media [110,114-118] Many of the 
common pollutants (TCE; PCE, DCE, CC14, CH3C1) absorb strongly in the ultraviolet spectral range 
close to 200 nm. Their molecular absorption cross sections can be well in excess of 10"17cm2. This value 
is more than million times larger than that of water or air in this spectral range. Consequently selective 
photodegradation of rmcropullutants at low concentration becomes possible [110]. The VUV radiation of 
the xenon excimer lamp is energetic enough to induce photocleavage of water and oxygen Both 
substances absorb strongly at 172 nm. In both cases highly reactive radicals O('D), 0(3P) OH are 
generated that can be utilised for pollution control. In general, the VUV process is very simple and has 
the particular advantage that no chemicals need to be added. The process represents a real challenge to 
other photochemical water treatment processes [119]. Treatment of contaminated surface water ground 
water as well as waste water containing biocidal or nonbiodegradable components is under investigation 
Oxidative degradation following VUV photolysis of water, due to its simplicity, has fast become an 
attractive alternative to other advanced oxidation (AOP) processes [119-121]. 

6. FLUORESCENT LAMPS AND PLASMA DISPLAYS 

Efficient generation of VUV excimer radiation can also be utilised for fluorescent lamps. With the aid of 
phosphors visible radiation can be generated for a number of different applications. It is possible to 
produce mercury free fluorescent lamps with obvious advantages for the environment. The efficiencies 
obtained so far do not reach those of lamps based on the 254 nm resonance line of mercury The 
advantage of fluorescent lamps based on Xe2* excimer radiation could be much higher luminescence 
intensities that can be reached due to the absence of radiation trapping in the lamp. A second advantage 
over mercury-based lamps is that operating conditions are practically independent of ambient temperature 
and that the excimer formation process is extremely fast. There are a number of applications where 
instant availability and short pulse operation is of advantage, for example in copying machines. A third 
advantage is the flexibility of dielectric-barrier discharges with respect to conceivable geometries. Some 
interesting work has been performed with respect to ultra flat fluorescent lamps that have been developed 
for LCD backlighting [122, 123]. This way large-area panels of uniform luminance can be realised 
Typical gap spacings are 0.5 -2 mm and the filling pressure is a6out 10 - 40 kPa. Pure xenon or also 
xenon/neon mixtures can be used. The DBD is enclosed between two soda-lime glass plates. The back 
electrode is a silver layer covered with a printed dielectric and a phosphor layer. The front glass plate is 
covered by phosphor on the inside and by a transparent ITO (indium/tin oxide) electrode on the front side. 
Such panels can be operated by 30 kHz sine wave or square wave excitation at about 1000 V Phosphor 
layers containing e. g. Y203:Eu or (Y,Gd)B03:Eu for red light, LaP04:Ce,Tb, BaACoi9:Mn or 
M^f1,^ green light and BaM8A1, A3:Eu or BaMgAl]6027:Eu for blue light have been proposed 
[123,129]. Blends of different phosphors yield white light. Luminous efficiencies of about 30 lm/W at a 
relatively high luminance of 3500 cd/m2 and at power densities of 40 mW/cm2 were reported [123] 
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Figure 11: Flat fluorescent lamp and ac plasma display cell based on excimer radiation generated in a dielectric-barrier 
discharge. discharge. 
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One of the most fascinating recent applications of DBDs results from its enormous potential for 
miniaturisation. The new generation of large-area ac plasma displays just entering the marked are based 
on dielectric-barrier discharges. Each colour pixel is a miniature excimer fluorescent lamp. It now appears 
that large-area displays for flat HDTV displays will use plasma display panels (PDPs) rather than TFT 
(thin film transistor) liquid crystal technology. The manufacturing of plasma displays profits from low 
material costs, inexpensive high throughput thick film processes and moderate cleanroom requirements. 
Prototype PDPs of excellent resolution and brilliance have been presented and mass production has 
started in Japan at several manufacturing sites. These displays with currently 40 inch diagonal are 
expected to eventually replace cathode ray tubes (CRTs) in television and large-area monitor applications. 
The plasma display itself can be made as thin as 6 mm although the whole package still measures 5-10 
cm in thickness. The viewing angle is 140°, comparable to that of CRTs and superior to that of LCDs. 
The power consumption is comparable to that of conventional TV sets, about 200 - 300 W. The weight of 
a PDP is about 10 - 30 kg compared to more than 150 kg for a CRT display of comparable size. In 
addition to the obvious use as a flat TV set there are a number of important other uses for bright large- 
area displays in industrial, medical and military applications [124-127]. 

The discharge gap width in PDPs is reduced to 80 - 100 u.m and the width of each cell is about 200 
u.m. Adjacent cells are separated by ribs of typically 50 |im thickness and 100 um height to reduce cross 
talk between neighbour cells (Fig. 11). These cells can be sandblasted or etched into a flat glass plate or 
formed by thick film printing processes, relatively inexpensive manufacturing technologies. The filling 
gas is a helium/xenon or neon/xenon mixture at filling pressures between 10 and 100 kPa. Two sets of 
perpendicular rows of thin electrode strips allow to address each individual cell . In ac PDPs the 
electrodes are coated by dielectrics and thin protective layers of magnesium oxide. MgO's low sputtering 
rate assures long life times and its high coefficient of secondary electron emission is taken advantage of 
for lowering the operating voltage. PDPs can be operated by 200 V integrated driver circuits. 

UV radiation of excited xenon atoms and excimers activates appropriate phosphor layers deposited 
on the inner wall of the gas cells. Colour triples RGB (red green blue) or quadruplets RGBG form one 
image point of the display. The pitch of these pixels is about 0.3 - 0.6 mm. While neon and helium are 
used as buffer gases xenon is used for the generation UV radiation. Mainly the Xe resonance line at 147 
nm (Xe*3P,) and the first and second excimer continua at 150 nm and 172 nm originating from Xe2* 
excimer molecules (Ou

+, 3£u
+ and '£/) are detected in the emission spectrum. While the resonance 

radiation is subjected to strong self absorption in the gas, a process referred to as radiation trapping or 
radiation imprisonment, the excimer radiation can escape from the plasma with practically no absorption. 
Higher pressures favour the second excimer continuum at 172 nm. Above about 10 kPa the three body 
reaction of excited xenon atoms leading to the formation of xenon excimer complexes becomes faster 
than de-excitation of Xe * [ 11,12]. The main reason for using a buffer gas is to lower the operating voltage 
to levels that can be handled by transistors. MgO has an extremely large secondary electron emission 
coefficient for impinging Ne+ ions resulting in a cathode fall voltage drop of only 95 V. Mole fractions up 
to 95% neon can be used. Detailed ID [128-130] or 2D [125,131,132] computer models of discharge 
development and radiation characteristics in xenon/neon mixtures in PDP cells have been presented. A 
review of the physics and modelling of plasma display panels can be found in the paper by J.-P. Boeuf in 
this volume. 

Typical sustaining frequencies for ac displays are of the order 50 - 100 kHz with current pulse 
duration of about 20 ns, depending on the rise time of the square wave driving voltage, gas mixture and 
geometry. The intensity of a cell is adjusted by using duty cycle modulation. 256 grey levels and 16 
million colours can be obtained, resulting in extremely bright and colourful pictures. So far the luminance 
and luminous efficiency of PDPs reach 400 cd/m2 and 1 lm/W, respectively. This corresponds to an 
energy conversion of only about 0.3%. For a good display these values should be raised to 700 cd/m2 and 
5 lm/W to match the performance of CRTs [127]. The basic structure and the exposed materials are 
extremely durable so that panel lifetimes should eventually reach those of monochrome PDPs, reported to 
be close to 100 000 hours. 

The technological breakthrough that recently led to massive investment in large-volume production 
facilities for flat plasma display panels is based on three developments: Overcoming the limitations of 
self-absorption by using Xe2 excimer radiation, developing phosphors that are immune to VUV radiation 
damage and making prudent use of MgO protective coatings in combination with the buffer gas neon to 
keep the discharge voltage low at pressures high enough to ensure excimer formation. Expectations are 
that this most recent application of dielectric-barrier discharges, within a few years, will become the most 
important one as far as sales volumes are concerned. 

7. SD C02 LASERS 

Dielectric-barrier discharges are extensively used today to pump high power C02 lasers. Ishchenko, 1978 
[133] and Christensen, 1979 [134] were probably the first to use pulsed DBDs to obtain C02 laser pulses. 
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Only two years later the concept of a high power quasi-DC C02 laser excited by DBDs was presented by 
Yagi and Tabata [135], a team that could build on its experience with ozone generation. This SD C02 
laser (SD for silent discharge) soon became the most successful commercial laser for material processing 
on the Japanese market. The water cooled plane metal electrodes are covered by glass or alumina 
dielectrics and are separated by 20 - 50 mm. A high-velocity cross flow passes the discharge gap at 50 - 
80 m/s for heat removal and discharge stabilisation. Typical gas mixtures are C02/N2/He (1/8/4) at a total 
pressure of 6.5 - 20 kPa [136 - 138]. The discharge looks fairly homogeneous and has been referred to as 
an ion trapping discharge. There is not enough time for the ions to decay or be removed between 
succeeding half waves. As a consequence, the discharge behaves very much like a resistive load. The 
current/voltage diagram is almost a straight line and the voltage/charge Lissajous figure looks like an 
ellipse. The discharge is maintained by a high voltage sine wave supplied by transistorised power supplies 
operating at between 100 and 500 kHz, typically at 170 kHz. Nearly diffraction limited infrared radiation 
is obtained at a power level of 5 kW and an efficiency surpassing 10%. High speed welding and cutting of 
metal plates and other materials is the main application of this SD C02 laser. 

8. POLLUTION CONTROL WITH DBDs 

Applications of DBDs to the destruction of poisonous compounds and to pollution control in general has 
received growing attention. After initial work on military toxic wastes by Clothiaux et al. in 1984 [139] 
and Fräser and Sheinson in 1986 [140] an increasing number of investigations were devoted to the 
decomposition of nitrogen oxides and sulphur oxides, and of volatile organic compounds (VOCs) such as 
hydrocarbons, chlorocarbons and chlorofluorocarbons (CFCs) in silent discharges. Contamination of 
exhaust air with gaseous hydrocarbons or organic solvent vapours occurs in many industrial processes, e. 
g. in chemical processing, in print and paint shops, in semiconductor processing as well as in soil 
remediation and water treatment. Much of the more recent work was discussed at the 1992 NATO 
Advanced Research Workshop on Non-Thermal Plasma Techniques for Pollution Control [141]. An up- 
to-date review by L. A. Rosocha exclusively devoted to the use of silent discharges for processing 
hazardous chemicals was published earlier this year [142]. 

Many hazardous organic chemical are readily attacked by free radicals, electrons or UV photons. 
DBDs are used to provide reactive species such as N2*(A3£U

+), N2*(B3ng), 02*(a'A ), O('D), 0(3P), H, OH, 
and N. These species initially formed by electron collisions in the microdischarge filaments subsequently 
provide a number of reaction paths to generate additional O, OH or H02 radicals: 

N2*+H20 => OH + H + N2 (27) 

N2*(B3ng) + 02 => 0('D)+ 0(3P) + N2 (28) 

N2*(A3EU
+) + 02 => 0(3P) + 0(3P) + N2 (29) 

0('D) + H20 => OH + OH (30) 
These radicals can subsequently react with hazardous compounds to form non-hazardous or less 
hazardous substances such as 02, 03, CO, C02, H20, simple acids or, upon addition of ammonia for 
example, solid salt particles. In humid gas streams like combustion exhaust gases the hydroxyl radical 
(OH) plays an important role. This radical is also responsible for the cleaning of the troposphere [143]. 

In the case of chlorinated compounds typical destruction products are also chlorine and 
hydrochloric acid. In this case catalytic reaction schemes involving CIO and C102 can become important. 
Care must be take to avoid formation of even more toxic compounds. A famous example is the formation 
of extremely toxic phosgen (COCl2), a combat gas of the first world war, when decomposing 
chlorocarbons in dry air streams. So safety precautions and good diagnostics are essential for such 
investigations. Quite a few successful laboratory and pilot investigations have been reported in the 
literature . The removal of NOx and S02 from air and flue gas streams or exhausts was investigated by 
several groups[144-151]. Also the destruction of formaldehyd (HCHO) [151,152], carbon tetrachloride 
(CC14) [142,157], trichloroethylene (TCE, C1HC=CC12) [142,154,155] , perchloroethylene (PCE, C2C14) 
[51], methylene chloride (CH2C12), benzene (C6H6) [153], toluene (methylbenzene, C6H5CH3) and xylene 
(dimethylbenzene, C6H4(CH,)2) [156], H2S and NH3[158, 159] and methanol (CH3OH) [155] was given 
special attention. 

As compared to incineration and thermal plasma treatment the advantage of using a non-equilibrium 
discharge is that most of the discharge energy can be utilised to accelerate electrons and generate free 
radicals. In dielectric-barrier discharges the conditions in the microdischarges can be optimised to 
produce sufficient free radicals for the intended destruction reaction and avoid concentrations where 
radical-radical reassociation or annihilation reactions become important. This can be achieved at gas 
temperatures close to room temperature and atmospheric pressure, a condition which is of utmost 
importance for flue gas or off gas treatment. DBDs are considered especially if pollutant concentrations 

0 + H02 => OH + 02 (31) 

N + 02 => NO + O (32) 

H + H02 => OH + OH (33) 

03 + OH => H02 + 02 (34) 
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are low, say in the 10 to 1000 ppm range. The main reason is that for dilute pollution concentrations 
raising the temperature of the complete carrier gas stream to incineration temperatures or only to 
temperatures where catalytic destruction can be initiated (200 - 500°C) becomes uneconomic. DBDs may 
also have advantages over conventional methods when different pollutants have to be treated 
simultaneously. Also additional effects caused by UV radiation [21,149,157,160] or inserted dielectric 
pellets [153,161,162] are under investigation. 

When compared to pulsed positive corona and electron beam treatment DBDs have the advantage 
of much easier up-scaling and simpler power supply units. Electron beams have to be accelerated under 
high vacuum conditions and then transferred through special windows to the reaction chamber, which 
again has to be sized with respect to the penetration depth of the electrons. Pulsed corona discharges 
according to many investigations reach removal efficiencies similar to those of DBDs but require special 
pulsed power supplies to initiate and terminate the pulsed streamer corona. The microdischarge 
mechanism active in DBDs, on the other hand, is self-terminating and works over a large range of supply 
frequencies with different voltage or current shapes. As a consequence, non-thermal plasma remediation 
of air pollutants using dielectric-barrier discharges has become a promising fast growing technology. 

9. SURFACE MODIFICATION WITH DBDs 

Many plastic surfaces are not easily wetted so that it may be difficult or even impossible to glue, paint or 
print on them. In many cases it is possible to activate such surfaces by a plasma treatment, a process often 
referred to as "corona treatment" [163]. In most applications in reality a dielectric-barrier discharge is 
used. Typically, the work piece or a coating on the transport rolls or high voltage electrodes serves as a 
dielectric barrier. To treat large foils on one or both sides they are passed at high speed under a silent 
discharge maintained by an alternating high voltage applied between a knife edge electrode and a drum 
covered by a dielectric (Fig. 12). In many applications electrode assemblies of several parallel knife edges 
are used. Foils up to 10 m width are treated at a speed of about 10 m/s. This requires a discharge power of 
about 100 kW. Useful operating frequencies are in the range of 10 - 50 kHz. 

Electrode 

Discharge 

Insulator 

Discharge 

Electrode 

Fig. 12: Schematic diagram of high spesd DBD treatment of plastic foils 

Also the deposition of thin films in dielectric-barrier discharges has been investigated. In 1979 Donohoe 
and Wydeven [164] described a plasma polymerisation reactor operating at atmospheric pressure. One 
group around S. Okazaki and M. Kogoma [165-168] felt that the discrete microdischarges are not ideal 
for this purpose and tried to get a homogeneous discharge which they called APG (atmospheric pressure 
glow) discharge. The spatial homogeneity of DBDs can be influenced by using two dielectric barriers and 
specially shaped metal electrodes, by the operating frequency, by using large fractions of helium or neon 
or certain other additives like acetone or methane in argon. This work on homogeneous DBDs was further 
investigated by Massines and co-workers [169,170]. An alternative approach was presented in recent 
years by J. Salge and co-workers [171-174]. They showed that by using pulsed dielectric-barrier 
discharges the properties of microdischarges can be influenced in such a manner that superior surface 
modification and coatings of excellent quality can be obtained. Special power supplies were developed to 
generate repetitive pulse trains resulting in improved statistical distribution of the microdischarges across 
the surface, a prerequisite for more uniform treatment. Working in acetylene pin-hole-free polymeric 
films with properties resembling those of polyacetylene were obtained. Also thin deposits of silicon oxide 
were obtained at atmospheric pressure in a atmosphere of propargyl alcohol vapour and silane. In both 
cases the surface tension of polypropylene foils could be doubled from 30 mN/m to more than 70 mN/m 
[174]. 

The possibility to treat or coat surfaces at low temperature and close to atmospheric pressure is an 
important advantage for large-scale industrial applications. It is to be expected that coating techniques 
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using vapour or gas phase deposition in DBDs and also the annealing and oxidation of sol-gel films 
subjected to DBDs will be further developed. 

10. GREENHOUSE GAS RECYCLING WITH DBDs 

Recent research activities in the field of dielectric-barrier discharges address the problem of global 
warming and threatening climate changes. Global warming due to anthropogenic emissions of greenhouse 
gases has long been discussed among scientists as a possible cause for observed climate changes. The 
C02 concentration in the atmosphere that had been constant at approximately 280 ppm for at least 1000 
years started to rise around 1750 with the advent of industrialisation and increased use of fossil fuels. 
Within only 200 years the C02 concentration in the atmosphere rose to 360 ppm and is rising at an 
increasing rate. As a result of a full evaluation of the available scientific evidence the United Nation's 
Intergovernmental Panel on Climate Change (IPCC) recently came to the conclusion that current 
warming "is unlikely to be entirely natural in origin" and that "the balance of evidence suggests a 
discernible human influence on global climate." The IPCC recommends a 50% reduction of global CO., 
emissions within the next fifty years. This goes far beyond the commitments made by many industrial 
nations at the 1992 Rio World Environmental Summit. The recommendation then was to stabilise C02 
emissions at the level of that of 1990 by the year 2000. As far as emitted quantities are concerned the 
major greenhouse gases are carbon dioxide and methane. Close to 60% of the man-made greenhouse 
effect can be attributed to C02 emissions which amount to 30 Gt per year. Of this amount about 22 Gt 
result from the combustion of fossil fuels. World wide about two thirds of the power plants run on fossil 
fuels and their flue gases contain typically between 4 and 14% C02. The availability of coal and the need 
of additional electric power especially in China and India will result in many new coal-fired power plants 
in the next decades. Concern about possibly irreversible climate changes and impending international 
legislation restricting or penalising these emissions has prompted extensive research activities aimed at 
C02 disposal and C02 utilisation. One proposal is to recycle C02 as an energy carrier, perhaps combined 
with hydrogen in the form of a liquid fuel, or as a feed stock in the chemical industry [175]. 
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Fig. 13: Dielectric-barrier discharge reactor for greenhouse gas investigations 

To investigate the decomposition of greenhouse gases and possible routes to their utilisation we designed 
a DBD reactor that can be operated over a wide temperature and pressure range. We studied the 
decomposition of the greenhouse gases C02 and CH4 under different operating conditions. It could be 
demonstrated that both gases can be decomposed in the discharge and that new products are formed. The 
DBD reactor can be operated at pressures up to 1 MPa and regulated wall temperatures up to 400°C. A 
high voltage power supply operating close to 30 kHz can adjust the discharge power between 100 W and 
lkW. Under different operating conditions the decomposition of the main greenhouse gases C02 and CH4 
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was studied [176]. Formation of CO, 02 and 03 is observed when C02 is treated. H2, C2H6and higher 
alkanes are detected when pure CH4 is used. In methane/oxygen mixtures methanol is formed together 
with CO and H20 [176-178]. We could show that methanol can also be synthesised from CH4/air 
mixtures. MeOH is an attractive synthetic fuel which has twice the energy density of liquid hydrogen. 
Being a liquid at ambient conditions it can readily be stored and transported. It has a large potential for 
being used as a fuel in motor vehicles and stationary combustion sources or as a chemical storage 
medium for electrical energy. In our labs also methanol synthesis from C02 and hydrogen, or possibly a 
hydrogen donor, is investigated. The C02 could be recovered from the exhaust of a power plant operating 
on fossil fuels. In addition to DBDs and catalytic reactors also the suspension of fine gram catalysts in a 
dielectric-barrier discharge is studied [179]. It could be demonstrated that the presence of the discharge 
plasma can substantially reduce the activation energy of the catalyst and, on the other hand, the presence 
of the catalyst can substantially increase the selectivity of the dielectric-barrier discharge with respect to 
methanol formation . 

11. CONCLUSIONS 

Dielectric-barrier discharges have ideal properties for establishing non-equilibrium plasma conditions in 
high pressure gases in a controllable way. Operation close to atmospheric pressure is an absolute 
necessity when large combustion flue gas streams or large mass flows have to be treated and when the 
reaction kinetics requires high pressure operation. Also the handling and DBD treatment of large parts is 
facilitated at atmospheric pressure. The properties'of individual microdischarges can be tailored to suit a 
given application. In the microdischarges transient electron energies can be obtained that are comparable 
to those of low pressure volume discharges. In many applications the free radicals generated by electronic 
collisions are more important than the electrons and ions themselves. Free radical chemistry at 
atmospheric pressure is extremely fast and thus allows high production or destruction rates as well as high 
speed treatment of surfaces. The novel applications described in this paper were brought about by a better 
understanding of the discharge physics and the plasma chemistry involved on one side and on recent 
developments of power electronics on the other side. There is no doubt that the described industry 
applications of dielectric-barrier discharges will continue to grow at a fast rate and that additional novel 
applications will emerge in the future. 
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Abstract - Atmospheric pressure plasmas are frequently considered to be in local thermodynamic equilibrium 
due to the high frequency of collisional processes which drive the plasma state towards a Maxwell-Boltzmann 
equilibrium. However, various forms of thermodynamic, ionizational, and chemical nonequilibrium have been 
demonstrated and investigated in atmospheric pressure plasma environments over the last several years, and the 
nonequilibrium behavior of such systems can be quite significant. The investigation, understanding, and 
exploitation of atmospheric pressure nonequilibrium plasma chemistry is necessary to the further expansion of 
plasma-based systems into mainstream manufacturing and processing applications. Several experimental 
programs to investigate the fundamental processes of atmospheric pressure nonequilibrium plasma chemistry, 
and the application of this nonequilibrium to various chemical systems have been undertaken in our laboratories. 
The results of these investigations have shed light on the kinetics behind various forms of atmospheric pressure 
nonequilibrium chemistry, and provided insights into the beneficial control of nonequilibrium plasma chemistry 
for processing applications. 

1. INTRODUCTION 
Nonequilibrium chemistry in atmospheric and near atmospheric pressure plasmas has emerged as 

an important factor in the understanding and design of plasma processing systems. Although 
atmospheric pressure thermal plasmas have been regarded in the past as equilibrium systems for which 
equilibrium diagnostic interpretations are suitable, and have been used primarily for high-enthalpy 
processes, recent research has shown that both naturally occurring and induced nonequilibrium 
chemistry can dramatically change the properties and capabilities of these plasmas. This nonequilibrium 
plasma chemistry offers challenges to current diagnostic techniques and their interpretation, as well as 
the opportunity to expand the range and scale of current plasma processing systems. The benefits of 
nonequilibrium plasma chemistry have been known and applied in' low pressure plasma processing 
systems, and in fact those particular properties are responsible for making many of these processes 
possible (such as anisotropic etching in semiconductor manufacturing). Recent efforts to bring the 
unique capabilities of plasma processing into mainstream manufacturing have been hampered by the 
need to accomplish these processes on larger scales, with higher throughput, and at atmospheric or near 
atmospheric pressure. 

In this paper we will illustrate our recent research in several plasma systems for purposes of 
fundamental radiation and kinetic studies, thermal plasma CVD, and aerofhermal applications. In these 
studies we have encountered various forms of electronic, vibrational, ionizational, and chemical 
nonequilibrium that required experimental characterization using a variety of complementary diagnostic 
techniques ranging from emission spectroscopy to advanced laser-based diagnostics. We will describe 
these techniques and discuss various models that have been developed and applied to interpret and 
predict the observed nonequilibrium. We will demonstrate how this new understanding of 
nonequilibrium behavior can be applied to the synthesis of advanced materials, and to the improvement 
of nonequilibrium radiation models. Finally, we will present preliminary results from a novel plasma 
processing technique that selectively enhances desirable nonequilibrium chemistry by means of targeted 
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energy addition to the free electrons. The combination of appropriate plasma diagnostic techniques and 
detailed interpretive tools is essential for the further understanding of nonequilibrium plasma 
environments and the advancement of plasma processing technology. 

2.   EXPERIMENTAL FACILITIES 

The research described here has been carried out in the laboratories of the High Temperature 
Gasdynamics Laboratory, Department of Mechanical Engineering, at Stanford University. In this 
laboratory, we currently operate two large-scale atmospheric pressure plasma facilities, one low pressure 
reactor, and several state-of-the-art laser-based diagnostic facilities. In this section we will briefly 
review these facilities. 

2.1 RF Plasma Torch Facility 

The RF plasma torch facility is centered around a 50 kW TAFA model 66 RF induction plasma 
torch, powered by a LEPEL model t-50-3 power supply operating at a frequency of 4 MHz. The torch 
head itself (shown schematically in Figure 2.1) consists of a 5-turn copper induction coil (mean radius 
8.6 cm and height'8.6 cm) surrounding a 3 mm thick quartz tube (inner radius approx. 7.6 cm) and 
encased in a Teflon body with brass end plates. Overall size of the torch head is approximately 15 cm 
diameter and 35 cm height. Deionized cooling water is circulated around the load coil in the annular 
region between the Teflon body and the inner quartz tube. This provides cooling for both the load coil 
and the inner quartz tube which contains the generated plasma. Deionized water is used to prevent 
electrical breakdown between adjacent coils and to limit corrosion and mineral deposits within the 
cooling system. Copper exit nozzles of 0.5, 1.27, 2.0, 2.54, 3.81, 5.0, and 7.0 cm exit diameter can be 
utilized at the top of the upward firing torch (with the nozzle exit being approximately 11 cm above the 
uppermost coil) to provide flowing plasmas of various size and velocity. 

The induction torch can operate completely on gases such as argon, air, and nitrogen as well as 
mixtures involving trace species such as methane, hydrogen, and oxygen. Atmospheric pressure plasmas 
at temperatures up to 1G,000K can be generated, with soft vacuum and super-atmospheric operation also 
possible with modification. The torch, being relatively large, provides for more realistic conditions not 
dominated by wall effects, but at the same time is compatible with university-scale research conducted 
by Ph.D. students. Several flow reactors can also be used in 
conjunction with the plasma torch. These flow reactors consist 
of a double walled, water cooled, synthetic fused silica or brass 
test section (also shown schematically in Figure 2.1) mounted on 
the exit nozzle of the plasma torch. There are several sizes 
currently in use, varying from 1 to 7cm in diameter, with flow 
lengths from approximately 5 cm to 100 cm. The quartz test 
sections consist of approximately 2 mm thick walled synthetic 
fused silica tubes (grade GE214 selected for minimum surface 
defects and maximum smoothness) separated by an 
approximately 2 mm thick annular water cooling passage. This 
arrangement prevents entrainment of room air into the flowing 
plasma as well as providing almost complete optical access to 
the plasma. The brass test sections are also of a double-walled, 
water-cooled design, but are modular in construction and can be 
assembled to any length desired. Without the test section in 
place, the luminous tail flame of the torch is quenched by room 
air entrainment within approximately 8-10 cm for the highest 
power argon cases, and thus the test sections enable the plasma 
to flow a much longer distance in a relatively well controlled 
environment. 

Figure 2.1 Schematic cross-section of torch 
head. 
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Figure 2.2 Schematic of DC arcjet. 

In addition to the plasma torch itself, the facility is well equipped for spectroscopic diagnostics. 
Several, multi-level optical tables, two monochromators, PMTs, optics, translators, and an optical 
chopper / lock-in amplifier combination coupled to a dedicated computer permit study of the plasma by 
emission    spectroscopy. The    facility    is    also 
complemented by a state-of-the-art laser diagnostic 
facility described below. 

2.2 DC Arcjet Facility 

The DC arcjet facility is based around a 150 kW 
DC arcjet (shown schematically in Figure 2.2). The 
DC arcjet facility is capable of providing uniform, 
moderate to high speed atmospheric pressure plasma 
flows, at temperatures up to approximately 8000 K. 
The arcjet itself is a Thermal Dynamics Model F-5000 
swirl stabilized direct current arcjet, with up to 200 kW 
of electrical power available from three rectifier banks. 
It utilizes a molten spot tungsten cathode and a water- 
cooled copper anode/nozzle. The arcjet typically 
operates on argon, with process gases injected into the 
plasma in a small plenum below the arcjet exit. The 
mixture plasma is the directed through an interchangeable nozzle into the process reactor test section. 
The interchangeable nozzle design allows for varying exit diameters and thus varying plasma velocities. 
It is important to note that this plasma/nozzle design provides a uniform plasma flow over the substrate 
in contrast to conventional configurations of DC arcjets for plasma synthesis. 

Inside the process reactor test section, substrates are typically mounted in a stagnation point flow 
geometry, perpendicular to the oncoming plasma. The substrate is separated from its water-cooled 
holder by means of an adjustable thickness insulator, thus giving control of the substrate temperature, 
which is monitored pyrometrically through a cooled window. The substrate can be biased with respect 
to the arcjet and plasma by means of a separate power supply. In preliminary discharge experiments this 
biasing has been accomplished using a bank of four Kepco Model ATE 100-10M power supplies in 
parallel, each rated at 100 V - 10 A. 

2.3 Hot-Filament Reactor System 

The hot-filament reactor is shown schematically in Figure 2.3, and consists of a 5-way stainless 
steel cross 4 inches in diameter. A two-stage mechanical pump (E2M40, Edwards) is used to evacuate 
the chamber to the minimum pressure of 4x10" Torr. 
Inside this reactor, a tungsten filament is positioned 
horizontally inside the chamber using two tungsten 
posts, 4 cm long and 1.5 mm in diameter, mounted 
on water-cooled copper electrodes. The tungsten 
filament is typically 20 mm long and 200 urn in 
diameter, and is resistively heated with dc current 
while its temperature is monitored with a 
disappearance pyrometer (Pyro Micro-Optical caJSpjr 
Pyrometer). . Substrates can be mounted near the 
filament via a similar post support system, and are 
typically made of a molybdenum strip (4 mm x 20 
mm x 250 u.m). The substrate is also resistively 
heated via an AC power source. The substrate 
temperature is monitored with a K Type 
thermocouple which is welded to the rear surface of 
the substrate, and also by an infra-red optical 
pyrometer (Minolta Cyclops). 

^ Vacuum 
Output 

Figure 2.3 Schematic of the Hot-Filament Reactor. 
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2.4 Visible/UV Laser Facility 

A complete nanosecond laser facility is currently in operation at the RF plasma torch facility, and 
is comprised of a Spectra-Physics DCR-4G Nd:YAG laser (modified for temperature stabilized 20 Hz 
operation), a Spectra-Physics PDL-2 dye laser, a Spectra-Physics WEX frequency doubler and mixer, a 
Lumonics HD-500 narrow linewidth dye laser modified with a special Bethune cell amplifier, and a 
Lumonics HT-1000 frequency doubler (Figure 2.4). Associated equipment for the laser facility includes 
four gated integrators/boxcar averagers, a four channel digital delay/pulse generator, fast pre-amplifiers, 
analog processors, an HP 54510A digitizing oscilloscope, associated optics, and a dedicated Pentium 
based laboratory microcomputer. In its present configuration, the laser system is capable of delivering 
two independently tunable source beams for simultaneous spectroscopic interrogations. 
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Figure 2.4 Schematic of laser facility. 

2.5 Infra-Red OPO Laser Facility 

We have also developed an infra-red Optical Parametric Oscillator (OPO) laser facility (shown 
schematically in Figure 2.5). These infra-red OPO systems have only recently become commercially 
available and represent instrumentation that exists at only a few facilities nationwide. The infrared OPO 
system produces near transform-limited nanosecond pulses (0.017 cm"1 bandwidth) that are continuously 
tunable from 1.5 to 10 |im, with pulse energies varying from approximately 10 mJ in the near infrared to 
approximately 100 |iJ at 10 ^m. The laser system consists of an injection seeded Nd:YAG pump laser 
(Continuum Powerlite 8000) coupled to an optical parametric master oscillator operated in the near- 
infrared followed by two successive parametric converter stages (Continuum MIRAGE 3000) and a 
difference frequency generation stage to extend the accessible wavelength range to 10 um (Continuum 
MX-1). The single mode operation of the laser system is assured by continuous monitoring of the 
master oscillator and use of an actively stabilized cavity. 

Continuum 
Powerlite 8000 

Injection Seeded 
Nd:YAG 

532 nm 

SLM 
Master Oscillator 

(KTP) 

Control 
Computer 

Signal 

532 nm 1064 nm 

Non-Resonant 
Oscillator 

(KTP) 

Idler 

Idler Optical Parametric 
Amplifier 

(KTP) 

Signal 

Signal 
1.45-2.12 um 
 > 

Idler 
2.12-4 urn 

Figure 2.5 Schematic of the infra-red OPO laser facility. 
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3.   INVESTIGATIONS AND DIAGNOSTICS OF NONEQUILIBRIUM PLASMA CHEMISTRY 

In recent years, we have investigated the nature and chemistry of atmospheric pressure plasmas. In 
this effort, fundamental information on the plasma state, excitation temperatures, electron densities, 
radiation escape, recombination rates, and electronic quenching of excited levels have been investigated. 
The plasmas studied have ranged from simpler noble gas plasmas, to more complex admixtures 
involving diatomics such as hydrogen and nitrogen, to very complex reacting environments such as air 
plasmas and the diamond producing argon-hydrogen-methane system. As part of these fundamental 
investigations, we have developed and applied advanced, laser based diagnostic techniques in order to 
understand realistic plasma synthesis and plasma processing environments. 

3.1 Noble-Gas and Dilute Mixture Plasmas 
Atmospheric pressure argon plasmas have been used to investigate the applicability of LTE 

assumptions to noble gas plasmas of moderate temperatures and electron densities (< 10,000 K, 1022 nr3 

respectively). In these experiments, emission diagnostics are used to assess the plasma state at several 
locations downstream of the excitation source. Absolute line intensities, relative line intensities, and 
absolute continuum intensities are used to determine electronic state populations, electron density, and 
associated temperatures. The measurement of excited electronic state populations and electron density 
allows the applicability of LTE assumptions to be tested at the conditions of interest. 

If a plasma is truly in a state of LTE, temperatures describing the absolute and relative electronic 
level populations, as well as their relation to the density of free electrons, will be the same 
Recombining argon plasmas in the temperature and electron density range of 5000 - 8500 K, 1020 - 10 
m-3 respectively, downstream of the inductively coupled plasma torch, have been investigated in this 
manner and found to exhibit non-LTE behavior.fl, 2] This is due to the relatively slow electron-ion 
three-body recombination rates. Nevertheless "the plasma is found to maintain partial local 
thermodynamic equilibrium, or PLTE. In this state of PLTE, excited electronic states and free electrons 
are mutually in partial equilibrium at the Boltzmann temperature TB, as given by the excited state Saha 
equation: 

2ft '27rm„kTRY
2 

6j  V 
h2 exp 

-e 
■&. 

kTB 

where e-j is the ionization energy of the jth excited level, gi represents the ion partition function, and the 
other symbols have their usual meaning. The absolute populations of bound and free electrons, however, 
deviate from LTE with the ground state by a nonequilibrium factor, a, given by: 
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Although emission measurements allow only confirmation of PLTE in the argon plasmas to 
electronic levels as low as j=3, absorption measurements indicate that PLTE in fact extends to j=2 for 
the range of conditions investigated. Since the partial equilibrium is maintained by collisions between 
excited electronic states and free electrons, the Boltzmann temperature TB should agree with the free 
electron translational temperature Te. This is supported by detailed collisional-radiative models which 
show equilibration, at sufficiently high electron densities, between the electron temperature Te and the 
Boltzmann slope temperature TB of high lying bound electronic levels. Analysis of the electron energy 
equation in the regions downstream of the excitation source indicates relatively small differences 
between the electron temperature Te and the heavy particle gas temperature Tg. Detailed investigation of 
the electron-ion three body recombination coefficient of argon[2] shows it to be insufficiently high to 
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allow ionizational equilibrium to be maintained for even the slow moving, atmospheric pressure plasmas 
under study. This emphasizes the importance of understanding recombining plasmas so common in 
plasma chemistry. 

The importance of accurately accounting for deviations from LTE can be illustrated by the 
interpretation of argon radiative source strength measurements. Measurements of the volumetric 
radiative source strength of argon[l] are shown in Figure 3.1 as interpreted with the assumption of LTE 
as opposed to those interpreted taking into account effects of the observed PLTE . Since the bound and 
free electrons responsible for the radiative emission of the plasma are, for the most part, overpopulated 
with respect to their LTE values, we can see that the value obtained using LTE assumptions drastically 
overpredicts the low temperature values of radiative source strength. Also shown in Figure 4.1 are the 
measurements of Emmons, who made use of LTE arguments in his data reduction, as well as a proposed 
upper bound curve, based on the argument that the observed radiation must fall off with decreasing 
temperature at least as fast as a Boltzmann factor corresponding to the population of the second excited 
level at 13.1 eV. We see in this case that the use of LTE temperatures for determining the plasma state 
and interpreting measurements is unsatisfactory. 
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Figure 3.1 Radiative source strength of argon. 

As a step toward more complex systems, we have mixed small amounts of nitrogen or hydrogen 
with argon under conditions similar (but not necessarily identical) to those of the noble-gas experiments. 
It is found that under conditions where the plasma is still strongly recombining at the test-section exit the 
presence of the diluent causes marked departures from partial local thermodynamic equilibrium between 
the bound and free electrons.[3] Typical results are shown in Figure 3.2 where the normalized 
population of the 4p bound state of argon is shown for varying diluent concentrations. In this Figure, an 
ordinate value of 1 indicates that the 4p level population is in partial equilibrium with the free electrons, 
while a value of 0 indicates that the 4p level population is in LTE with the ground state. The decrease of 
the normalized values from unity as the diluent concentration is increased can be described as quenching 
of the bound-state populations. This quenching will lower the effective radiation source strength and 
invalidate PLTE diagnostics, such as the line to continuum temperature method. [4] It seems likely that 
this quenching results from exothermic exchange reactions such as: 

Ar(4s) + H(l) => Ar(3p) + H(2) 
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An approximate collisional/radiative model, incorporating four levels of argon and four levels of 
hydrogen with reactions such as the foregoing, has been successful in interpreting the qualitative 
behavior shown in Figure 3.2. 
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Figure 3.2 Quenching of argon 4p bound electronic level. 

An interesting aspect of these experiments is that for the plasmas with nitrogen addition the 
elevated nonequilibrium electron density appears to be governed not by the usual electron three-body 
recombination, but rather by the (neutral) recombination of N to N2. Based on calculations for these 
conditions using CHEMKIN[5] with rates from the literature,[6, 7] the concentration of electrons and 
ionic species is governed by rapid dissociative recombination of N2

+ and charge exchange between N2
+, 

N+, and1 Ar1-. According to the CHEMKIN. calculations, a partial equilibrium of these reactions 
establishes the charged-particle concentrations relative to N2 and N, at least for nitrogen concentrations 
greater than 1%. More specifically, the CHEMKIN calculations for our conditions support to a good 
approximation the readily derived result that for partial equilibrium of the dissociative-recombination 
and charge exchange reactions: 

n„Ar*7 Ar N2/N, 

(neAr+/Ar)*      (N2/N2)* 

Here ( )* denotes the equilibrium value of the concentration ratio in question. Similar results are 
obtained for N2

+ and N+, with ArVAr on the left-hand side replaced by N2
+/N2 or N+/N. It is then the 

relatively slow recombination of N to N2 through the test section that maintains and governs the 
electron-density overpopulation. This effect, if substantiated, may be of considerable importance for a 
range of plasma chemistry applications where molecular ions are present. 

Our experience with recombining inductively coupled plasmas at temperatures below 10,000 K 
and electron densities below 5 x 1021 m* indicates that LTE is not a reliable assumption for plasma 
diagnostics or plasma modeling. However, for a pure argon plasma partial equilibration between bound 
and free electrons can be a useful and practical approximation. Under PLTE conditions, electron density 
and electron temperature must be separately measured, for example, by continuum radiation and the line 
to continuum temperature method. The validity of this approximation can be checked by accessing 
several bound states with sufficient energy separation.   Under PLTE conditions, the nonequilibrium 
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radiation source strength is independent of the ground-state density and proportional to the square of the 
nonequilibrium electron concentration. 

Plasmas consisting of mixtures of species including molecules are considerably more complex. 
The addition of relatively small amounts of nitrogen or hydrogen to a recombining plasma otherwise in 
PLTE has been shown to produce a quenching of excited state populations, invalidating the usefulness of 
the PLTE approximation. Under such circumstances, one must resort to direct measurements. Stark 
broadening and absolute continuum intensities in the visible (as well as other methods) can be used for a 
direct measurement of the electron density. For the electron temperature, we have used the variation of 
the recombination radiation intensity with wavelength in the UV.[8] This method assumes only a 
Maxwellian electron translational velocity distribution function and a satisfactory knowledge of the 
recombination cross section through the so-called Biberman factor. Application of this method to our 
well-diagnosed argon plasmas shows good agreement under PLTE conditions with Boltzmann and line 
to continuum temperatures. For the gas temperature, since rotational equilibrium is likely for many 
conditions of interest, measurement of the relative intensities of rotational lines will in principle yield a 
rotational temperature which often can safely be assumed equal to the gas translational temperature. 
However, if this is done by conventional emission spectroscopy the usual Abel inversion of multiple 
lines can lead to unreliable results. A promising alternative is the measurement of rotational temperature 
(as well as species concentration) using laser-induced fluorescence. However, these laser-based point 
measurements are notably difficult to perform in a luminous plasma, as evidenced by the scarcity of 
reported verified results. The scattering measurements of line width reported by Snyder and Reynolds[9] 
are a notable exception. Another possibility for the measurement of the gas temperature is the use of 
wavelength tunable diode lasers to obtain Doppler line widths. Because of the weak temperature 
dependence and occurrence of other forms of broadening this measurement must be performed with 
unusual precision to provide useful results. [10] 

3.2 More Complex Plasmas 

Departures from equilibrium in the population of free-electrons in recombining thermal plasmas are 
normally attributed to finite rates for three-body electron recombination. Indeed, in atomic or fully 
dissociated molecular plasmas electrons recombine via reactions of the type X+ + e + M<=>X + M 
(where X = N or O, and M is a third-body electron or heavy particle) which are relatively slow as they 
involve ternary collisions. If molecular ions are present in the plasma, electrons can recombine instead 
via the dissociative recombination reactions XY+ + e <=> X + Y. The latter reactions are typically much 
faster and equilibrate more rapidly than three-body electron recombination reactions. Likewise, charge 
exchange reactions are generally fast as well. As a result, the preferential channel for electron 
recombination in molecular plasmas is via dissociative recombination, and the degree of ionizational 
nonequilibrium is ultimately determined by the rates of (three-body) atom recombination reactions: 

N + 0 + M«.NO + M, (1) 
N + N + MoN2 + M, (2) 
O + O + M <=> 02 + M. (3) 

Since these reactions are generally slow, we have the surprising result[ll] that ionizational 
nonequilibrium in air plasmas is caused by finite-rate neutral chemistry. Reliable rates for atom 
recombination reactions are therefore required to correctly predict the extent of ionizational 
nonequilibrium. Unfortunately, many of these rates are not known with good accuracy, in particular at 
temperatures below 7000 K.[7] 

In our laboratory, experiments have been conducted to assess the various rates proposed in the 
literature.[12-14] To this end, electron recombination was measured as a function of residence time in 
recombining plasmas flowing through water-cooled, 1 cm diameter brass test-sections mounted on the 
exit nozzle of the torch as shown in Fig. 2.1. As discussed below, three types of plasmas (air, 
nitrogen/argon, and air/argon) were investigated, each yielding an assessment of the rates of reactions 1 
and 2 above. 
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Figure 3.3 Measured and predicted electron number 
densities in air at 0, 15, 20, and 25 cm. 

-1 slpm of H2 was premixed with 100 slpm of 

3.2.1  Air Plasma Experiments 

An air plasma flow, initially in equilibrium at a 
temperature of 7,160 K at the nozzle exit, was cooled 
to -4,900 K within -400 us over a distance of 25 cm. 
Temperature, electron number density, and line-of- 
sight spectral emission measurements were made at 
the exit of test-sections with lengths between 10 and 
25 cm in 5 cm increments in order to examine plasma 
recombination as a function of residence time. Radial 
temperatures profiles were obtained by Abel-inverting 
lateral profiles of the absolute intensity of the atomic 
oxygen triplet at 777.4 nm, and electron number 
densities were measured from the Stark broadening of 
the Hp line at 486.2 nm (to this end, a small quantity of 
air before injection into the torch). 

As can be seen in Fig. 3.3, the measured electron number densities were found to be close to their 
equilibrium values. Furthermore, the emission spectra were compared with equilibrium simulations 
performed with the accurate radiation code NEQAIR2[15, 16] recently developed by our group as an 
extension to the NASA code NEQAIR.[17] Differences between the measurements and LTE simulations 
would be indicative of nonequilibrium conditions in the experiment. [18] At all locations, however, the 
equilibrium radiation calculations reproduced all measured spectral features originating from the B state 
of NJ, the B and C states of N2, the A, B, and C states of NO and the B state of 02 within experimental 
and modeling uncertainties. Thus the plasma remains close to equilibrium throughout the reaction zone. 

These experimental observations were used to assess the reaction mechanisms proposed by Dunn 
and Kang [12] Gupta et al.,[13] and Park.[14] To this end, the dynamic evolution of species 
concentrations along the axis of the plasma flow was modeled using the chemical kinetics solver 
CHEMKIN[19] and the three sets of -30 reactions and rates.[12-14] Figure 3.4 shows the predicted 
nonequilibrium concentration factors, defined as the ratio of predicted to equilibrium mole fractions. 
Thus a value of unity indicates equilibrium, and a value greater than 1 indicates an overpopulation of the 
given species. Figure 3.4 also illustrates the rather poor understanding of the controlling rates of 
ionizational nonequilibrium, and the resulting uncertainty in the predicted electron concentration. As 
can be seen in Fig. 3.4, the mechanism of Park predicts that the air plasma remains close to equilibrium 
throughout the reaction zone, in agreement with our experimental observations, whereas the mechanisms 
of Dunn and Kang, and Gupta et al. predict departures from equilibrium in the electron number density 
by up to a factor 3 at the exit of the 25 cm test-section. Since overall plasma recombination, and in 
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Figure 3.4 Nonequilibrium factors predicted by three reaction mechanisms for the recombining air plasma. 
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particular electron recombination, is mainly controlled by the rate of Reaction 1 under these conditions, 
it appears that the rate of Reaction 1 should be at least as fast as the rate proposed by Park. [14] 

3.2.2.   Nitrogen/argon plasma 10 
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To assess the rate ofN + N + M<=>N2 + M 
(Reaction 2), separate experiments were conducted with 
a nitrogen plasma (100 slpm N2), premixed before 
injection into the torch with 50 slpm of argon to provide 
stable operating conditions, and 2.3 slpm of H2 for 
electron density measurements. The plasma recombined 
over a length of 15 cm and within 250 |xs from 7200 to 
4700 K. Measurements were made at the 0, 10 and 15 
cm locations. Temperature profiles were obtained from 
the Abel-inverted intensities of lines of argon 
(763.5 nm) and hydrogen (Ha and Hß), and of the band 
head of the N2

+ (B-X) transition. As shown in Fig. 3.5, electron number densities at 0 and 10 cm were 
found to be close to equilibrium. In contrast, at 15 cm an electron overpopulation factor of 135±60 was 
observed, consistent with (although higher than) the value of 45 predicted with Park's mechanism (see 
Fig. 3.5). Since here electron recombination is controlled by the rate of Reaction 2, we concluded that 
the rate proposed by Park for that reaction" is accurate to within approximately a factor three over the 
considered temperature range. Further work is in progress[20] using a quantitative coupled flow- 
chemistry model to provide a definite assessment and, if necessary, a corrected value for this rate. 
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Figure 3.5 Electron number densities in the 
nitrogen/ argon plasma. 
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Figure 3.6 Nitrogen/argon plasma at 15 cm downstream of nozzle exit: Measured spectrum (black) and computed LTE 
spectrum (grey). 

We obtained experimental confirmation of the slow recombination of N atoms from spectral 
emission measurements at 15 cm where the excess free electrons appears conjointly with a significant 
enhancement of the populations of the B and C states of N2.  This can be seen in Fig. 3.6 wherein the 
measured spectrum appears much more intense than the 
computed equilibrium spectrum, unlike the case at 0 and 
10 cm where the two spectra agree to within better than 
10%.9    For the B state of N2, the observed difference 
indicates large departures from a Boltzmann distribution in 
the   vibrational    levels.       The   measured   vibrational 
overpopulation distribution (Fig. 3.7) is characteristic of 
the Lewis-Rayleigh afterglow mechanism [21] by which N 
atoms recombine preferentially into levels 10-12 of the B 
state of N2 and thus produce the observed vibrational 
distribution when an excess of N atoms exists.   Similarly, 
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Figure 3.7 Measured vibrational overpopulation in 
the N2 B state. 
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the populations of the N2 C state vibrational levels are partially coupled to the population of N atoms as 
a result of fast inverse predissociation.[18] The overpopulation factors for these levels, measured to be 
approximately 32, therefore confirm the presence of N overpopulation. 

The foregoing observations clearly show that under nonequilibrium conditions great care must be 
exercised when interpreting both temperatures and concentration measurements. 

3.2.3. Air/argon experiments 

To provide a better assessment of the rate of Reaction 1 (on which the pure air studies permitted us 
to place a lower limit), experiments were conducted with a -10% air - 90 % argon plasma cooled from 
7,900 K to approximately 2,700 K over a time of ~ 1.3 ms and a distance of 65 cm. Dilution of -10% air 
in argon causes the recombination of nitrogen atoms to be about one order of magnitude slower than in 
the pure air plasma case as the third body efficiency of argon in Reaction 1 is approximately 20 times 
smaller than the third body efficiencies of N and O atoms. By slowing the overall N atom 
recombination, it should be possible to observe significant chemical and ionizational nonequilibrium, 
and thus to place an upper limit on the rate of Reaction 1. Even at this relatively high dilution level, the 
electron recombination path remains the same as in pure air because electrons still recombine 
preferentially via the dissociative recombination reaction NO+ + e -> N + O, even though NO+ is no 
longer the dominant ion here. 

Experiments were conducted with 15.6 slpm of air premixed with 162 slpm of argon and a small 
quantity (2.3 slpm) of H2 for electron number density determinations. Optical emission was collected at 
the end of test sections ranging from 0 cm (nozzle exit) to 65 cm in length. Because the temperature 
varies from -8000 K at the nozzle exit to -2500 K at the 65 cm test section exit, various techniques were 
employed to obtain temperatures and electron number densities. At 0, 10, and 15 cm, temperature 
profiles were obtained from the Abel-inverted line intensities of oxygen (777.3 nm), argon (763.5 nm) 
and hydrogen (Ha). At each location, the temperatures determined from the three atomic lines were 
found to agree within 150 K. At 40, 50, and 65 cm, the excited state populations of atomic species could 
not be seen in emission, but the temperatures could still be accurately measured from the temperature 
sensitive shape of the measured OH A2Z+->X2rii band. This was done by comparing numerical OH 
spectra[22] at various temperatures normalized to the 309.2 nm peak to the measured line of sight 
spectra. This shape-matching technique yields centerline temperatures with an accuracy of -200 K. The 
remainder of the temperature profile was obtained from 
the Abel-inverted intensity of the 306.8 nm peak 
relative to the 304 nm baseline. More details can be 
found in Ref.[23]. 

The overpopulation factors shown in Fig. 3.8 were 
computed with CHEMKTN using the rates of Park[14] 
for air and appropriate rates for reactions with argon and 
hydrogen.[18] In Fig. 3.9, the measured electron number 
densities are compared with those predicted using 
Park's mechanism. At 0, 10, and 15 cm, direct 
measurements of ne were made via the Stark broadening 
of the Hp line at 486.1 nm. Error bars on these data 
points (Fig. 3.9) reflect uncertainties on measured 
electron number densities and on centerline 
temperatures. At the exit of longer test-sections, the 
intensity of the Hß line was very weak and therefore no 
direct measurements of electron number densities could 
be made. However, as discussed in Ref. [23], the 
electron number density at these locations could be 
determined from the measured overpopulation factors of 
the C state of NO. 
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Figure 3.8 Predicted nonequilibrium factors for the 
recombining air/argon plasma (Park's mechanism). 
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Since the three body recombination of NO 
accounts for about 38 to 20 % of the total N atom 
consumption between 15 and 60 cm downstream of 
the nozzle exit (the balance being due to the Zeldovich 
reactions whose rates can be considered well known), 
the rate ofN + 0 + M<->NO + M may be too slow. 1 
While Park concludes that this rate is known within a 
factor three,[7] examination of his compilation of 
relevant NO thermal dissociation rate measurements 
seem to warrant a, factor ten uncertainty on this rate.      ™        0     1015 40    50 
As discussed in Ref. [23], multiplying the third body Distance from Nozzle Exit (cm) 
efficiencies in Reaction 1 by a factor 10 improves the       Figure 3.9 Electron number densities in the air/argon 
agreement between measurements and predictions for plasma, 
test-sections <45 cm, but produces a recombination rate that is too fast at longer distances. Several 
issues must be examined in order to draw more definite conclusions about these third body efficiencies. 
First, a detailed collisional-radiative model is warranted to better determine the degree of coupling 
between the NO C state and N and O atoms. And second, possible departures from a Maxwellian 
distribution for the free-electrons and their consequences on rate coefficients must be considered. A 
preliminary analysis of these effects indicates that departures from a Maxwellian distribution may occur 
at locations > 35 cm. [23] These various issues are currently being examined in order to provide a better 
assessment of the rate of NO three-body recombination. 

3.3 Diagnostics of Diamond Synthesis Environments 

Over the past several years, we have investigated the nonequilibrium synthesis of diamond thin 
films in several high and low pressure facilities. Although the diamond synthesis environment is quite 
challenging to investigate due to its highly nonequilibrium neutral and plasma chemistry, it is also within 
reach of state-of-the-art numerical simulations based on relatively well established systems research. 
We have made extensive use of laser-based diagnostics and comparisons with sophisticated models to 
learn about the process of diamond Chemical Vapor Deposition (CVD). 

3.3.1 Degenerate Four-Wave Mixing (DFWM) 

It is quite difficult, for many diagnostic techniques, to provide useful and accurate information in 
the harsh and nonequilibrium environment of atmospheric pressure PACVD of diamond thin films. 
Sensitive measurement of temperature and trace radical concentrations within a reacting boundary layer 
is a challenging problem due to the highly luminous environment, small spatial scales, and steep thermal 
and concentration gradients. It is in this environment where the application of sensitive, laser based 
diagnostic techniques can allow the detailed measurement of temperature and trace radical 
concentrations to be made, and compared to models of the deposition environment. The application of a 
powerful non-linear laser spectroscopy, degenerate four wave mixing (DFWM), as a gas-phase optical 
diagnostic has opened the door for significant advancement in the area of atmospheric pressure plasma 
chemistry, since it can provide high sensitivity and spatial resolution with a coherent, phase conjugate 
signal which can be readily discriminated against the plasma. [24-27] 

The DFWM technique[28] utilizes three laser beams of a single wavelength interacting with the 
plasma to produce a fourth spatially coherent, polarized signal beam that can be collected with high 
efficiency, and effectively filtered from the intense plasma luminosity. This feature is perhaps the 
greatest advantage of DFWM over other traditional diagnostic tools of atmospheric pressure plasmas 
which are often disabled or corrupted by the intense background luminosity. In thermal plasma CVD, 
we find DFWM to be an extremely useful nonintrusive probe of the plasma, capable of providing high 
spectral and spatial resolution, and permitting measurements of temperature and relative species 
concentrations of trace radicals under conditions in which other spectroscopic techniques fail. Since 
DFWM can be used to probe the ground state of electronic transitions, it is much less subject to 
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Substrate 
Holder 

misinterpretation as a result of nonequilibrium effects[29] than conventional techniques such as optical 
emission spectroscopy (OES). 

In a program to investigate the thermal 
plasma diamond CVD environment, experiments 
were conducted using the RF plasma torch 
facility, inside a water cooled quartz test section 
which is shown in schematic cut-away along with 
the plasma torch head in Figure 3.10. Open- 
ended laser access ports, approximately 6.5 cm 
downstream of the nozzle exit, enable the 
DFWM pump and probe beams to enter and exit 
the reactor unhindered, and to cross at a location 
directly below the stagnation point of a diamond 
growth substrate. Substrates are supported within 
the quartz test section in a stagnation point flow 
geometry by means of a water cooled holder. 
The substrate can be vertically translated in-situ 
to allow laser measurements to be made at 
various points through the boundary layer. 
Substrate temperature is monitored with a 
Minolta/Land Cyclops 152 infra-red optical 
pyrometer. Reactant gases (hydrogen and 
methane) are premixed with the carrier gas 
(argon) before passage through the RF discharge. 

Gas 
Injector 

Figure 3.10 Schematic of RF-ICP reactor. 

In these studies, DFWM was used to perform in-situ measurements of the trace radical CH to 
determine vibrational temperatures, rotational temperatures, and relative species concentration 
measurements (including profiles of these quantities through the reacting boundary layer above the 
growth substrate), and compared to results of a detailed one-dimensional model[30] of the deposition 
environment. It was desired to make in-situ measurements during normal operation of the atmospheric 
pressure RF-ICP diamond synthesis reactor - with a substrate in place, and growing diamond. The 
conditions chosen for these studies were indeed diamond growth conditions (although they were not 
optimized for best possible growth) and all measurements reported here were taken with the growing 
substrate in place. The reactor gas feed mixture was comprised of 106.5 1/min Ar, 12.0 1/min H2, and 
0.8% to 10% CH4 (in H2) premixed before introduction to the plasma torch. Calorimetric energy 
balance of the reactor indicates a net plasma enthalpy of 6 kW leaving the nozzle exit. The molybdenum 
substrate had a measured surface temperature of 1035°C. 

2 2 
The CH radical was probed with in-situ DFWM measurements of the CH A A<-X n (0,0) system 

near 431 nm. A comparison of measured CH vibrational and rotational temperatures along the 
stagnation line of the substrate with values from the computational simulation is shown in Figure 3.11. 
Boundary conditions for the simulation are the measured freestream temperature of 3900 K, an estimated 
freestream velocity of 8 m/s, and the measured substrate temperature of 1035°C. We can see in Figure 
6 the predicted thermal boundary layer (=6mm thick) with a steep fall off in temperature very close to 
the substrate. The measured CH vibrational temperatures are in close agreement with the predictions, 
although the loss in signal of the v=l transitions in the cooler region very near the substrate prevents 
accurate vibrational temperature measurement for distances < 2mm. Rotational temperatures 
measurements from the CH v=0 lines, which remain strong enough for accurate measurement closer to 
the substrate are in good agreement with both the measured vibrational temperatures and the 
computational simulation. It is possible to make rotational temperature measurements even closer to the 
substrate than shown in Figure 3.11, but for these experimental conditions the CH concentration in that 
region has dropped below approximately 2 ppm, which is our current detection limit. 
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Figure 3.11 Boundary layer temperature profiles. 

Measurements of the relative CH mole fraction within the substrate boundary layer are compared to 
results of the computational simulation in Figure 3.12. The CH mole fraction is approximately 30 ppm 
in the freestream (3900 K) and is predicted to first rise within the approximately 6 mm thick boundary 
layer (due to production) as the plasma cools toward approximately 3700 K, reaching a peak of 
approximately 52 ppm at 2.5 mm from the substrate surface, then to be destroyed as the plasma cools 
further on its approach to the substrate surface. 
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Figure 3.12 CH concentration profile. 

A more direct insight into the boundary layer chemistry can be gained by comparing the CH mole 
fraction throughout the boundary layer to its equilibrium value at the measured local temperature. This 
is displayed in Figure 3.13a where we can observe the CH to remain near its equilibrium values until 
approximately 2 mm from the substrate surface where it then rises to approximately 1000 times the 
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equilibrium value close to the surface. The measured nonequilibrium is in close agreement with the 
predicted values. By studying the numerical simulation, we find that this nonequilibrium observed in the 
CH mole fraction is in fact driven by the atomic hydrogen chemistry. The timescale of transit through 
the boundary layer is insufficient for the atomic hydrogen recombination mechanisms to maintain atomic 
hydrogen concentration in equilibrium with the local gas temperature. The calculated atomic hydrogen 
nonequilibrium is shown in Figure 3.13b. The fast reactions between atomic hydrogen and the CHX 

hydrocarbons maintains a partial equilibrium amongst these species, and thus an overpopulation of 
atomic hydrogen maintains an overpopulation of all CHX hydrocarbons (notably CH3, thought to be the 
major growth precursor). The interrogation of this environment using DFWM has thus allowed us to see 
that the nonequilibrium behavior of atomic hydrogen chemistry is a critical component to the 
atmospheric pressure synthesis of diamond thin films. 
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Figure 3.13 a) CH nonequilibrium profile, b) atomic hydrogen nonequilibrium profile. 

3.3.2 Cavity Ring-Down Spectroscopy (CRDS) 

The methyl radical has fundamental importance for studies of diamond film growth by chemical 
vapor deposition (CVD) because it is regarded as a gas-phase precursor of the diamond film. [31-33] 
Therefore, starting with the first report in 1988[34] on infrared detection of CH3 during filament-assisted 
growth of diamond, several techniques has been applied to monitor methyl radicals in a CVD reactor, 
including REMPI spectroscopy [35-39], UV absorption spectroscopy [40, 41], and mass spectrometry 
[42]. These techniques, however, can be intrusive (as in the case of REMPI) and of limited spatial 
resolution (mass spectroscopy) and sensitivity (absorption). The CH3 mole fraction in a CVD reactor has 
been also modeled,[43] and the relation between the model predictions and growth rate and film quality 
has been studied.[44, 45] 

We have developed diagnostics for the methyl radical based on the cavity ring-down technique 
(CRDS).[46-50] CRDS is a highly sensitive absorption spectroscopy that determines the absolute 
absorbance of a laser pulse passing through a sample. In a manner similar to single-pass laser absorption 
spectroscopy, this measurement is performed with two-dimensional spatial resolution; however, unlike 
the case of single-pass absorption spectroscopy, CRDS measures absorbance as low as 10" - 10" and is 
insensitive to shot-to-shot power fluctuations in the laser pulses. These features make CRDS suitable 
for high sensitivity measurements. 

The hot-filament reactor (shown in Figure 2.3) consists of a 5-way stainless steel cross 4 inches in 
diameter. A two-stage mechanical pump (E2M40, Edwards) is used to evacuate the chamber to the 
minimum pressure of 4xl0"3 Torr. The chamber is filled with 20 Torr mixture of H2 with 0.5 % of CH4 

flowing at a rate of 100 seem. The tungsten filament is 20 mm long and 200 (im in diameter. It is 
positioned horizontally inside the chamber using two tungsten posts, 4 cm long and 1.5 mm in diameter, 
mounted on water-cooled copper electrodes. The filament is resistively heated with dc current to a 
brightness temperature of 2300 K, which is monitored with a disappearance pyrometer (Pyro Micro- 
Optical Pyrometer). The substrate is made of a molybdenum strip (4 mm x 20 mm x 250 |Xm) and is 
resistively heated. The substrate temperature is monitored with a K Type thermocouple which is welded 
to the rear surface. The front surface is scratched with 10 |im diamond paste. The reactor condition is 
stabilized for more than 12 hours before CRDS measurement.  In these studies, the ring-down cavity is 
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62 cm long with mirrors mounted in 1.5 inch thick aluminum blocks separated with four stainless steel 
rods 3/4 inch in diameter for cavity stability. The reactor is placed inside this cavity frame and 
connected to the mirror mounts by means of flexible bellows. A laser pulse injected into the cavity 
circulates back and forth along the same path between the cavity mirrors, crossing the reactor parallel to 
the filament and substrate. The distance between the filament and the pulse path is controlled with a 
micrometer that moves the reactor on a translation stage. 

The schematic of our 
CRDS setup is shown in 
Figure 3.14. An excimer- 
laser-pumped dye laser 
(Lambda-Physik) working 
with Coumarin 440 was 
used as the pulse source. 
The pulses were 15 ns long 
with 0.18 cm linewidth. 
After frequency doubling in 
a BBO crystal with an Inrad 
Autotracker, the 214 nm 
pulse was shaped with the 
system of pinholes and 
lenses to match 
approximately the TEM00 

transverse mode of the 
optical cavity. The quasi- 
hemispherical optical cavity 
was 62 cm long with a flat 
entrance mirror and a 2 m 
curvature concave back 
mirror. The mirrors were 
coated by Lightning Optical 
Corp. and achieved 98.9 % 
reflectivity at 213.9 nm, as 

KrF 
248 nm 

Dye 
428 nm SHG Filter 

Figure 3.14 Schematic of the CRDS system / hot-filament reactor. D = iris diaphragm, 
L = lens, PH = 50 |im pinhole, SF = spectral filter, F = Filament, and S = substrate. 

determined directly by the ring-down time x0 of the empty cavity.    The TEM00 cavity mode has 
approximately a cylindrical form with a waist of 0.5 mm in diameter. 

The light transmitted through the back mirror of the cavity was collected by a photomultiplier 
(PMT) and the PMT signal as a function of time was recorded on an HP 54510A digitizing oscilloscope 
with 2 ns temporal resolution. The ring-down waveforms digitized on the oscilloscope were transferred 
to a PC computer, averaged, and the ring-down time x was obtained from a real-time computer fit. The 
CH3 absorbance is then obtained from the measured x and x0 via the relation ods = tr/2(l/x-l/x0), where tr 
is the cavity round-trip time, and ls is the sample length. 

Figure 3.15 shows spatial profiles of the CH3 number density (absorbance) within the hot-filament 
reactor at two different substrate temperatures. The filament temperature is held constant at 2300 K, the 
total pressure is 20 Torr, and the gas mixture is 0.5% CH4 in H2 flowing from left to right at a flowrate 
of 100 seem. One can observe that the concentration of methyl radicals falls rapidly with increasing 
distance from the filament, and that the methyl radical concentration increases significantly at the higher 
substrate temperature. It is interesting to note that the methyl concentration well upstream of the 
filament is strongly influenced by the substrate temperature, possibly due to an overall increase in the 
reactor temperature field and hence methyl radical production. One can also observe that for the 900 °C 
substrate condition that the peak methyl concentration occurs at a distance away from the filament 
(approx. 2 mm). This peaked result agrees qualitatively with the behavior of the CH3 REMPI signal as a 
function of a distance from the filament reported by Ota and Fujimori,[39]  but the peak CH3 
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concentration we find is two orders of magnitude higher than their estimate. Goodwin, Glumac, and 
Corat[38] also measured spatial profiles of the CH3 REMPI signal in the hot-filament reactor; however, 
their data do not extend to positions close to the filament and cannot be directly compared with our 
observations. 

s 
D z 

1 1 1 1   1   1   r   |   1   1   1   1 1 1 I 1 1 1 1 1   |   1   1   1   1   |   1 1 1 1 1 1 I-,- 

- 
\ $>> - \ \ / *     5 

- 
^ 7 

- 'i/r A*\ 

\ \ \ - 

- 

1   / 

% 

\ 

■ 

'T 0 Ts = 900 "C 
-I 

- 1     A   ■ Model for Ts = 900 "C - 
' • T = 500 "C 

0 

- Model for T = 500 "C x> 

.   .   .   1 

w 
.... ....!.. . 1 . . . 1 1 1 1 

0.0007 

0.0006 

0.0005   S 
a 

0.0004    = 

0.0003   ® 

0.0002 

0.0001 

0.0000 
-8-6-4-202468 

Position [ mm ] 

Figure 3.15 Spatial profiles of the measured CH3 number density (absorbance) within the hot-filament reactor at two different 
substrate temperatures along with the model predictions of Mankelevich. The filament temperature is 2300 K, the total 

pressure is 20 Torr, and the gas mixture is 0.5% CH4 in H2 flowing from left to right at a flowrate of 100 seem. 

Figure 3.15 also shows the methyl radical concentration profile predicted by the two-dimensional 
model of Mankelevich et al.[51, 52] for the same reactor conditions probed experimentally. In this two- 
dimensional model conservation equations for species, mass, momentum, and energy are solved 
including molecular and thermal diffusion, along with chemistry for 15 species via 38 reversible 
reactions. Temperature "slips" at the filament and substrate surface are prescribed from a separate 
Monte Carlo simulation. The largest uncertainty in this model is the production rate of atomic hydrogen 
at the filament surface. The results of the model prediction are in good agreement with the experimental 
measurements both in shape and relative magnitude for the two cases presented. Deviation of the model 
and experimental data near the substrate in the case of TSUb=500 °C is most likely due to the sensitivity of 
methyl radical production to the local gas temperature. 

Methyl radical number density measurements were also taken very near the substrate surface 
(within -0.5 mm) as a function of both substrate and filament temperature. Results of those 
measurements are shown in Figures 3.16 and 3.17 respectively. In both cases the reactor pressure was 
20 Torr with a mixture of 0.5% CH4 in H2 flowing at a rate of 100 seem, and the substrate prepared by 
operating at diamond growth conditions of Tf = 2300 K , Ts = 900 °C for approximately 12 hours. In 
Figure 3.16, the filament temperature was held at 2300 K while the substrate temperature was increased 
from 600 °C to 1200 °C. The power to the substrate was increased after each data point by increments 
of approximately 50 °C and allowed to stabilized for 10 minutes before the next point was taken. One 
can see an approximately linear increase in the near surface methyl radical concentration with increasing 
substrate temperature. This is in qualitative agreement with the results of Corat and Goodwin[37] for 
the near surface region, although our data does not extend to high enough temperature to confirm their 
observed high temperature roll-off in methyl concentration. Our observed activation energy of the near 
surface radical concentration, based on substrate temperature, is 4.2 ± 0.2 kcal/mol. This value agrees 
with the value reported by Corat and Goodwin. [37] 
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Figure 3.16 Variation of the CH3 number density (absorbance) near the substrate surface (within -0.5 mm) as a function of 
substrate temperature. The filament temperature is 2300 K, the reactor pressure is 20 Torr, and the gas mixture is 0.5% CH4 

in H2 with a flowrate of 100 seem. 

In Figure 3.17, the substrate temperature was held at 900 °C while the filament temperature was 
increased from approximately 2000 K to approximately 2550 K. We observe the near surface methyl 
concentration to first increase strongly with increasing filament temperature, and then to saturate 
somewhat above 2400 K. This strong increase is in qualitative agreement with the REMPI 
measurements of Corat and Goodwin,[37] but we do not observe a decrease in methyl concentration 
above 2300 K as evident in their measurements. Our data trends do, however, compare favorably to the 
model predictions of Kondoh et al.[44] 
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Figure 3.17 Variation of the CH3 number density (absorbance) near the substrate surface (within -0.5 mm) as a function of 
filament temperature. The substrate temperature is 900°C, the reactor pressure is 20 Torr, and the gas mixture is 0.5% CH, in 

H2 with a flowrate of 100 seem. 
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On the basis of our observations we conclude that the CRDS technique can be used for quantitative 
diagnostic of methyl radicals with high sensitivity. We have applied CRDS to the measurement of 
methyl radicals generated in a hot-filament reactor. We have observed a strong sensitivity of the methyl 
radical concentration throughout the reactor to the substrate temperature. At some operating conditions, 
we also observe the methyl radical concentration to peak at the location several mm from the filament 
surface. This behavior of CH3 with distance from filament is not predicted by current one-dimensional 
models of the reactor. This off-filament maximum concentration indicates that the methyl is not 
generated at the filament surface, but rather by gas-phase reactions. The near surface concentration of 
methyl is observed to increase linearly with increasing substrate temperature, and is found to increase 
and saturate with increasing filament temperature. 

3.3.3 Two-photon Atomic Laser Induced Fluorescence (TALIF) 

Atomic hydrogen plays an important role in the diamond synthesis environment by affecting both 
the quality and quantity of diamond films produced. With this in mind, the need to nonintrusively detect 
and monitor ground state atomic hydrogen, and probe its role in nonequilibrium chemistry becomes 
quite clear. Unfortunately, due to the large energy spacing between the ground state of atomic hydrogen 
and its first excited state (10.2 eV), single photon optical techniques would require wavelengths of 121.5 
nm in the vacuum ultraviolet. This wavelength is strongly absorbed by most materials, and only 
propagates easily through vacuum. These drawbacks have led to the application of two photon laser 
based techniques such as two photon atomic laser induced fluorescence (TALIF). 

The TALIF technique uses two photons of laser light to promote a ground state atom to one of its 
excited states, and monitors the resultant fluorescence (either to another excited state or to the ground 
state). In this manner, a laser of longer wavelength (243nm for the Lyman a transition) can be utilized, 
and is much easier to produce and propagate. We have carried out preliminary experiments to develop 
and use a TALIF technique to detect ground state atomic hydrogen in a hot-filament reactor. The TALIF 
technique we are using is shown schematically in Figure 3.18 below. In this technique, a ground state 
atomic hydrogen atom absorbs two photons from a 243 nm laser field, and is promoted from the IS state 
to the 2S state. The 2S state is collisionally coupled to the nearly iso-energy IP state and the two states 
rapidly equilibrate. The subsequent fluorescence from the 2P state to the IS state (Lyman a at 121.5 
nm) is then be detected with a solar blind PMT whose photocathode is placed within the hot filament 
reactor. A sample spectra taken within the hot filament reactor is shown below in Figure 3.19. In this 
case, the reactor was filled with 20 Torr of H2, and the spectra was measured 4.5 mm from the filament 
surface. 

Collisional 
Redistribution 

25- 

2 Photons 
@ 243 nm A J^    -L« fluorescence 

@ 121.5 nm 

IS 
Figure 3.18 Schematic of the TALIF technique for atomic hydrogen detection. 
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Figure 3.19 TALIF spectra of atomic hydrogen in a hot filament reactor. 

Using this TALIF technique, we are developing methods to determine both the concentration and 
temperature of ground state atomic hydrogen with the hot filament reactor. These measurements, in 
conjunction with CRDS measurements of the CH3 radical will yield an important database of 
experimental measurements to which models of the deposition environment may be compared. 

3.4  Discharge Induced Nonequilibrium Plasma Chemistry 

Several radical species in the diamond growth environment are thought to contribute to the 
deposition of the diamond thin-films. Of these, atomic hydrogen is believed to be particularly 
important. [53-55] Atomic hydrogen makes surface sites available to carbon containing species needed 
for the diamond growth process by abstraction of surface hydrogen. Atomic hydrogen also acts to 
incorporate adsorbed hydrocarbon radicals into the diamond lattice. Carbon containing radical fluxes 
factor directly into the diamond growth rate, as they are the source of carbon for continued diamond 
growth,[55] and are often strongly linked to the available atomic hydrogen concentration. 

There are several ways to increase the radical concentration at the growth surface, leading to rapid 
growth of high-quality diamond. It has been shown[56, 57] that by increasing the plasma velocity, the 
boundary layer thickness above the deposition surface is thinned. This effect decreases the time 
available for recombination of radical species that are created in the freestream and the boundary layer as 
they approach the substrate. This can lead to higher fluxes of these species to the growth surface and 
higher growth rates of CVD diamond. A factor of 5 increase in growth rate has been observed when the 
plasma velocity was increased by an order of magnitude. [56] Additionally, recent analysis of scaling 
relations for convection-dominated reactors has found that the use of high pressure ( > latm), sonic flow 
conditions will maximize the H atom concentration delivered to the deposition surface.[53, 54] A 
different approach to increase radical fluxes to the deposition surface involves actively driving the 
boundary layer chemistry to a greater degree of nonequilibrium by means of discharge induced plasma 
chemistry. [58-60] Matsumoto, et al. [60, 61] applied a positive potential to the deposition surface in a 
sub-atmospheric dc arcjet and found a twofold increase in diamond growth rate as compared with an 
unbiased case, although the deposited films had a low degree of uniformity across the deposition surface. 
They implied that an enhancement in gas phase dissociation near the substrate was the cause for the 
increased deposition rate.[61] Conversely, negative-biasing of the substrate has been used in low 
pressure, microwave reactors to enhance and control the nucleation of CVD diamond. [62, 63] 



C4-87 

We have conducted preliminary experiments to addresses the secondary discharge method as a 
means of augmenting the deposition rate while maintaining a high degree of film quality. By biasing the 
deposition surface with respect to the plasma, the free electrons gain kinetic energy from the imposed 
electric field. These energetic electrons can promote super-equilibrium concentrations of radical species 
in the boundary layer via bond-breaking collisions with the molecular species. In particular these 
electrons can shift the balance of important dissociation reactions such as 

H2 + e~ => H + H + e~ 

to produce elevated concentrations of atomic hydrogen. Calculations[59] of flowing plasmas with 
elevated electron temperatures have shown that increased dissociation of hydrogen is possible with 
moderate discharge currents and voltages. In the case of a recombining plasma approaching a water 
cooled substrate, energetic electrons can decrease the recombination rate of radical species (specifically 
atomic hydrogen) which have shown to be important in the diamond CVD process. 

Diamond deposition experiments were performed in the DC arcjet facility (Figure 2.2) over a range 
of substrate biasing conditions while all other reactor conditions were held nominally constant. A hot- 
pressed boron nitride insulator was used on the substrate assembly to confine the discharge current and 
the deposition area to the 1.25 cm2 area of the molybdenum rod. The secondary discharge was produced 
by a bank power supplies, capable of delivering a biasing voltage of up to +400 V to the deposition 
surface. The substrate temperature was monitored with an infrared optical pyrometer. The flow rates of 
the feed-gases for these experiments were 450 slpm of argon, 4.25% hydrogen in argon, and 2.44% 
methane in hydrogen. In the cases reported here the substrate temperature was maintained at 
1125°C±25°C, and all the deposition times were one hour. Highly uniform films were deposited, 
covering the full area of the substrate. 

The deposited films were measured for cross-sectional film thickness using scanning electron 
microscopy. A summary of growth rate as a function of current density through the secondary discharge 
can be seen in Figure 3.20. A factor of seven increase in the growth rate was observed with a significant 
bias current (4.9 cm2 at 170 V) compared with the floating substrate case for these conditions. There 
appears to be a threshold current of -2.4 A/cm2 that must be reached in the secondary discharge before 
an increase in growth rate is observed. This threshold may be related to the energy required to increase 
the electron temperature to a critical value. At this point electron catalyzed reactions such as the one 
described above may become an important factor in controlling the amount of atomic hydrogen in the 
boundary layer and at the deposition surface. 
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Figure 3.20 (♦) Growth rate of CVD diamond as a function of current density in the secondary discharge. 
(—) Approximate fit to the data. 
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Optical emission spectroscopy measurements have found that the electron temperature at the 
substrate is elevated above the freestream electron temperature when a potential is applied to the 
substrate. This indicates that the secondary discharge can be used to target the energy addition to the 
highly mobile free electrons in the plasma through joule heating. 

Image processing was employed in this study to obtain a two-dimensional map of the emission 
from the first atomic hydrogen Balmer line (Ha). Ha emission is a result of ?.n H atom decaying from its 
third to its second electronic energy level. This process emits a photon at a wavelength of 656.3 nm. A 
charge-coupled device (CCD), a lens system and a narrow band-pass interference filter centered at 656.3 
nm were used to obtain images with and without a potential applied to the substrate. A computer 
analysis package acquired and analyzed the data for different biasing conditions. Figure 3.21 shows the 
results of the Ha imaging of the secondary discharge for a typical diamond growth experiment. The 
biasing conditions for this case were 5.1 A/cm2 and 140 V across the secondary discharge. This image 
represents a 40 frame average with trfe potential applied to the growth surface after subtracting a 40 
frame average without the potential applied. There is a large increase in Ha emission, particularly within 
the boundary layer, with a strong potential applied to the growth surface. The intensity of the Ha 

emission in this region was much brighter(by a factor of 5) than from the -5000 K freestream. This may 
be an indication that the secondary discharge is significantly increasing the atomic hydrogen 
concentration in the boundary layer and flux to the substrate, leading to the higher growth rates 
observed. 

Figure 3.21 Two-dimensional image of the increase in the Ha emission due to the secondary discharge. 

Raman analysis of each of the samples indicates very high quality films were deposited over the 
range of biasing conditions. Each of the spectra consisted of a sharp peak near 1332 cm"1 with little or 
no amorphous carbon Raman signal. Figure 3.22 shows the Raman spectra for a diamond film deposited 
under a highly biased substrate condition (100 V and 2.76 A/cm2). The inset to Figure 3.22 is a high 
resolution scan and displays splitting of the 1332 cm"1 diamond line (split -4.3 cm"1 in this case). In all 
the cases reported here, a full-width half-maximum (FWHM) of no more than 4.0 cm"1 for the unshifted 
diamond component was measured, indicating high quality films were deposited. This splitting 
phenomena was typical of all the samples grown in this study, and has been attributed to high quality, 
highly oriented films that were stressed perpendicular to the growth direction (in-plane stresses).[64, 65] 
These in-plane, or anisotropic, stresses can arise in CVD diamond films during the cool-down period 
after the deposition process, and are caused by the mismatch in the thermal expansion coefficients of 
CVD diamond and the substrate material. The anisotropic stress shifts the Raman signal associated with 
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the crystal planes that are perpendicular to the growth direction while leaving the signal associated with 
the crystal plane in the growth direction unshifted. In the spectra, the higher wavenumber peak is 
attributed to the singlet mode and the lower wavenumber peak to the doublet mode of the Raman 
diamond line. These modes are normally degenerate in the absence of stress.[65] 
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Figure 3.22 - Raman spectra of the deposited diamond film. Inset shows splitting of the 1332 cm" diamond peak. 

These experiments indicate that a significant increase in growth rate of CVD diamond is possible 
with a positive potential applied to the growth surface. We observed that the growth rate increased by a 
factor of 7 when the deposition surface was biased at 170 V and 4.9 A/cm2 as compared with the floating 
substrate case. The increased growth rate may be attributed to an increased flux of atomic hydrogen to 
the growth surface resulting from an elevated electron temperature that increased the near surface 
dissociation fraction of hydrogen. Imaging of the flow field found a significant increase in the Htt 

emission signal in the boundary layer over the deposition surface with a positive potential applied. 
Raman spectroscopy analysis indicated high quality films were deposited in all cases reported here. 
Splitting of the 1332 cm"1 Raman diamond line indicates highly oriented films that have a high degree 
of in-plane stresses. 

4.   CONCLUSIONS 

Experimental investigations of atmospheric pressure plasma environments have demonstrated that 
the nonequilibrium behavior of these plasmas can be quite significant. The ability to understand 
nonequilibrium atmospheric pressure plasma systems and to apply them in plasma processing roles will 
rely on the accurate measurement of the plasma state and chemistry, and the ability to beneficially 
control the nonequilibrium state. Recent laser-based techniques have been demonstrated as powerful 
diagnostic tools, complimentary to traditional diagnostics of these environments, and initial experiments 
have shown great promise in the beneficial control of plasma chemical nonequilibrium for plasma CVD 
applications. 
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Abstract. The present paper deals with the short-term bursts - ectons of electrons appearing due to micro- 
explosions occuring at the cathode surface owing to the high specific energy and the strong overheating of the 
metal. Ectons play a fundamental role in vacuum arcs and sparks, in low-pressure discharges, in compressed and 
high-strength gases, etc. i.e., in cases where a high electric field exists at the cathode surface and a high density 
field emission current is emitted by the cathode or there exists a possibility to produce a high energy density ion a 
cathode microvolume. 

1. INTRODUCTION 

"Ectons" [1] is formed of the initial letters of the English wording "explosive center". The discovery of 
ectons is based on the advances in the study of explosive electron emission [2-4]. The term "explosive 
electron emission" (EEE) refers to the emission of electron current from the surface of a conductor being 
a cathode as a result of an explosion of the cathode material in a microscopic volume at its surface. The 
most common way to initiate EEE is to rapidly heat microregions of the cathode by a high-density 
electric current. The simplest example is the current of field emission (FE) from cathode micropro- 
trusions, whose density at rather high electric fields may reach 109 A/cm2. For a long time it was thought 
that EEE is initiated only by FE current. Now it is clear that other processes can also be responsible for 
the initiation of EEE. The electron emission in an ecton generally lasts 10"9-10-8 s arid then ceases by 
itself since the emission center is cooled through heat conduction, a decrease in current density, and 
ejection of heated metal. To excite an ecton, it is necessary that the specific energy in a cathode 
microvolume be higher than the sublimation energy (over 104 J/g) with the total energy being 10"8 J. 

2. ELECTRICAL EXPLOSION OF METAL AND ECTONS 

2.1 Electrical explosion of conductors 

While on the subject of ectons, we suppose that the metal in a microvolume is subjected to essentially the 
same processes as in an electrical explosion of a conductor (EEC) [5]. Of greatest interest for us, from the 
viewpoint of the EEC physics, is the fast heating of the conductor (at a rate of over 1013 K/s). This forms 
the basis for studying the physical properties of metals and their phase transformations as they rapidly go 
through all - from solid to plasma - states. These studies are important to elucidate the behavior of 
metals in the neighborhood of the critical point, the properties of nonideal plasmas, and the high- 
temperature metal-nonmetal phase transition [6]. 

The EEC process can be subdivided into two stages. The initial stage involves the heating of the 
metal in the solid state, its melting, and the heating of the liquid metal to the onset of vaporization. At 
this stage, the change in the density of the metal is not essential. This is followed by the stage of 
explosion where the conductor resistance increases abruptly (102 or more times). This is due to the 
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expansion of the conductor and, hence, due to a decrease in its density. For the initial stage of EEC, the 
state of the metal can be characterized by only one thermodynamic variable such as temperature or 
specific energy. The resistivity of the conductor at this stage depends only on temperature or specific 
energy, i.e., the dependence K(7) or K(W) takes place. 

The stage of the explosion, as such, is most complicated to study. At this stage, a number of 
phenomena develop that add complexity to the physical mechanism of EEC. Among these phenomena 

are instabilities, shunting discharges, stratification, and the like. A feature of this stage is that the 
resistance is not a single-valued function of energy density but depends on power density [5].Besides 

experimentation, there are three other methods of attack for the EEC problems: numerical simulation, 
simplified calculations using models, and similarity techniques. In EEC calculations using similarity 

techniques, an important role is played by the specific integral of action (specific action) defined as 

o 
(2.1) 

where; is the current density and fd is the time delay to explosion. 

Table 1 presents experimental values of the specific action for various conductors with the initial 
temperature being room temperature and the highest energy density being 108 A/cm2 (Äi) and with the 

initial temperature equal to the melting temperature (Ä2) [7]. The weak dependence of h on t and; for; 

< 10 A/cm has also been noted in other works. Some of them are reviewed in [8]. Sometimes, the 
specific action is roughly estimated in terms of a classical approach assuming that the explosion occurs 
within one stage as a certain critical temperature, Ttx, has been achieved. If we assume that the resistivity 
is given by K=KQT, and the heat capacity c is temperature independent, we obtain 

J;2dr = ^ln- 
0 ^o     T0 

where To is the initial temperature and p is the density of the conductor material. 
Table 1. 

(2.2) 

Material Al Ag Au Cu Ni Fe W 
h\, 109A2-s/cm4 1.8 2.8 • 1.8 4.1 1.9 1.4 1.8 
Ä2,109A2-s/cm4 1.4 2.0 1.3 3.0 1.6 1.2 1.4 

Attention must be given to the fact that the specific action h depends on the initial temperature of the 
conductor T0. Recall that the data in Table 1 have been obtained for the initial temperature being room 
temperature and for the melting temperature. 

2.2 The simplest model of an ecton 

The simplest ecton model is constructed based on the energy balance equation for a conical point. 
Therefore, formula (2.2) can be used. The heat conduction in the point is ignored since the process is 
short-term. It is assumed that the electron emission in the ecton ceases due to the cooling of the emission 
center. The center is considered cool when the Joule heating radius becomes equal to the heat conduction 
radius. Eventually, this has the results as follows [10]. The ecton operation time is given by 

tt = i2/(n2a2h$4). (2.3) 
where 6 is the cone angle, a is the diffusivity, i is the current. The mass of the metal removed in the 
process of explosion will be 

me=2p!3/[37t2(aÄ)3/2<94]. (2.4) 
The electron charge removed by the ecton will be 

ne = i3 /%2a2he04. (2.5) 

where e is the charge of an electron. The mass per unit charge removed from the cathode will be given by 

^=T>°ITI     • (2.6) % 
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It follows that in terms.of this model, the specific mass removed from a cathode by explosion depends 
only on the properties of the cathode material. After explosion, the plasma produced starts expanding. We 
have proposed [4] a model for adiabatic plasma expansion. Let a specific energy w0 be introduced into a 
certain volume of a cathode. This energy, in the process of plasma expansion, converts to the kinetic 
energy of the plasma particles. For the plasma radius becoming much larger than the characteristic 
dimension of the initial volume, from the condition that the total energy is conserved in the particle 
volume it follows that the velocity of propagation of the leading layers of the plasma, v, is related to the 

specific energy wo as 

Y-\     J 

where /is the adiabatic exponent. For an expanding plasma we have y= 1.24 [11]. The plasma expansion 
velocity is (1-2>106 cm/s for W, Mo, Cu, Al, Ni, Pb, and other metals. Therefore, the specific energy 
prior to a microexplosion is w0 = (2-8>104 J/g. The same values w„ have been obtained from a numerical 
simulation of a cathode spot [12]. The plasma produced as a result of a microexplosion contains, 
depending on the metal type, singly, doubly, and even triply charged ions. These ions have rather high 
energies. For instance, singly charged ions of copper having a velocity of 1.5-106 cm/s are accelerated to 
70 eV. Let us discuss the reason for the current cutoff in an ecton. This problem is closely related to the 
mechanism for the electron emission from a metal. This emission seems to be thermal electron emission 
enhanced, through the Schottky effect, by the electric field at the metal-plasma interface. In terms of the 
classical heat model it can be assumed that the temperature may become much higher than the boiling 
temperature within a time of the order of 10~9 s. If we believe that the Richardson-Schottky formula is 
valid for these conditions, we have 

~\I2\ ,T2 e<p-aE' j=AT   exp      r    — 
kT 

(2.8) 

where j is the electron current density (A/cm2), A = 120.4, T is the temperature of the cathode (K), <p is 
the work function (<p = 4.4 eV for copper), a = 3.79-10", E is the electric field at the emitting surface 
(V/cm), and k is Boltzmann's constant. 

A simulation of the processes occuring in an ecton has shown that the electric field Eis not over 10 
V/cm [5]. According to estimates for copper, for the input energy equivalent to 104 K, the current density 
will be of the order of 108 A/cm2, while for 7-103 K it will be only 5-106 A/cm2, i.e., as the ecton zone is 
cooled by 30 %, the current density decreases 20-fold. Thus, the qualitative pattern of the current cutoff 
in an ecton is as follows: Initially, as the ecton has been initiated, the current density is about 109 A/cm . 
The cathode material in a microvolume is heated and then explodes, which gives rise to intense thermal 
electron emission. As the explosion is developing, there take place an increase in the size of the emission 
zone, heat removal by conduction, and heat removal through evaporation and ejection of the heated liquid 
metal. All this reduces the temperature in the ecton operation zone and the current density of the thermal 
electron emission. The decrease in emission current density results in a more rapid cooling of the 
emission zone due to the Joule heating becoming less intense. 

3. ELECTRODE SURFACE CONDITION 

In the initiation of an ecton, an important role is played by three types of imperfectness of the cathode 
surface: microprotrusions, adsorbed gases, and dielectric inclusions and films. The irregularities present 
on the cathode surface [13, 14] are due to various factors such as mechanical treatment, heating, the 
electric field present at the surface, electrical discharges, etc. (Fig. 1). The irregularities on the surface of 
a metal are especially large when threadlike crystals appear [15] whose height-to-radius ratio may be over 
103. Such crystals are formed on the surfaces of electrodes on condensation of oversaturated vapors. In 
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vacuum, the cathode microrelief is changed substantially by electrical discharges. The discharge current, 
through thermal processes, produces erosion of the electrodes, which is accompanied by the formation of 
craters and microprotrusions. To characterize the cathode surface quantitatively, the notion of electric 
field enhancement is introduced, and the field enhancement factor is denoted as /5E. This factor is the ratio 
of the true value of the electric field at the protrusion tip to its average macroscopic value. For ßE > 1, the 
relation fa a hlr can be used [13]. 

A way of determining the field enhancement factor is measuring the field emission current in 
vacuum as a function of the electric field. The FE current from a point is described by the Fowler- 

Nordheim equation 

where A and B are the constants entering the Fowler- 
Fig. 1. Cathode surface microrelief [1]. Nordheim formula, E is the average electric field, Stm is 

the emission area, and <p is the work function. As follows 
from Eq. (3.1), the plot of logO'/E2) = RUE) should be a straight line. So, for a known work function <p, 
we can estimate /fe from the slope of the straight line and Scm from the portion of the >>-axis intercepted 
by the straight line. The field enhancement factor may vary over a wide range (from 10 to 102) [9]. Many 
researchers, however, believe that the values of the order of 103 are too high; nevertheless, points with 
these ßE values are actually observed on cathode surface. Therefore, additional investigations are needed 
to explain this contradiction. An important role in the initiation of ectons at a cathode is played by the gas 
adsorbed on its surface. The phenomenon of surface adsorption is the absorption of a gas or vapors by the 
surface of a solid. From the chemical viewpoint, an adsorbent has on its surface atoms with an 
unsaturated valency. This means that the surface of a solid body has some regions where chemical 
binding with adsorbed particles is provided. Particles in numbers sufficient for all surface bonds to be 
saturated form a monolayer. This corresponds to the density of adsorbed atoms of the order of 1014 cm"2 

[16]. The binding between adsorbed particles in the monolayer is effected by chemical forces. Therefore, 
this type of adsorption is referred to as chemical adsorption or chemosorption. In chemical adsorption, 
the binding energy is rather high enough and reaches several electron-volts per particle. 

In the environment of a gas capable to oxidize electrodes, the cathode surface turns out to be coated 
with an oxide film. Moreover, the cathode surface may contain contaminants and dielectric inclusions 
remained after polishing as well as dielectric inclusions having present in the cathode bulk and exposed 
on the surface on electrochemical polishing or ion etching [17]. At rather high electric fields induced by 
the electric charge of ions, breakdown may occur inside the dielectric film. If the resistivity of the 
dielectric film present on the cathode surface is high, its outer surface is charged by the flow of positive 
ions onto the cathode. As the breakdown electric field is achieved, the film is broken down and the 
cathode is damaged at the site of breakdown. Some models [18, 19] use as a criterion for breakdown the 
achievement of a certain critical FE current density at which a microprotrusion and the adjacent regions 
of the dielectric are heated and explode. The process under consideration is an act of excitation of an 
ecton at the surface of a metal. 

4. THE ROLE OF ECTONS IN VACUUM BREAKDOWN 

4.1 General considerations 

Ectons play an important role in electrical discharges in vacuum. A vacuum discharge involves a vacuum 
breakdown, a vacuum spark, and a vacuum arc. Vacuum breakdown, i.e., failure of a vacuum insulation, 
ecton. A vacuum spark and a vacuum arc represent the behavior of ectons in non-steady-state conditions, 
such that the current in the gap is growing, and in steady-state conditions, reflects the mechanism for the 
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initiation of an respectively.. 
Figure 2 presents electro-optical photographs 

of the evolution of a glow in a gap in the process 
of a vacuum discharge [4]. They were taken for a 
pulse generator charged to a voltage V0 which was 
discharged through a resistor of resistance R. 
Three phases of the process can be distinguished: 
(1) There is no glow in the gap. This is the stage 
of breakdown during which energy concentration 
in a cathode microvolume takes place (Photo I). 
(2) A glow appears in the gap initially at the 
cathode and then at the anode. This is the spark 
stage (Photos from 11th to IXth). The cathode 
glow testifies to the appearance of an ecton, the 
ending of the breakdown phase, and the beginning 
of the spark stage. The number of Fig 2. Typical photographs ofthe glow in a copper electrode 
microexplosions varies from photo to photo. The gap, corresponding to different stages of breakdown 
microexplosions have a random character. The   development (d = 0.35 mm, V0 = 35 kV,  D, and ft: lens 

,    ,      , 4     * A *!,„ „„nAa ,„;tV.   apertures). The pictures are taken of different discharges, cathode plasma propagates toward the anode with   aPCIUU1   >       f 
a velocity of-2-106 cm/s. In Photo VI, the appearance of a glow at the anode is seen. This is the result of 
the heating of the anode by the current of explosive electron emission. (3) When the cathode and the 
anode plasmas close the gap, the discharge goes to the arc phase (Photo X). In the spark phase, the 

current grows to its peak value ia = VQIR. 
So, we will believe that the processes occurring in breakdown lead to concentration of energy in a 

cathode microvolume, and this energy reaches values sufficient for the material in the microvolume to 
explode and for an ecton to appear. By a spark we will mean the process from the beginning of a 
microexplosion at the cathode to the instant the current reaches its highest value determined by the 
applied voltage and the circuit resistance. The following steady-state operation of the discharge will be 
referred to as an arc. With that, we suppose that the spark and the arc currents are high enough for the 

process to be self-sustaining. 

4.2 The vacuum breakdown 

The processes occurring in a vacuum breakdown strongly depend on the surface condition of the 
electrodes and on the quality ofthe vacuum. With thoroughly cleaned electrode surfaces and a high-grade 
vacuum, breakdown occurs due to the current of the field emission proceeding from cathode 
microprotrusions, and to the Joule heating and further explosion ofthe microprotrusions. The evidence 
for this is as follows: The numerous experimental data reviewed in [4] show that for the above 
conditions, there are two criteria for the appearance of a spark: For the mode where a dc voltage is 

applied to the gap we have [4] 
j = consti (-4,1J 

and for the pulsed mode [3, 4] 
(4.2) j 7 dr =const2, 

where; is the FE current density at the tip of a microprotrusion, td is the' time delay to explosion, and the 
constants characterize the cathode material and the shape ofthe microprotrusion. Relation (4.1) implies 
that the electric field at the surface of microprotrusions remains unchanged irrespectively of the gap 
spacing. This follows from the data reported in [20-22] and summarized in Fig. 3. 
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A theoretical description of the initiation of 
an ecton by FE current has the goal to explain 
relations (4.1) and (4.2). It turns out that this is 
possible in terms of the Joule model of the 
heating of a microprotrusion. The heating of a 
cylindrical cathode microprotrusion by the FE 
current it carries in the steady state gives rise to 
a threshold current density and subsequent 
explosion provided that 

(4.3) 

where h is the height of the protrusion and A is 
the heat conductivity. Thus, for a protrusion of 
height 1 urn, the current density j is 2-108, 
0.5-108, and 0.25-108 A/cm2 for copper, 
tungsten, and nickel, respectively. With short 
pulses, the threshold FE current density is higher 
than that for the steady-state case. If the pulse 
duration   rp   is   much   shorter  than   the   time 

£,V/cm 

d,mm 
Fig. 3. Local breakdown field at cathode versus electrode 
separation for tungsten electrodes. Data from [20] (/), [22] 
(2), and [21] (3). 

required for a discharge to go to the steady state, 
the relation 

tn « h2pc (4.4) 

Fig. 4. Comparison of experimental data with predictions of 
an FE theory, taking account of space charge. Work function 
<p = 4.50 (/), 3.19 (2), 2.80 (3), and 2.44 eV (4); (5) the 
Child-Langmuir curve [23]. 

is valid. For instance, if for tungsten we have h = 0.6 um, relation (4.4) is satisfied even with rp = 10 ns. 
For condition (4.4) fulfilled, the temperature of a cylindrical emitter increases with time by an 
exponential law: 

7b exp     ° 
df 

pc (4.5) 

Let the current density be invariable in time. If we assume by convention that a protrusion will explode as 

a certain critical temperature, rex, is reached, the time delay to explosion will be determined from relation 
(2.2), which is similar to relation (4.2). Thus, the simple Joule model for the heating of protrusions offers 
an adequate explanation of the principal experimental criteria given by Eqs. (4.1) and (4.2). It should be 
noted that these are criteria for the appearance of a spark rather than criteria for breakdown. These 
criteria yield the time td being the duration of the breakdown stage. 

To pass from relations (4.1) and (4.2) to the dependence between the time td and the electric field E, 
we write an approximation of the Fowler-Nordheim formula: 

„3/2 
-exp -B (4.6) 

Here,; is the current density (A/cm2), A = 1.55-10-6 (A), E is the electric field (V/cm), B = 6.85-107, and 
<p is the work function of an electron outgoing from the metal. Formally, formula (4.6) suggests that the 
electron current density may reach 1010 A/cm2 and even more. However, even when the current density is 
as low as of the order of 108 A/cm2, the dependence j(E) shows a departure from the F-N theory which is 
reflected in a less intense rise of the emission current (Fig. 4) [23]. It turned out that this effect is inherent 
in all investigated metals such as W, Mo, Ta, Re, etc. The above departure is the greater, the higher is the 
current density and the lower the work function. This effect is due to the influence of the space charge of 
the emitted electrons. With high electric fields and current densities, the influence of the space charge on 
the character of the dependence j(E) is predominant. In this case, the dependence j(E) is governed by the 
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Child-Langmuir law which is written as [24] 

J = 
4    (2e 
öE°r~ 9    \m 

E-3/2 -1/2 
(4.7) 

where s0 is the dielectric constant, e and m are the electron charge and mass, respectively, and rtm is the 
radius of the emitting surface. Dependence (4.7) is presented in Fig. 4 by curve 5. Investigations of many 
researchers have demonstrated that with voltage pulses of duration lO^-lO"6 s applied to a tungsten 
emitter, one can achieve current densities of up to 109 A/cm2 [4,25]. High current densities cause 
microemitters to explode. If/ remains unchanged within the time U and the current density is determined 
by the F-N formula, we have 

h (iBg,^ 
eXI\— 

fd = (4.8) 
A

2
EV 

where A and B are constants depending on the work function of the material and E is the electric field at 
the tip of the protrusion. Equation (4.8) demonstrates a strong dependence of tA on E. This strong 
dependence takes place only at comparatively low fields at the protrusion surface when/ < 108 A/cm2. 

At high values of the current density, the latter is limited by the electron space charge in the region 
adjacent to the protrusion. Therefore, we have fd oc E3, which is confirmed experimentally (Fig. 5) [4]. 
Thus, measurements of td have confirmed that the delay to the appearance of EEE current is due to the 
delay of the onset of a microexplosion at the cathode and that the value of fd depends only on the field E, 
which is confirmed experimentally [4]. For a liquid-metal cathode, its surface structure is destroyed 
under the action of electro-static forces. Tonks [26] considered the balance of the surface tension, gravity, 
and electrostatic forces. The condition that a horizontal liquid-metal surface is unstable has the form 

E'     a e0-^->— + Pgr, (4.9) 

where p is the density of the material, a is the coefficient of surface tension, g is the gravitational 
acceleration, and r is the radius of the liquid surface. The lowest value of £ at which the liquid surface is 
destroyed corresponds to an optimal value of/- = r0, such that inequality (4.9) becomes an equality. Thus, 
for mercury the electric field at which the surface starts destroying is 53 kV/cm and r0 is 0.37 cm [27]. 
When inequality (4.9) is fulfilled, a hump startsgrowing on the liquid-metal surface. The electric field at 
its surface increases, which leads to a larger extension of the liquid at this place. Initially, the hump has a 
nearly spherical segment shape (Fig. 6) and then it transforms to a cone. With that, the tip radius 
decreases. A protrusion like this can explode under the action of FE current. Thus, for the case of a 
liquid-metal cathode, the breakdown process involves extraction of a microprotrusion from the liquid 
metal. To summarize, under ideal conditions where 
only microprotrusions are present on the cathode 
surface and there are no contaminants and adsorbed 
gas, the appearance of the first ecton results from the 
energy concentration in a cathode microvolume due 
to the Joule heating of the cathode microprotrusions. 
In this case, the principal processes in the breakdown 
are the passage of FE current and the heating of 
microprotrusions prior to explosion. 

However, there is a great deal of experimental 
data    which    suggest    that    other    breakdown 
mechanisms also exist [4, 28]. Let us take a brief 
look at them. 

1. The FE electrons are accelerated in the vacuum gap and transfer their energy to a region of the anode 
surface causing its heating and vaporization and gas desorption from the anode. This leads to the 
appearance of a flow of plasma and ions from the anode to the cathode. 

3200     E.'kV.cm 

Fig. 5. Time delay to breakdown versus average 
electric field for electrodes made of various materials. 
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2. The metal and impurity particles weakly attached to the electrodes, under the action of the voltage 
applied to the gap, when hitting the opposite electrode, may create conditions for breakdown (heating and 
evaporation of the particles, deformation of the electrode surface, gas desorption, etc. 
3. Under the action of the ponderomotive forces of the electric field, changes of the electrode surfaces 
may occur, namely, formation of micropoints, breakoff of material pieces, deformation of the surface of 
liquid metals, etc. Thereafter, the first or the second mechanism comes into effect. 
4. The nonmetal inclusions and films present on the cathode may become efficient emission centers 
because of the decrease in the work function of the cathode metal or of the breakdown of inclusions and 

films which plays the role of a trigger discharge. 
5. Gas desorption from the electrode surfaces favors the appearance of a gas discharge initiating the 

breakdown of the vacuum gap. 
In our opinion, all these mechanisms, forced initiation included, eventually lead to energy 

concentration in a cathode microvolume, explosion of the material in this microvolume, and formation of 
an ecton. Two criteria are necessary for the ecton process to be self-sustaining: the required energy 
density, w0, and critical mass, mo, formed as a result of the explosion. For some metals ( Cu, Al, Ag ) the 

criteria are approximately follows: 
w„*5-104J/g; m0*10-13g (4-10) 

A fundamental role in the process of energy concentration is played by the plasma generated at the 
cathode. Let us consider this process in more detail. 

4.3 Plasma initiation of breakdown 

It is well known that a vacuum discharge can be initiated 
by   supplying  plasma   to   the   cathode.   This   process 
strongly depends on the dielectric films and inclusion 

Fig. 6. Microprotrusions on a mercury surface grown ^^ ^ formation of ectons under the 
at different electric fields between electrodes. The f 
field in case (a) was lower than in case (6). action of the plasma produced by  a plasma gun  is 

described in [4]. The plasma arrived at the nearly placed 
cathode. Ectons appeared when dielectric contaminants were obviously present on the cathode surface. 
This testifies to the energy concentration in a cathode microvolume. The most probable appearance of an 
ecton was at a distance less than 100 urn. The probability was the higher, the closer the plasma source 
was located. With that, the lowest plasma density was 1016 cm"3. For thoroughly cleaned and degassed 
cathodes, the appearance of ectons was not observed. Ectons were observed to appear at a very short 
distance'from the plasma source to the cathode (about 5 urn), when the cathode surface had been 
thoroughly cleaned from oxides and dielectric impurities [29]. In this zone, the plasma density was_of the 
order of 1020 cm"3 and the ion current density at the cathode was of the order of 107 A/cm2. The 
formation of new ectons at a short distance (of the order of several micrometers) was judged from the 
current waveform and by the appearance of microcraters. What are the reasons for these effects? When 
plasma is flowing over the surface of a cathode in the presence of an electric field, there takes place the 
effect of enhancement of the current density at the cathode microprotrusions. 

Let us consider three configurations of a microprotrusion on a plane cathode: a cylinder, a cone, and 
a sphere (Fig. 7). If such a microprotrusion is flown up with plasma, an ion current h = jiS (withy- being 
the ion current density and S the surface area of the protrusion) will flow over the protrusion surface. 
When the current will enter the cathode, the area through which it will pass equals nrz for all three 
microprotrusiönJgeometries. So the current density at the cathode will be 

j=hSlnf. (4-11) 

The area S will be 2nrh, nrl, and 4nR2 for a cylinder, a cone, and a sphere, respectively (with / being the 
generatrix of the cone). With that, the current density enhancement factor, fi, will be, respectively, 2h/r, 
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llr, and 4Ä V. a b r. 
The effect of current density enhancement 

holds not only for an ion current but also for any 
current emitted or received by the cathode 
surface. For instance, if the cathode surface is 
heated to a high temperature, the surface of a   — 
cathode microprotrusion will emit a thermal field       ~"l h- 2r —> r k- -•) |«-2r 
emission current whose density in the cathode   Fig' 7" Cathode microprotrusion geometries for definition of 
„„•, n u     a 4-- i.- i.      *i_      .i     J      -x     the coefficient of current density enhancement: cylinder (a), 

region will be ^ times hlgher than the density   cone(6)andsphere(c) 

averaged over the surface area. This conclusion is 

also valid for the backward current of the plasma electrons flying toward the cathode. The above effect is 
important for the self-sustaining of microexplosive processes, i.e., for the appearance of secondary 
ectons. Moreover, if irregularities are in the close vicinity of an explosive center, the ion current density 
at them may be rather high, which, in view of the effect of its enhancement, leads to a microexplosion at 
the cathode surface. Actually, the ion current density is given by 

Ji = tfniVi/4, (4.12) 

where qx is an average charge of the ions, m is their density, and v; their velocity. Since the ion density 
decreases with distance x from the emission center as m oc 1/x2, one should expect that the effect of 
current density enhancement will be strong near the emission center [29]. 

The influence of the cathode plasma on the energy concentration in a cathode microvolume becomes 
much more pronounced when a dielectric film or a dielectric inclusion is present on the cathode surface. 
Let a dielectric film be present on the surface of a cathode with a metal microprotrusion located beneath 
the film. If this system is in an electric field and plasma arrives at the dielectric surface, the ions moving 
toward the dielectric film will charge it. The electric field in the film will be 

E=jit/£E0, (4.13) 

where s is the permittivity of the film and t is the time. As the electric field reaches a certain value, the 
film is broken down. The breakdown current will give rise to an ecton. Thus, we have shown that there 

are two ways of the plasma-assisted initiation of ectons. One of them is associated with the charging of 
dielectric films and inclusions on the cathode by the plasma ions and the other with the enhancement of 
the current density at cathode microprotrusions. 

If we assume that an ecton is formed with the electric field inside the dielectric E > 106 V/cm, then, 
in order that the dielectric film be charged and broken down within a time t < 10~9 s, the relation 

«iVj > 1023 cm~V (4-14) 
must be satisfied. For v; ~ 106 cm/s and m ~ 1017 cm"3, the appearance of ectons under the plasma arrived 
at the cathode can be expected. For the second way of the plasma-assisted initiation of ectons, with the 
current density being 109 A/cm2, the relation 

niViMO28/^', (4.15) 

should be fulfilled. If we suppose that /3j » 102-103, then, in order that ectons be initiated, it is necessary 
that, provided that the ion density be the same, the plasma density should be two or three orders of 
magnitude higher [1]. This explains why an ecton can readily be initiated with a low-density plasma at a 
contaminated cathode, while at a cleaned cathode an ecton is initiated only with a high plasma density (of 
the order of 1020 cm"3). Other methods for the initiation of breakdown are eventually reduced to the 
creation of plasma at the cathode. For instance, a general way is to focus laser radiation onto the cathode 
surface [13, 30, 31]. The appearance of plasma is observed when the radiation energy flux density is in 
the range 0.01-10 J/cm2. This energy is insufficient for the cathode metal to explode but sufficient for a 
plasma blob to appear at the cathode. This action causes a heating of the cathode surface, gas desorption, 
evaporation of the metal, and thermal electron emission. This leads to ionization of the vapor by hot 
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electrons. For instance, thermal electron emission from the surface of tungsten was observed when the 
intensity of irradiation was over 2.5 TO7 W/cm2 with the laser pulse duration 50 ns. The thermal electron 
current density was 0.5 A/cm2. The cathode plasma generated by laser radiation gives rise to an ecton and 
leads to vacuum breakdown. The adsorbed gas present on the cathode encourages the process of 
breakdown. The influence of the adsorbed gas on the initiation of ectons is twofold: On the one hand, this 
gas affects the work function of the metal and thus participates in the initiation of ectons by FE current 
and, on the other hand, after desorption and ionization, it acts on the metal like plasma. With electric 
fields E> 107 V/cm, field desorption takes place. 

In our view, ectons also appear when a microscopic material particle accelerated to a high velocity 
hits a cathode. With that, three options for the initiation of an ecton can be qualitatively distinguished. If 
the velocity of the particle is not very high, its impact on the cathode results in a heating of a cathode 
microregion, gas desorption and evaporation of the cathode material in this microregion and of the 
particle itself, ionization of the gas.and the vapor, and appearance of an ecton due to the plasma-cathode 
interaction. At a high velocity, the particle may give rise to a microexplosion and to produce an ecton on 
its direct interaction with the cathode. 

5. THE VACUUM SPARK 

The vacuum spark most clearly shows up the properties of ectons and EEE under non-steady-state 
conditions. The role of EEE in a vacuum spark was identified based on the results of a three series of 
experiments performed using nanosecond high-voltage pulses [4]. First, the electron current at the initial 
stage of a vacuum spark was investigated. Second, the cathode and anode glows were observed using an 
electron-optical image converter with nanosecond exposure times and light amplification up to 106 times. 
Third, the character of the cathode and anode erosion was investigated and the mass of the material 
removed from their surfaces was measured. Let us discuss in detail the results obtained. 

All experiments were performed with a nanosecond pulse generator. The current rise proceeds 
within a time interval which involves the time delay, ta, and the closure time, rc [4] (Fig. 8). The time tc 

is generally taken as the time between the points where the current makes up 0.1 and 0.9 of its amplitude 
value, U, defined as Vo/R, wher*e V0 is the voltage amplitude and R is the resistance of the discharge 
circuit. The time rd is associated with the breakdown phase, tc with the spark phase, and the subsequent 
time with an arc discharge. The electrodes used in the experiments were made of copper, aluminum, 
tungsten, molybdenum, steel, lead, and graphite; the gap spacing, d, was varied from 0.1 to 1 mm. 

The conclusions made about the time tc for plane electrodes are as follows: The closure time tc 

increases linearly with gap spacing and does not depend on the amplitude of the applied voltage. The 
current rise rate di/dt decreases with increasing gap spacing and increases with voltage. The ratio dltc is 
of the order of 106 cm/s for all electrode materials investigated (Fig. 9). It is interesting that the 
regularities found for the closure time tc are the same for pulsed and dc vacuum discharges. 

The regularities found for the closure time tc are accounted for by the expansion of the cathode 
plasma resulting from a microexplosion. Electron-optical records of the cathode glow (see Fig. 2) show 
plasma microblobs appearing a few nanoseconds after the application of voltage [4]. These microblobs, 
named cathode flares (CF), represent the plasma formed as a result of an explosion of the cathode 
material in surface microregions. Generally, a single or several CFs appear at the cathode, depending on 
the overvoltage across the gap. At a dc breakdown, only one CF appears. It has been shown [4] that the 
glow of the CF plasma is interrupted in character and for a copper cathode its periodicity is 3-5 ns. This 
may be an indication of disappearance of ectons and appearance of new ones at the cathode surface. 

For copper, the velocity of motion of the cathode flare is about 1.6-106 cm/s. An investigation of the 
regularity of the EEE current rise has shown that this rise is limited by the space charge of the electron 
current emitted by CF. In the general form, this regularity is written as 
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i = A0V3a P(\tld) (5.1) 

Fig. 8. Current waveform in vacuum discharge. 

200 

where Ao is a constant depending on the gap geometry, 
V is the voltage between the cathode and the anode, v is 
the velocity of expansion of the cathode plasma, d is the 
gap spacing, and t is the time. For a single CF at a 
cathode of radius r < \t with d » \t we have F(vt/d) 

oc \tld. For this case, the current rise rate at the initial 

stage of EEE is given by 

(5.2) 
at a 

■Env, 

o 

2 4 
Gap spacing d [mm] 

Fig. 9. Closure time versus vacuum gap spacing for 
electrodes made of aluminum (/), copper (2), and 
molybdenum (5). 

Fig. 10. Current density burst at anode along the 
discharge axis. V = 30 kV, d - 4 mm. 

where Eo is the initial field in the gap. For Eo « 10 
V/cm, v = 2-106 cm/s, V0 » 104 V, and Ao * 3.7-KT5 

AV~3/2, di/dt will be on the order of 1010 A/s, as obtained 
in experiment [4]. The linear rise of the closure time tc 

on the gap spacing d follows immediately from formula 
(5.1), as for a fixed current we have \tjd = const and, 

hence, tc proportional to d. 
After a time, in addition to the CF, an anode flare 

(AF) appears, which is due to the heating of the anode 
surface by the EEE current (see Fig; 2). This fact 
together with the existence of intense X-radiation at the 
anode during the time the CF moves toward the anode 
and the reflection of the beam by the magnetic field 
perpendicular to the electric field are strong evidence for 
the electronic character of the current emitted by the 
cathode after the appearance of an ecton at the cathode 
surface. An important information about ectons can be 

obtained by investigating the local current density at the anode. If we make a hole in the anode and 
measure the electron current, we may observe intense current bursts on the background of a monotonicly 
rising spark current [4]. This suggests that at local sites of the cathode new electron sources - ectons - 
appear. Figure 10 shows a current burst at the discharge axis for copper electrodes: a point cathode and a 
plane anode. The duration of this burst was ~10 ns. Current bursts of the same duration were observed for 

a voltage of 20-200 kV and gap spacings of 1-17 mm [4]. 
Examination of the microcraters formed on the cathode has revealed two types of microcraters. First, 

there are many craters at one and the same place. Second, there are craters located at a certain distance 
from one another. Both types of craters may be produced by a single discharge (Fig. 11). Craters of the 
first type appear due to the fact that liquid-metal jets interacting with plasma explode and produce new 
craters at the same place. Craters of the second type may be formed for two reasons: by several 
simultaneous microexplosions initiated by simultaneous Joule heating of several micropoints (as can be 
seen in Fig. 2) and by a plasma-initiated microexplosion occurring due to charging and breakdown of 
dielectric inclusions on the cathode surface or due to the effect of current density enhancement at 
microprotrusions flown over with plasma (see Sec. 4). A detailed study of the craters has been made by 

B. Juttner et. al. in a number of papers, which are generalized in a thesis [33]. 
We can estimate the existence time of EEE current, i.e., the existence time of an ecton, U, from the 

radius of a corresponding on the cathode surface crater (rc« 2-10"1 cm). If the crater radius is related to 

heat conduction, it is found from the formula: 

rc « 2(afe) (5.3) 
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a 

Fig. 11. Micrographs of the surface of a copper 
cathode after a single current pulse with t9 = 20 
(a), 50 (6), and 100 ns (c); d = 3 mm, V = 30 kV. 

We have a « 1.6 cm2/s, and so fe * 6 ns. About the same 
value of tc can also be inferred from the micrograph given 
in Fig. 11. Here, three craters have been formed at the same 
place within 20 ns. Therefore, the lifetime of each of them 
was ~ 6-7 ns. Important data about the spark stage of a 
discharge have been obtained in studying the ejection of 
drops from a cathode [4]. For a copper cathode, the reduced 
specific number of ejected drops has been obtained to be in 
average y& « 2-107 C1. The maximum of the drop diameter 
distribution for the pulse duration ranging from 30 to 300 ns 
remained fixed and corresponded to the drop diameter ~ 0.1 
\im. This is strong evidence in support of the cyclic nature 
of the processes occurring at the cathode in a vacuum 
discharge (see Fig. 10). If we assume that the appearance of 
drops is an element of an ecton cycle, this means that the 
duration of an ecton process is shorter than 10 ns (Fig. 12). 
Thus, we have found that te » 5-10 ns. From the foregoing, 
a model of a vacuum spark emerges as follows: After the 
appearance of a first ecton through spontaneous and 
secondary processes, new ectons appear whose number 
depends on the current and duration of the spark stage. If 
each ecton has a charge qt and one drop corresponds to one 
ecton, the charge of one ecton will be 

9e = Uy&. (5.4) 
For yd » 2-107 C_l we have qc » 5-10-8 C. Since qt = itte, 
then for fe = 5-10 ns the ecton current will be ~ 5-10 A. 
The number of ectons initiated during the spark stage, No, 
will be determined from the relation 

No« lidt/gt=rd)'dt, (5.5) 
o o 

where ts « tc is the duration of the spark stage. Since the 
total charge transferred during the spark stage can be found 
approximately as Qs » rsia, where ia is the pulsed current 
amplitude, we have 

M> = /dtsia » Tdhdhzc, (5.6) 
where vac is the velocity with which the cathode plasma 
approaches the anode plasma. From Eq. (5.4) it follows that 
the number of electrons in an ecton is ~ 3-10". 
For a current of 100 A, d - 1 cm, and vac = 2-106 cm/s, the 
total number of ectons initiated during the spark stage will 

be, according to Eq. (5.6), No = 103. Let us now estimate 
the reduced mass removed from the cathode in the spark 
stage of a vacuum discharge. According to Eq. (2.6), we 
have ym = (2p/3)(a/h)in. The values of a and h should be 
taken for molten metal. For copper we.have a = 0.47 cm2/s, 

h = 3-10' A's/cm", and p = 8.9 gW, and so ym = 7.5-10"5 C"'. Measurements of ym in a vacuum 
discharge with a cathode made of a cylindrical copper wire of diameter 50 urn and with a current rise rate 

g/C [4]. The difference between estimates and of (0.3-1.1)-109 A/s have yielded in average ym = 4-10~s 
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measurements is perhaps related to the error involved in the determination of the charge from current 
oscillograms and to the use of the a and h values corresponding to a solid-state metal for a liquid metal. 

N 
300       6. THE VACUUM ARC 

200 The vacuum arc has some features making it different from 
other types of discharge. In its operation, there is a low 

100 potential difference which is localized in the cathode region 
and equals approximately the ionization potential of the 
cathode material. There is a threshold current at which an arc 

10        35   50     100 300 f   „s 
ceases to operate. The vacuum arc space between the cathode 

Fig. 12. Relative drop fraction mass (/) and and the anode consists of three regions. One of them is at the 
number of drops (2) versus pulse duration for a cathode and looks like a bright luminous spot executing a fast 
copper cathode. random motion over the cathode surface. This region is called 
a cathode spot. Another region takes most of the space between the cathode and the anode and has the 
appearance of a bright diffuse glow. This region is referred to as a positive column and plays the role of a 
plasma conductor between the cathode and the anode. It is characterized by a uniform electric field 
distribution and a comparatively low potential gradient. At the anode, a region exists which is named an 
anode region. The peculiarity of the phenomenon of a vacuum arc is in fact associated with the cathode 
spot. The problem of studying the vacuum arc is reduced to the study of its cathode spot which, as 
mentioned above, is characterized by a high current density and a high energy concentrated in a unit 
volume. To initiate an arc in a vacuum between metal electrodes, it is necessary to fulfil some conditions. 
First of all, a certain minimum potential difference should be maintained, which, for short arcs, 
approaches the cathode fall voltage Vc- Moreover, an arc will operate if only the discharge current is over 
a threshold value, ith, depending on the electrode material. 

The now available techniques for the initiation of a vacuum arc are as follows [32]: initiation of 
breakdown in the vacuum gap with a fixed electrode.separation, approaching the electrodes to one 
another, breaking the circuit, passing a current through a semiconductor immersed in liquid metal, 
inducing the glow-to-arc transition, producing a plasma flowing over the cathode surface, etc. We will 
not consider these techniques in detail but only note that all them are eventually reduced to the 
concentration of energy in a cathode microvolume and to the initiation of a primary ecton. 

A cathode spot is a small bright luminous region over the cathode surface through which the current 
transfer between the cathode and the arc column occurs. In the spot region, the cathode surface is heated 
to a temperature being much over the boiling point of the cathode material. A recent review of the 
cathode spot studies has been made by [13]. Cathode spots come in two types [33]. A first-type cathode 
spot consists of individual bright spots located at a certain distance from one another. For these spots, the 
mass of the cathode material removed per unit charge is not large (for copper ym = 5-10-7 g/C). Spots like 
these appear due to the excitation of ectons on charging dielectric films and inclusions by the current of 
the plasma flowing over the cathode. This is so indeed since first-type spots do exist only at a cathode 
which has not been cleaned from contaminants. At a cathode thoroughly cleaned by heating, ion 
bombardment, or by other techniques, second-type spots appear which have large dimensions and consist 
of individual fragments. Furthermore, first-type spots, when operating for several hundreds of 
microseconds (with a current on the order of 100 A), change into spots of the second type. This can be 
accounted for by the fact that that within this time the cathode surface is cleaned from adsorbed gases and 
dielectric inclusions and films. For second-type spots, ym is much greater (on the order of lO^-lO""4 g/C). 

Kesaev [32] has shown that a cathode spot contains individual cells which carry a current being not 
over than the doubled threshold current. When the current becomes higher than the doubled threshold 
current, it is observed that some cells cease to exist and new cells appear through division of the 
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remaining ones. The cathode spot ejects plasma, vapors, and drops of the cathode material. The 
appearance of a cell, its functioning and the following death make up an arc cycle. 

We will proceed from the Kesaev's idea that a cathode spot consists of individual cells, each 
carrying a current equal to the doubled threshold arc currents: im = 2i'th- For copper we have ith = 1.6 A. 
In our opinion, the functioning of a cathode spot cell is a typical ecton process. An ecton is formed as a 
result of the interaction of a molten-metal jet with plasma. Such jets are ejected from the cathode surface 
due to a high pressure in the microexplosion zone, which may reach 104-105 arm [4]. For a current 
exceeding the threshold arc current, a liquid-metal jet forms a drop which, still before its break-off, 
provides an enhancement of the ion current density at the jet-drop joint. This results in concentration of 
energy at the joint and in a microexplosion initiated by Joule heating of the joint [1]. 

In our view, an arc cycle involves two processes (Fig. 13). The first one, whose duration is fe, is the 
operation of an ecton, and the second one, whose duration is ti, is associated with the ion current flowing 
in the cathode region. In Fig. 10, the time te corresponds to the low-voltage stage and t\ to the stage with 
an increased voltage. Let us use the notation a = t\ltz. Within the time fe, the ecton current flows and the 
formation of a new liquid-metal jet is completed. Within the time t\, a new ecton is induced. Thus the 
process becomes self-sustaining. 

For an ecton produced as described above, i.e., on detachment of a drop or with a drop being a 
constituent-of an ecton cycle, the criterion for the arc cycle to be self-sustaining is written as 

Ydfclm^l, (6.1) 
where yd is the number of drops produced per unit 
charge and tc = te + t\ is the time of the arc cycle, 
where tc is the electronic phase of the cycle and tx is 
the ionic phase of the cycle. Assume that a liquid- 
metal jet has the shape of a cone [10, 34]. Then the 
ecton lifetime and the mass of the metal removed 
from the cathode will be determined from formulas 
(2.3) and (2.4) with i = 2i'th. For an arc, the reduced 
mass removed from the cathode is given by 

rm=TMl-«)#     • (6.2) 

Fig. 13. Arc cathode potential oscillations for a copper 
cathode with a current of 4 A. 
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Fig. 14. The right branch of the Paschen curve 
V =fij>d) for air (/) and hydrogen (2) [45]. 

For copper we have a = 0.2, a = 0.42 cm2/s, h - 
3-109 A2-s/cm4 [10, 34] and, hence, ym « 0.6-10^ g/C. 
Daalder [35] in his experiments obtained ym« 
0.4-10 g/C. Studies of the vacuum discharge have 
shown that the explosion of micropoints on the 
cathode is accompanied by ejection of cathode plasma 

which propagates toward the anode with a velocity v > 106 cm/s [4]. This results in the appearance of a 
positive ion current flowing toward the anode, k, (anode erosion) whose fraction in the total arc current is 

Uli = ymqZe/m3, (6.3) 
where i is the arc current, q is an average ion charge, Z is the degree of ionization of the plasma, ma is the 
atomic mass, and e is thecharge of an electron. According to the data of Kimblin [36], Z = 0.55 and the 
average charge q = 1.5 [37] or 1.85 [38]. We take an averaged value: q = 1.7. Substitution of ym 

determined from Eq. (6.2) into Eq. (6.3) yields j'i « 0.08i, which agrees with the experimental data of 
Kimblin [36]. For further estimates it is necessary to know the cone angle 0. For known a and tc we can 
find fe and determine 0 from Eq. (2.3). For our case we have 0» 0.53. The cone angle can also be found 
knowing the reduced number of drops yd ejected by the vacuum arc cathode spot. For instance, for silver 
we have yä « 1.4-107 C"1 [39]. According to Eq. (6.2), for j'th = 1.6 A we obtain the time of the cycle tc » 
22 ns, which is close to the value measured from potential oscillations. For the general case, substituting 
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(6.1) into (2.3), we obtain 
■3, 

04«^-! ±£f. (6.4) 
7t2(l-a:) a2h 

From Eq. (6.4) it follows that 6 = 0.54. Now we dwell on the estimation of the arc current density. It is 
different for different points in time. The current density at the instant an ecton is initiated will be found 
from the relation j\ = h • Since we have h » 109 AVcrrf4, the time delay to explosion is U ~ 10~9 s. For 
the instant the ecton ceases to operate, the current density will be determined from the formula 

7e =nah 02/im- (6.5) 
For copper it will be 2.2-108 A/cm2. However, the current density is commonly estimated from the 

measured radius of the crater, rc, on the cathode surface and from the arc current. Estimation of the crater 
radius by the formula rc = 2(atc)

ln yields rc » 2-1CT4 cm, which is close to the data of [40] for arc 
currents i < 10 A. For this case, the apparent current density defined as jc = i'm/(7irc

2) will be 2.7-107 

A/cm2. This is close to the measured value for copper [40]. Based on the ecton mechanism of a vacuum 
arc, the Tanberg effect [41] can be explained. This effect is that during the operation of an arc, a force 
acts on the cathode that seeks to increase the distance between the cathode and the anode. The Tanberg 
effect is characterized by a parameter,/, which is the force per unit current: 

/ = mev/(2re(m), (6.6) 
Here, v is the velocity of the cathode plasma. According to Tanberg [41], for copper this velocity is ~106 

cm/s. The number two in Eq. (6.6) accounts for the anisotropy of the plasma expansion. In view of the 
relation mj{tcim) = ym, we have 

EL{. 
1/2 

/=f[Jj     • (6-7) 
For copper we obtain/ « 30 dyn/A. The experimental data of Tanberg yield 20 dyn/A for the reduced 
force. The above results show that the ecton mechanism offers a satisfactory explanation to the operation 
of the cathode spot of a vacuum arc. The threshold current, the cathode fall potential, the plasma jet 
velocity, and other parameters of the arc phenomena are explained in terms of the ecton mechanism in 
our works [1, 4, 34]. Interesting evidence for the existence of cyclic processes in an arc is also provided 
in [42]. 

7. ECTONS m A GAS DISCHARGE 

7.1 Departure from the Paschen law 

We think ectons play an important part in many types of electrical discharge in gases. The appearance of 
ectons has the result that the classical discharge mechanisms are violated. The reasons for the appearance 
of ectons at the cathode are the same for gas and vacuum discharges. They are the explosion of cathode 
microprotrusions caused by the high FE current resulting from a high electric field at the cathode and the 
breakdown of dielectric films and inclusions present on the cathode surface due to their charging by ions 
from the discharge plasma. On the one hand, the gas present in the discharge gap facilitates the initiation 
of ectons owing to the existence of the gas discharge plasma and the dielectric films formed as a result of 
the interaction of the gas and the metal. On the other hand, a microexplosion at the cathode surface is not 
necessarily accompanied by a fast rise of the current because present an obstacle to the current rise the 
atoms and molecules met by the ecton electrons in their motion. A manifestation of the ecton processes is 
the violation of similarity laws, in particular, in the Paschen law. The latter relates the statistical 
breakdown voltage, V, to the gas pressure, p, and the gap spacing, d, as V = ftpd). 
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A departure from the Paschen law is generally 
observed for three portions of the Paschen curve: the 
right branch corresponding to high pressures, the left 
brunch corresponding to low pressures, and the region 
of the minimum. For all these portions, the average 
electric field in the gap is high enough (on the order 
of 106 V/cm and more) for FE to occur from 

individual cathode microprotrusions. The emitted 
electrons ionize the gas and the resulting ions move 

toward the cathode. With that, FE is enhanced by the 
ion space charge, which further increases the FE 
current density. Eventually, all this leads to the 
formation of ectons. As can be seen from Figs. 14, 15, 
and 16, any departure from the Paschen curve results 
in a decrease in breakdown voltage compared to the 
breakdown voltage determined by the Paschen law. 

7.2 Constriction of a volume discharge 

Another manifestation of the ecton processes in a gas 
discharge is the constriction of the discharge, i.e., its 
transition from spatial to channel operation [43]. 
Examples of space discharges are the low-pressure 
glow discharge, the self-sustained pulsed space 
discharge operating at both low and high pressures (1 
atm and more), and, finally, the non-self-sustained 
discharge with intense external ionization, e.g., by an 
electron beam [44]. 

For space discharges, the discharge constriction 
begins directly at the cathode because of the initiation 

0 10 20 30 40 50 60 70 d/um 
Fig. 16. Neighborhood of the minimum of the Paschen 
curve: (/) points on the Paschen curve; (2) points of 
deviation from the Paschen curve, and (3) points 
corresponding to the average electric field 3-105 V/cm 
[43]. 

of an ecton by FE current or by breakdown of the dielectric film present on the cathode surface. In view 
of the fact that discharges of all mentioned types constrict in the same manner, we consider this effect for 
a glow discharge as an example. 

Characteristic features of a glow discharge are the spatial character of the current flow and the 
presence of a cathode fall potential layer owing to which electrons from the near-cathode regions come 
uniformly into the discharge column. The potential fall across the near-cathode regions is typically equal 
to several hundreds of volts and the size of the near-cathode region is established such that conditions for 
the discharge to be self-sustaining are provided through ionization processes in the gas and through 
secondary processes at the cathode. 

The secondary electrons appear at the cathode on its bombardment by positive ions, due to 
photoeffect, and on bombardment of the cathode by fast neutral atoms resulting from charge exchange 
and other processes. These processes provide, as a rule, a uniform current density of secondary electrons 
at the cathode and, correspondingly, a homogeneous structure of the cathode layer. For a normal glow 
discharge, the current density remains constant, while the total current increases due to the increase in the 

area taken by the discharge at the cathode. Once the discharge has- taken the entire surface, further 
increase in the total current in the circuit results in an increase in its density and in discharge operating 
voltage. The glow discharge in this case is said to operate in an abnormal mode. As a certain current 
density is achieved in an abnormal discharge, this results in a jumpwise glow-to-arc transition. 
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The glow-to-arc transition is accompanied by redistribution of the current in the discharge column 
(column constriction) and of the current at the cathode (current localization in the cathode spot region). 
There are two viewpoints on the mechanism of the glow-to-arc transition. 

One viewpoint implies that the discharge constriction is due to the instabilities appearing in the 
discharge column. For instance, for a glow discharge operating in a long tube, the column may constrict 
owing to the fact that more energy is released at the axis than in the peripheral regions. This results in 
heating of the gas and in a decrease in the density of neutrals. The decrease in neutral density in turn 
leads to more intense power dissipation at the discharge axis [46, 47]. 

However, another approach also exists which is based on experimental data on the instabilities 
developing in'the near-electrode regions (more often in the cathode region) and causing the discharge to 
constrict [43]. It is believed that these instabilities are responsible for the instability of the discharge 
column. This viewpoint is less represented in the literature. Even in early experiments, both the radial 
constriction of the column of a glow discharge, with the cathode layer parameters being unchanged, was 
observed as the current reached its critical value [48] and arcing induced by the instabilities having 
developed in the cathode region was detected [49]. With that, the second mechanism was realized over a 
wide range of experimental conditions, at high and at low gas pressures. 

In accordance with the concept being developed in this review, one type of instability may occur in 
the cathode region if the electric field at the cathode is high enough for FE to be initiated at separate 
regions of the surface. The FE current is then enhanced by the space charge of positive ions which leads 
to further increase in current density, explosion of micropoints, and formation of ectons. 

7.3 The corona discharge 

A corona discharge is generally realized with a point-plane electrode geometry. A high electric field 
(over 10s V/cm) takes place at the point tip at which the corona starts developing. Depending on the 
polarity of the electrode with a small radius of curvature, the corona discharge may be either positive or 
negative. The electric field at the point tip is defined as E * V/r, where r is the radius of curvature of the 
point tip and V is the potential at the point. At a high field near the point, the gas is intensely ionized 
since the coefficient of impact ionization strongly depends on electric field. From the data reported 
elsewhere [45] it can be concluded that some effects observed in a negative corona may be treated as 
ectons. First, at the cathode of a negative corona, bright cathode spots are observed. Second, Meek and 
Craggs [45] paid attention to holes appeared on the negative point with coronas operating in nitrogen and 
hydrogen. In the experiment described in [45], positive ions that reached the cathode had energies not 
over 1 eV; therefore, the appearance of "craterlike holes" seemed very strange. This phenomenon was 
observed for tungsten, platinum, copper, and lead electrodes. Now this effect can be interpreted through 

the appearance of ectons. 
The initiation of ectons at the stage of the formation of a corona discharge in air was observed by 

Gamdling [48]. His experiments were performed in the main with an electrode gap of spacing 0.6 cm to 
which strictly single rectangular pulses of controllable duration were applied. The initial voltage was 25 
kV and the voltage risetime was 10"9 s. The radius of the point tip was 1 mm and more. The opposite 
electrode was a hemisphere of radius 0.3 cm. After breakdown, the point surface was examined in a 
scanning electron microscope. Moreover, the state of the test points was judged by viewing them through 
a shadow electron microscope. With a pulse of duration 3 ns, a crater appeared regardless of the polarity 
of the voltage applied to the point. However, for points of larger radius, a spot was initiated if only the 
point was a cathode. With that, erosion marks having the form of microcraters were observed on the 
cathode. The initiation of ectons at a cathode is accounted for by the development of a cathode instability. 
This is confirmed by the unlike character of the surface damage for the cathode and the anode. The 
cathode surface damage looks like grouped molten balls 1-2 urn in diameter which more often are 
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closely packed within a region of size 20-30 um. 
This means that, like in  a vacuum discharge, 
ectons are initiated at microirregularities of the 
cathode surface, appearing at the edges of the 
craters produced by preceding breakdowns. For a 
point whose polarity is negative, a cathode spot is 
initiated within a time t < 3 ns. The current 
density at the anode increases with pressure and 
for a pulse duration of 20 ns and a pressure of 76, 
152,  and  228  mm/Hg it is  equal  to   1.3-104,   „.    ,, c ,_       .    .      „ 
,,,j      jrin4»,     2 ■    ,    ,,     .      ,.      Fig. 17. Schematic view of a molybdenum cathode after 5-106 

2.6-10 , and 5-10 A/cm , respectively. Putting for  breakdowns for a discharge of duration 90 ns and current 20 

the electron drift velocity v = 10 cm/s, we obtain   kA [52]. 
that the electron density in the widest part of the 
diffuse channel near the anode is on the order of 1016 cm"3. 

7.4 The pseudospark discharge 

In the recent decade, the pseudospark, a variety of the high-current space discharge, has been studied 
extensively [50]. This is a discharge with a hollow cathode and a hollow anode. It is initiated in high- 
current switches, which outperform thyratrons, and in electron sources. Of particular interest for this type 
of discharge is the emission mechanism that provides an average current density of 104 A/cm2. The 
principal characteristics of pseudosparks are as follows: the gas pressure in the spark gap is typically p » 
0.1 mm Hg, the gap spacing d » 0.1-1 cm, and the free path of an electron in the gap between the 
electrode A* > d. Once a discharge has been initiated in the hollow cathode, the plasma produced enters 
the zone of the hole, and an electron beam is formed whose current reaches 10-100 A. At this stage, the 
gas present on the cathode surface is desorbed and then ionized, and the plasma density in the region of 
the hole reaches of the order of 1016 cm"3. The diameter of the luminous channel is approximately equal 
to the diameter of the hole [50]. A high-current discharge with a current density of 104 A/cm2 is formed 
when the plasma glow expanding in radius with a velocity of 108 cm/s [50] fills the electrode gap to a 
size equal to five or six point diameters. The voltage across the discharge falls to several hundreds of 
volts. This voltage is localized across a layer of thickness IQT* cm and induces the field at the cathode E = 
(1-5>10 V/cm [50]. Thermal electron emission is generally assumed as the most probable emission 
mechanism. To produce the current density j = 104 A/cm2 at the electric field E = (2-5)-106 V/cm, the 
cathode temperature T should be over 3500 K. For this temperature to be achieved for a molybdenum 
cathode within a time t < 50 ns (the formative time of a high-current discharge), the power density at the 
cathode should be (3^)-107 W/cm2. However, the most optimistic predictions yield the energy flux 
intensity not over 106 W/cm2, which is evidently insufficient to heat the cathode to the melting point. The 
cathode microrelief after the operation of a pseudospark looks like the relief formed as a result of the 
action of an arc discharge [50]. The cathode material mass removed per unit charge for molybdenum is 
(5-8)40" g/C, which is typical of an ecton process. The metal erosion is most intense at those places 
where the electric field is high, i.e., at the cathode edge (Fig. 17). In view of the character of the cathode 
damage, there are strong grounds for believing that the high average current density in pseudosparks is 
provided by ectons. 

The study of the physical processes involved in the initiation and development of vacuum 
breakdown and the mechanisms for the emission in the cathode spot of a vacuum arc and in a space gas 
discharge has made it possible to establish some regularities proving that the mechanism for the emission 
in a pseudospark is conditioned by ectons [51]. We will proceed from the fact that the average current 
density on the order of 104 A/cm2 in a pseudospark can be provided by 103 ectons, each carrying a current 
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of 10 A. The current density in an ecton may reach 108 A/cm2. The appearance of ectons within the time 
td takes place provided that/fd = const. For an initial current density of 109 A/cm2, the time rd is in the 
nanosecond range. It has been shown [4] that for a molybdenum cathode conditioned in high vacuum 
with the average electric field at the cathode E > 2-106 V/cm, we have h ~ 1 ns. The field produced by a 
space discharge at the initial stage of the formation of a pseudospark is of the same order of magnitude, 
and, hence, there exist prerequisites for the formation of an ecton within a time t < 10 ns. 

8. CONCLUSION 

The present paper shows that in a number of electric gas and vacuum discharges, a fundamental role 
attaches to ectons. These are short-term electron avalanches emitted by the cathode for 10 -10" s. 
Ectons arise from the overheating and explosion of microvolumes near the surface of the cathode, owing 
to Joule heating or other effects (laser beam, the impact of a microparticle, the action of the plasma, etc.). 
After a primary ecton has been initiated, secondary ectons may appear if the current exceeds the threshold 
current. Secondary ectons emerge from the explosion of jets of liquid metal as they interact with the 
plasma produced by the preceding ecton. We have provided conclusive evidence for the role of ectons in 
a vacuum discharge (breakdown, spark, arc). As regards the gas discharge, especially at a high gas 
pressure, our statement here is a hypothesis. An ecton theory is currently difficult to create because as an 
ecton is produced the cathode material in a volume 10~12 cm3 passes from the solid to the liquid, vapor 
and plasma entity in no more than 10~8 s. The semiclassical estimates that we have made by invoking the 
quantity "specific action" give a fairly good fit to experimental data. We hope that our paper will give an 
impetus to studying a phenomenon such as the ecton and its role in electric discharges. 
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The Birkeland Terrella Experiments and their Importance for the Modern 
Synergy of Laboratory and Space Plasma Physics 

K. Rypdal and T. Brundtland 

Department of Physics, University of Tromsß, 9037 Tromsß, Norway 

Abstract. A study of the evolution of Kristian Birkeland's theories of cosmical physics is pre- 
sented, with special reference to his laboratory gas-discharge experiments. It is found that his 
most important thoughts were molded from an intense cross-fertilization between laboratory ex- 
periments, geophysical observations and mathematical modelling. Occasionally, original ideas of 
fundamental importance in the cosmic context emerged from unexpected laboratory results. Pos- 
sible implications for a sound cross-disciplinary approach to modern plasma science are discussed. 

1. INTRODUCTION 

Although plasma physics emerged as an independent physical discipline as late as in the 1950's, 
the roots can be traced back to the nineteenth century, even to the time before the electron was 
discovered by J. J. Thomson in 1897. At that time one did not have a clear conception of the fourth 
state of matter, but a few great scientists developed through laboratory experiments in discharge 
tubes and geophysical observations fundamentally correct ideas about the plasma nature of the sun, 
the interplanetary space, and the solar terrestrial interaction. A giant among these visionaries was 
the Norwegian physicist and inventor Kristian Birkeland (1867-1917), whose outstanding scientific 
work has received increasing recognition throughout the last two decades of active space exploration. 

Even though modern space science continues to rediscover the deep truth of many of Birkeland's 
ideas, an even more interesting aspect of his work may be his interdisciplinary approach to scien- 
tific exploration. Birkeland aqcuired and processed information from a number of research disciplines 
which today are virtually non-interacting, and by bold inferences and analogies he proposed hypothe- 
ses which were not generally accepted until more than half a century after his death. Among these 
disciplines were electromagnetic theory, electrical engineering, laboratory gas discharges, geophysics 
and astrophysics. During the first decades after the end of World War II plasma science emerged as 
a new field that unifies the fundamental disciplines of elecromagnetic theory, statistical mechanics, 
kinetic theory with astrophysics, space physics and materials science. However, in the last twenty 
years there seems to have been a decline of consciousness about plasma science as an independent, but 
unifying, scientific discipline. There has been a tendency towards fragmentation of plasma science 
into specialities like fusion plasmas, space plasmas, weakly ionized laboratory plasmas and industrial 
plasma processing, and many plasma physicists find it easier to market themselves to the funding 
agencies as fusion scientists, space physicists, and so on. This, in turn, leads to reduced emphasis on 
basic plasma physics, to more specialized journals and conferences, and to reduced interdisciplinary 
interaction. The main lesson we can learn from Birkeland and the other great founders of plasma 
science is to regain faith in the unity and basic nature of our science, and to strive to tear down the 
walls that are erected between specialized areas. 
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Figure 1: The 200 kr banknote issued in 1996 in celebration of the centennial anniversary of the auroral 
hypothesis. To the immediate left of Birkeland's portrait one can see an auroral arc from below, rising 
towards the polar star. One also observes several stellar constellations. The snow crystal symbolizes the 
winter, when aurora is most frequently observed. To the very left is a drawing of the last and largest 
terrella-chamber. This chamber is now restored and at display for the public at the University of Troms0. 

2. A BRIEF BIOGRAPHY 

Kristian Olaf Bernhard Birkeland was born in Christiania (now Oslo) in Norway on December 13th, 
1867. He studied physics at University of Christiania 1885-90, and in the years 1890-93 he worked 
as a research assistant at the University with experimental and theoretical studies on electromag- 
netic wave propagation. In 1893 he went abroad to continue his studies in Paris, Geneva, Bonn and 
Leipzig. In Paris he worked with H. Poincare, P. Appell and E. Picard, and did his first experiments 
on cathode rays in a monopole magnetic field. In Switzerland he collaborated with geophysicist like 
E. Sarasin, and it was probably here Birkeland got his strong passion for the study of geomagnetism 
and polar aurora. In Bonn he worked in Heinrich Hertz' radio-laboratory. He did not obtain a 
fruitful collaboration with Hertz, who was ill and died shortly after, but worked for some time with 
P. Lenard. 

Birkeland returned to a position at the University of Christiania in 1895 and immediately started 
to do experiments on gas dicharges and cathode rays. In 1896 he performed experiments where 
cathode rays were attracted by a magnetic pole, and he could produce a glowing light in the vicinity 
of this pole reminiscent of the northern light (polar aurora) [1]. This observation made him state his 
auroral hypothesis — the aurora must be produced by cathode rays attracted by the earth's magnetic 
poles, and in some way or another the energy must be derived from the sun. The formulation of this 
hypothesis initiated an extensive experimental, observational and theoretical programme to unveil 
Nature's secrets about the origin of auroras, geomagnetic storms, the nature of solar activity, comets, 
planetary rings and even the origin of the solar system istelf. In 1996, at the centennial anniversary of 
Birkeland's auroral hypothesis, a bank note was issued by the Bank of Norway (Fig. 1). In addition 
to the portrait of Birkeland it contains a number of details related to auroral research. In particular, 
one can see a drawing of the last and largest of his terrella experiments. 

In the period 1897-1903 Birkeland organized three expeditions to the Arctic to make geomagnetic 
and other geophysical measurements. During the latest of these expeditions, "The Norwegion Aurora 
Polaris Expedition 1902-1903", four observatories were set up at different locations in the Arctic, 
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Figure 2:    (a) The first production of artificial aurora in March 1896.  (b) The set-up Birkeland used for 

writing his initials onto glass by means of cathode rays. 
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studying sunspots and cosmic phenomena. Birkelands later wrote proudly and with great satisfaction 
that J. J. Thomson, in his classic paper on the nature of the cathode rays from 1897 [12], had taken 
some of his discoveries from this period as a starting point when proving that the atom is not the 
smallest unit of matter. 

Birkeland, who became professor in September 1898, campaigned for getting an observatory 
for auroral studies established on the mountain of Haldde. near Alta in northern Norway. The 
Norwegian government provided funds, and Birkeland and an assistant stayed in an observation hut 
at the mountain top during the winter of 1899-1900. The results from this expedition are described 
in the book "Expedition Norvegienne 1899-1900" [13]. This book, published in 1901, also has a 
chapter on experiments with gas discharges performed in the laboratory in Christiania. One of the 
many experiments described in this book is a discharge set-up that showed spectacular phenomena 
due to electrostatic actions. He was able to guide the visible discharges towards the glass wall by 
putting his finger at the outside, not unlike modern ''plasma balls" made for decorations. 

He also described experiments with a spherical discharge tube placed on top of a big electromag- 
net, and with the anode located at the center of the tube. With this arrangement he was able to 
create some discharges of ravishing beauty, playing and dancing like the merry dancers of the auroral 
bands. He concluded this experiment with the following phrase: 

The produced bands present then such an analogy with the auroral bands, that when 
witnessing this experiment, no doubt is possible, we see the evidence that the two phe- 
nomena are strongly related. 

With this successful experiment a period in Birkeland's laboratory activity was over. After four 
years of hard work with classical gas discharge tubes, studying X-rays, influence on cathode rays 
by magnets and discharges which resemble the Aurora Borealis, he now turned to a new class of 
experiments. During the hibernation at the mountain top in the North he had got greater ideas. 

4. EVOLUTION OF EXPERIMENTS AND IDEAS 

In October 1900, the Norwegian electrical engineering journal, "Elektroteknisk Tidsskrift", had a 
note called "The Auroral Expedition." It contained a short description of Birkeland's second ex- 
pedition to the Arctic. Birkeland was now back in Christiania and had already done some new 
experiments with a "spherical electromagnet". He would like to test some details of his auroral the- 
ory, based on recent observations during the expedition. In two gas discharge set-ups, he produced 
results which he interpreted as current whirls around a metallic sphere painted with phosphorescent 
material, with an electromagnet inside. The spheres in each case simulated the Earth with its mag- 
netic field. The currents were created by a cold cathode discharge between electrodes in the tube, 
and were seen on the terrella as illuminations of the phosphorescent paint and as wedges of light 
with embedded rays in the rarefied gas. He could see two narrow rings of light around the poles of 
the sphere which was interpreted as aurora in miniature. The observations in the Arctic combined 
with these successful experiments were for Birkeland a great step towards a verification of his auroral 
hypothesis. 

In the book from the expedition [13], which was published the next spring, he had a chapter 
describing in detail these experiments. Later he named the spherical electromagnet a terrella (little 
Earth) after the small magnets or loadstones used as Earth models back in the sixteenth century by 
William Gilbert (1540-1603), and described in the book "De Magnete" [14]. 

The idea of using a magnetizable sphere in a gas discharge opened up a new and great field of 
research for Birkeland. Almost all his future laboratory physics would be focused on this miniature 
Earth. In the hectic years 1900-1913 he used many terrellas for different purposes, varying in size and 
construction. In addition to studying artificial aurora he also used the terrellas for simulating solar 
phenomena, comets and the rings of Saturn. Ten different terrellas are described with diameters from 
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Figure 3: This simulation of "Equatorial Rings of Light" was performed in the first 12 liter glass tube with 
a 10 cm terrella. It was excited by an induction machine giving 6000 V, and with 10 A terrella magnetizing 
current. In this experiment, he ran the discharge between a cathode (left) and a separate anode (top left). 
Since no circuit diagram is given, the potential of the terrella surface is not known. 

2.5 to 36 cm. In the first experiments, performed in the autumn of 1900, Birkeland used two terrellas, 
5.0 and 7.5 cm in diameter. The electromagnets with core and windings were shaped as spheres and 
surrounded with a thin crust of brass covered with a coat of barium platinocyanide. Birkeland was 
well aware that he could not achieve quantitative similarity to natural magnetic conditions. With a 
terrella diameter of 7.5 cm and thereby 1.7 x 108 times smaller than the Earth diameter, it would 
require an analogous magnetic field surrounding the sphere 1.7 x 108 times stronger than the intensity 
of the geomagnetic field, certainly impossible to achieve in practice. Fortunately he observed that 
the luminous phenomena did not vary too much with the magnetic force of the terrella, provided 
that the force already had reached a considerable value. 

All the other terrella experiments of Birkeland were described in the treatise from the third arctic 
expedition [2], which covers his lab work from 1901-1913. Many of the experiments were performed 
with terrellas where the coil and thus the magnetic axis were tilted relative to the vertical axis. 
During the experiments he was able to rotate the terrellas around the vertical axis, and in this way 
he studied the effect of the eccentricity of the Earth's magnetic poles on the aurora. 

When first starting systematic terrella experiments he used cylindrical tubes, with a volume of 
approximately 12 liters, as shown in Fig. 3. Experiments in this tube were also used for comparison 
with the orbit calculations of Carl St0rmer. For direct comparison with experiments wire models 
were made for visualization of the trajectories in space, as shown in Fig. 4. 

When simulating the aurora in the laboratory Birkeland had to give the terrella some sort of 
atmosphere. This problem was solved in various ways. In the early weak discharges the surface of 
the terrella was covered with a phosphorescent paint that produced visible light when hit by the rays. 
Later he described another method that made it easier to observe rays in the surrounding space. By 
running a high current through the magnetizing coil, the terrella surface became hot and gave off gas. 
He then reduced the magnetic field to the desired value, ignited the discharge, and took pictures. A 
third method was to cover the surface with a thin layer of pump oil, which evaporated during the 
dicharge. 

In Fig. 4 is shown a terrella with a large vertical screen. With low intensity discharges it was 
only possible to see where the cathode rays hit the terrellas by the phosphorescense of the surface. 
In order to be able to see the trajectories of the rays before they hit the terrella, it was supplied with 
plates (called screens by Birkeland), which were also painted with phosphorescent maferial. There 
were vertical and horizontal screens, screens with holes and slits, sets of as many as eight screens 
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Figure 4: A comparison between a terrella experiment (left) and a model showing professor St0rmer's 
calculated trajectories for that experiment. This experiment was performed in July 1907 in the first 12-liter 
glass tube, and shows illuminated regions along "the auroral zone". The calculated trajectories are for 
particles starting out in slightly different directions at a position corresponding to the cathode and with 
energies corresponding to the discharge voltage. 

on one terrella, screens with pins, combinations of screens and pins pointing out from the terrella 
surface, and so on. The pins created shadows which provided information on the ray paths. 

From 1895 to 1908 all his lab experiments, including auroral studies, were performed in fragile 
glass tubes where refraction of light through the curved glass walls tended to give distorted spatial 
information on the photographs. Guided by these shortcomings Birkeland now designed a new 
experimental chamber as a box, with top and bottom made of metal plates, and glass windows on 
the four sides. The total volume of this new box was 22 liters, the glass plates or windows had an area 
of approximately 20 x 45 and 20 x 25 cm and a thickness of 2.0 cm. They were cemented together 
with "Cementium" and the entire chamber was finished on the outside with picein, a tar-like, black 
sealing agent. With this improved construction he continued to study discharges with the purpose 
to gain a clear idea of the course of the rays around magnetized terrellas. One reason for continued 
experimental research on this problem was his scepticism to idealized mathematical models. As long 
as the mathematical models were not perfect, the usefulness of such calculations were limited, he 
claimed, with address to St0rmer. 

At this time, in the winter 1910-1911, Birkeland's laboratory interest turned from the aurora 
borealis to solar and cosmic phenomena. He started up with some quite new experiments in the 
22-liter chamber, now simulating the Sun, Saturn and comet tails. 

In several of his auroral experiments Birkeland had come upon phenomena which could serve as 
a starting point for an explanation of the zodiacal light. This light is a glow which appears in the 
western sky after sunset, and in the eastern sky before sunrise, at lower latitudes. He believed that 
this light also was due to discharges, as the aurora, and tried to simulate it in his laboratory. This 
experimental set-up was very similar to the one for the aurora, but the polarity of the discharge was 
changed. The terrella, which was without phosphorescent coating, was now negative and served as 
the cathode, simulating the Sun. He used one or two aluminium discs for anodes. 

As far as can be ascertained from the text, this was his usual way of connecting the apparatus when 
doing experiments simulating zodiacal light, sunspots and the rings of Saturn. He also experimented 
with using the metal parts of the chambers as an electrode. His explanation of the zodiacal light was 
that clouds of "atomic dust" originating from the Sun were spread out in a very thin layer in the Sun's 
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equatorial plane, and were illuminated by a some sort of cosmic discharge. He demonstrated this for 
the first time by running discharges with an 8 cm terrella. With the terrella highly magnetized, and 
with a low discharge current he could create a fiat, thin, luminous discharge in the equatorial plane 
of the terrella. Under ideal conditions, he could produce plane rings sharply intercepting the glass 
windows. He wrote that if he had been in possession of sufficient quantities of pure radium bromide, 
he would have coated the equator of the most highly magnetized terrella and observed whether rings 
of a- and /?-rays would develop in addition to the rings of cathode-rays. This comment reflects the 
prevailing conception at the time of matter as composed of neutral atoms and the three known types 
of corpusclar rays. Later, however, Birkeland expressed ideas about interplanetary matter which 
were much closer to the modern concept of dusty plasmas. 

In 1910, during the passing of Halley's comet, Birkeland formulated an explanation on the for- 
mation of the comet's tail. He suggested that as the comets approach the Sun, they are charged to 
a high negative potential by cathode-rays emanating from areas around the sunspots. An anode- 
cathode relationship is set up and a visible discharge takes place in the outstreaming gas from the 
comet core. Also this theory was tested in the laboratory. It was believed that the comet cores were 
carbonaceous-, and he performed numerous discharge experiments with carbon in different forms over 
a metallic cathode in the vacuum container. The rapid disintegration and light emission from the 
carbon confirmed Birkeland's idea that the visible tail is formed by the outstreaming gas "ignited" 
by a discharge. He also simulated the comet by a very thin, hollow silver needle penetrating into 
the vacuum chamber from the outside. With the pumps in action, and blowing a weak stream of 
C02 through the needle into "space", he managed to set up a discharge between the needle and the 
anode, the needle acting as a cathode. By carefully adjusting the gas flow and the discharge voltage 
he could get thin pencils of light shooting out from the "comet". 

In the description of his first terrella experiment from 1900 Birkeland mentioned that he in some 
experiments had seen three luminous rings around the terrella. In addition to the rings in the polar 
regions he had sometimes been able to observe a third one, that encircled the Earth model almost 
like the rings of Saturn. Later, during his systematic studies of laboratory aurora, he now and then 
described this phenomenon, which was rather difficult to produce under his standard experimental 
conditions. Ten years later he started up with systematic simulations of the Saturnian rings. He 
had discovered that they were easily formed by changing the polarity of the discharge. In fact, this 
was the same set-up he used for simulating the zodiacal light, but the discharge parameters were 
different. In a new 70 liter box he created discharges consisting of three and sometimes as much as five 
equatorial rings around the terrella. His explanation of these rings was similar to that of the zodiacal 
light. A constant electric radiation from the planet is accompanied by an ejection of tiny material 
particles he called electric evaporation, and these particles form the rings. The laboratory analogy 
to this evaporation is what today is called sputtering. Terrella-experiments simulating zodiacal light 
and rings of Saturn are shown in Fig. 5 

For studies of the sputtering phenomenon Birkeland performed several experiments in an evac- 
uated bell jar placed in a strong magnetic field. He investigated the disintegration of palladium 
cathodes in a powerful discharge, and the deposition of the palladium on the glass walls. In other 
words, he demonstrated that material can be thrown off from an active cathode and guided by a 
magnetic field. Also from a magnetic globe, when acting as a cathode in the vacuum chamber, 
material was thrown off in the equatorial plane. This he deduced from the blackening of glass sheets 
located near the terrella. He concluded this study by stating that he believed Saturn throws off tons 
of matter every day in the plane of the rings, and that the rings are constantly replenished. He also 
speculated that the moons of the planet could have been formed from such ejected matter. Under 
the influence of gravitational forces, the dust in Saturn's rings would clump together, forming more 
moons, and at last the dust rings would disappear. Also the planets in the solar system could have 
been formed by electrically ejected matter from the Sun. 

The experiments simulating the zodiacal light and Saturn's rings guided Birkeland to discoveries 
that appeared to be of great importance. In the years to follow he developed a great theory on the 
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Figure 5: (a) Zodiacal light. In the middle of the picture we have the smallest terrella, 2.5 cm in diameter, 
as the Sun. The terrella is covered with a glow, the solar corona, and the zodiacal light is seen end on as a 
thin disc of light in the equatorial plane of the terrella. (b) Rings of Saturn. This experiment was performed 
in the third chamber of 320 liter volume and with the 24 cm terrella. The terrella acted as a cathode and 
was strongly magnetized. 

origin of the solar system [15]. He believed that the sunspots were foot-points of huge disruptive 
electric discharges from the sun into space, which again were the source of aurora borealis, the zodiacal 
light and even the planets. During earlier experiments he had seen that disruptive discharges could 
radiate from points on the cathodic terrella surface. With a low gas pressure, a very high discharge 
current and with no magnetic field around the terrella, he could create arcs from points on the surface 
to the anode disc and chamber walls. This was again the same discharge configuration that produced 
the zodiacal light and Saturnian rings, but with different parameters. 

These point discharges, which were spread all around the surface of the terrella, were interpreted 
by Birkeland as small sunspot models. He observed that the spots were easier to make when the 
surface was rough. When introducing magnetic field on the terrella, he observed that the spots were 
grouped in two zones at a certain northern and southern magnetic latitude. By increasing the field 
the zones moved closer to the equator of the sphere. At increasing magnetic field the sunspots turned 
into luminous bands which coalesced at the equator. 

After running discharges, he took out the terrella and studied it in a microscope, and observed 
small craters where the spot discharges had been. This observation supported his hypothesis that 
mass is thrown out from the Sun during solar flares. Some of this atomic dust, falls back to the 
surface of the Sun, some disappears into Space, and some will end up orbiting the Sun, and slowly 
clump together and form planets. He considered the asteroid belt as masses halfway in the process 
from solar dust to planets. 

With an increased gas pressure the pencils of rays were no longer emitted radially from the 
globe surface, but formed star-like shapes or vortices around the eruptive spots. He considered this 
phenomenon as being very important', and tried to photograph them. His vacuum chambers, however, 
did not work to his expectations, and consequently a new 320 liter chamber was built in which he 
continued his simulations of the sunspots, now using a 24 cm terrella. It turned out not to be easier 
to produce sunspots in this chamber in the conventional way, but he could easily produce spot-like 
discharges by changing the polarity. With the globe as the anode, and the rough and unpolished top 
and bottom plates of the chamber as the cathode, he could set up "fireworks" of point discharges 
with the footpoints on the plates. 

In one set-up with low pressure, no terrella field, and low discharge current he got phenomena 
where the entire terrella was covered by the cathode glow. This was described by Birkeland as "a 
light that resembles the sun's corona". In this 320 liter chamber he performed experiments on the 
zodiacal light, Saturnian rings, sunspots, the Sun's corona and space propulsion by cathode rays. 
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Figure 6: The photos show "sunspots" on one of the smaller terrellas. The spots are hot-spots on a rough 
cathode surface (the terrella) in a high current discharge. With no magnetic field the spots spread all over 
the terrella (left), while with a magnetic field present the spots are concentrated in two belts (right). 

However, as the experiments became more refined, it turned to be a disadvantage to have the floor 
and ceiling made from magnetizable steel plates, in particular with big terrellas. Many phenomena 
were influenced by the magnetism of these plates, and the problem could only be solved by using 
a different alloy and by further increase in chamber dimension. His next chamber had a volume of 
1000 liters, with a 36 cm terrella. This time floor and ceiling would be made of bronze, and thickness 
of glass plates for the windows was designed to be 5.0 cm. 

Birkeland expressed satisfaction and joy over the simplicity and also the beauty of the experiments 
in this vacuum chamber. He noted that the experiments became increasingly interesting as the scale 
was increased. A glance could now be enough to show the occurrence of phenomena that earlier, only 
with much trouble, could be deduced from a long series of experiments. The one and only auroral 
simulation in this chamber was described as "remarkably beautiful". 

The studies of simulated solar and cosmic phenomena were not performed in the same systematic 
way as the lab aurora. Data from the experiments became more scarce, and were almost totally absent 
in his last experiment in the largest chamber. One gets the impresssion that he now considered the 
displays behind the glass walls and their resemblance to natural phenomena as sufficient confirmation 
of his theories. He came closer to his starting point from 1896, using the experiments as a generator 
of ideas, being well aware that he could not simultaneously model all aspects of a cosmic phenomenon 
in a glass box. His great speculations about the "origin of the worlds" were undoubtedly inspired by 
the terrella-experiments, but he certainly had no means by which he could simulate the formation of 
the solar system and the planets in his laboratory. 

From the descriptions of his last experiments one gets the impression that he no longer had 
the patience and self-discipline to perform series of accurate and systematic laboratory work, in 
spite of the great advances he had accomplished in experimental techniques during the preceding 
decade. It is not unlikely that this development was related to his change of interest towards more 
cosmological problems, which were impossible to investigate in detail in the laboratory. It is also 
possible, however, that it was a reflection of his reduced physical and mental capacity, which was 
becoming quite apparent around 1913. 

Diagnostics of the terrella-discharges were limited to visual inspection and photography, and is of 
course due to the fact that more refined diagnostics were non-existent until I. Langmuir developed the 
electrostatic plasma probe in 1923. It was Langmuir who first coined the word plasma to characterize 
an ionized gas, and thus pointed out the necessity of a selfonsistent treatment of particles and field 
and the importance of collective effects.   Birkeland was well aware of the shortcomings of particle 
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Figure 7: (a) Point discharges done in the 320 liter chamber with the top and bottom surfaces as cathode 
and the 24 cm terrella as the anode, (b) Simulation of the Sun's corona performed with the 24 cm terrella 
and a very low magnetic field. 

tracing in given fields, and in his work on the solar system he struggled with the development of the 
new concept of a medium consisting of positively and negatively charged particles and dust, governed 
by electric and magnetic forces. He used a varying terminology for describing the medium filling his 
discharge chambers and the interplanetary space. Expressions like luminous or rarefied gas, radiant 
matter, and the fourth state of matter were used at different occasions, where a modern writer would 
have used the word plasma. 

5. RELATING LABORATORY RESULTS TO GEOPHYSICAL OBSERVATIONS 

On April 5., 1741 0. P. Hiorter in Uppsala discovered that auroral displays seemed to agitate a 
magnetic needle, and in 1826 H. C. 0rsted explained this as an electric discharge along the auroral 
arc. In 1770 J. C. Wilcke noted that auroral rays extend upwards along the magnetic field. Thus, 
at Birkeland's time geophysicists were well aware of the intimate connection between aurora and 
geomagnetic field perturbations. In the period 1825-1850 H. Schwabe made systematic sunspot reg- 
istrations, and in 1844 he discovered the solar sunspot cycle. It was soon realized that the auroral 
occurence was strongly related to this cycle, and in 1851 E. Sabine showed that the intensity of the 
geomagnetic disturbances also varied in concert with the sunspot cycle. During the first half of the 
19'th century there was developed a global network of widely spaced magnetometers, which were 
spread to all the British colonies, and one got methods to separate contributions to the geomagnetic 
field from currents inside the earth and those arising high in the atmosphere. 

After stating his auroral hypothesis Birkeland realized that a closer study of magnetic pertuba- 
tions would be a key to the understanding of the solar-terrestrial interaction. One problem, however, 
was that all magnetic observatories were located on lower and middle lattitudes, while the most inter- 
esting perturbations were taking place in the polar regions. He organized an expedition to northern 
Norway in February and March 1897, but this venture was a complete failure, since they were not 
prepared for the very rough winter conditions in these regions. However, practical experience from 
this expedition was very useful when he organized the second, and very successful, expedition in 
1899-1900. His observations on the two mountain tops, Halddetop and Talviktop during that .winter 
made it clear that auroral precipitation had to be connected with strong currents in the upper at- 
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Figure 8: Birkeland and his assistant Olav Devik with the 1000 liter chamber and the 36 cm terrella (1913). 
The drawing on the banknote (Fig. 1) was made from this picture. 

mosphere, and in his report from the expedition he concludes that the same particles that produce 
the aurora also produce the electric currents that give rise to the magnetic perturbations. This may 
seem obvious today, but one should keep in mind that this was only a few years after the discovery 
of the electron, and it was not generally agreed that all electric currents are carried by subatomic 
electrically charged particles. 

The pattern of magnetic perturbations turned out to be extremely complex, however, and Birke- 
land felt that further progress required observations of a global network of stations, including the 
polar region. This was the basis for his third expedition in 1902-1903, where he erected four widely 
spaced observatories in the Arctic. At these stations he performed magnetic and auroral registra- 
tions, measurements of atmospheric electricity and earth currents, and meteorological observations. 
The registrations from these stations were combined with data he gathered from magnetic observa- 
tories around the world, and this made him able to create global maps of magnetic perturbations 
and current patterns. From meticulous analysis of these current patterns he divided the geomagnetic 
perturbations into three main categories, the equatorial perturbations, the polar elementary storms, 
and the cyclo-median storms. 

The equatorial perturbations correspond to what now is called geomagnetic storms, and are 
caused by eastward or westward current perturbations close to the equatorial plane. The existence of 
such currents can be deduced from St0rmer's trajectory calculations, and in modern language they 
are associated with variations in the westward ring-current caused by energetic particles trapped in 
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the Earth's radiation belts. 
Birkeland performed terrella.-experiments which demonstrated the existence of the radiation belts. 

In Fig. 3 we observe a luminous ring, which Birkeland attributed to electrons spiralling eastward 
near the equatorial plane, constituting a ring current. However, the equatorial perturbations were 
of two kinds, positive and negative, corresponding to eastward and westward current perturbations 
respectively, whereas the ring current itself is directed towards the west. In his dicussion of this 
problem he wrote: 

If, on the other hand, we assumed the permanent existence of such a ring, we might 
imagine the (positive) perturbation to be explained by a diminution in the strength of 
this current. This explanation is very improbable and unnecessary. 

This is what is believed today to be the correct explanation, but Birkeland abandons it. The reason 
seems to be observations he did with the terrella equipped with a vertical screen. An eastward drift 
of trapped electrons should give illumination of the west side of the screen. The experiment, however, 
shows the opposite result, as shown in Fig. 9a. Birkeland could explain this result with a particular 
class of Störmer-trajectories. but these particles were not trapped, and could not contribute to a. 
permanently existing ring current. His alternative explanation was very vague, and he admitted that 
he was far from the final solution. This is an example where the terrella experiments led him astray, 
and there are certainly many other examples. The important thing, however, is that he pinpointed 
the problem, leaving the final solution for later investigation. 

The polar storms, now called magnetic substorms, represented a more serious challenge, since the 
magnetic field perturbations seemed very difficult to explain by a horizontal current system alone. 
After very tedious analysis of a vast amount of data Birkeland concluded that these perturbations 
were associated with a downward currrent at one longitude and an uppward current at another 
longitude, connected by a horizontal current segment through the upper atmosphere at a height 
of a few hundred kilometers. Current patterns like these could to some extent be supported by 
Stormer's calculated orbits (Fig. 10a), and he also found support in the terella-experiments in the 
form of strong luminous bands on a vertical screen along the magnetic field in the late night and 
early morning sector at high lattitudes as shown in Fig. 9b. These bands were interpreted as due to 
field aligned currents, which were connected via an east-west current across the night-time sector. 
But he also discussed mechanisms that were beyond the non-selfconsistent orbit calculations: 

In this descent of electric corpuscles, some will occasionally come so near the earth 
that they will be partially absorbed by its atmosphere, and will then eventually give rise to 
aurora. If the earth were able to retain an electric charge, we should have approximately 
horizontal currents, which would be necessary for the production of electrical equilibrium. 
But secondary electric radiation ought also to begin, and then, as it is still influenced 
by terrestrial magnetism, give rise to vertical ray-currents. ... Starting from physical 
considerations, we are thus naturally led to seek to explain the field by a system, which 
in its average effects, has the character of two vertical currents in opposite directions, 
connected by a horizontal part. 

Thus, it appears that he realized that the auroral particles will ionize the atmosphere, and that 
horizontal currents may flow across the magnetic field in response to an electric field in this conducting 
medium. He then assumed that secondary electrons will be accelerated upwards along the magnetic 
field due to the electric field created by the accumulating space charge from the incoming electrons, 
and thus closing the electric circuit. This explanation is very close to the modern-theories, except 
for the cause of the incoming flux of particles. According to these theories a potential drop across 
the earth's magnetotail is induced by the solar wind flow, and this potential difference is projected 
down onto the ionosphere. During a magnetic substorm, the normal current pattern far out in the 
magnetosphere is interrupted and short-circuited through the conducting ionosphere, qualitatively 
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Figure 9: (a) Experiment on ring current effects with vertical screen. Note that the east side of the screen 
is illuminated, while a current of trapped electrons would illuminate the west side (see dicussion in text), 
(b) The bright illuminations on the screen along the magnetic field were interpreted as due to field aligned 
currents. 

in the same way as decribed by Birkeland. This theory has far-reaching consequences, since it 
underscores that the electric current systems in the Earth's atmosphere are directly coupled to 
current systems in the interplanetary space. Moreover, the quotation above shows that Birkeland 
realized that an ionosphere exists, at least in connection with aurora. The ionosphere was discovered 
by E. V. Appleton in 1925. 

In support of this interpretation Birkeland calculated the magnetic field perturbations from var- 
ious current pattern of this kind, and obtained very convincing agreement with observed patterns. 
Unfortunately, these results were overlooked by the space physics community for more than half a 
century, with the result that incorrect theories of ionospheric currents and magnetic storms prevailed 
until results from satellites confirmed the existence of currents along the magnetic field in 1973 [16]. 
These currents are now generally called "Birkeland currents". 

The cyclo-median storms appear as a large current vortex with the center on relatively low 
lattitudes. Today they -are attributed to high energy photons from solar flares causing 'currents due 
to changes in ionospheric conductivity due to increased ionization. Birkeland observed similar current 
structures with very high energy cathode rays in his terrella-experiments, and St0rmer was able to 
explain these results by calculating the orbits of such particles (Fig. 11). 

As for many of the orbit calculations, the energy of the trajectories calculated were very much 
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Figure 10: (a) Birkeland's own illustration of the currents during a polar elementary storm. The current 
pattern yielding the westward horizontal current (left) corresponds to one possible class of Stornier orbits, 
and the pattern yielding the eastward current (right) to another. In both cases a sheath or curtain of 
precipitating and returning particles has the net effect of descending currents at one longitude and ascending 
currents at another, connected by a horizontal current. The wedge shaped pattern agrees with the modern 
view, but the detailed explanation is different, (b) Birkeland's own illustration of the current pattern 
associated with cyclo-median storms. 

higher than the typical energy for solar wind- and magnetospheric particles (the exception is the 
radiation belt particles). This means that theories directly based on the orbit calculations have to 
be modified, and today we know that field and particles will have to be treated selfconsistently. 
Birkeland was obviously very impressed with St0rmer's calculations, but there are also instances 
where he critisized this approach as being too idealized and ignoring experimental facts. Stdrmer's 
theory certainly is more adequate for the terella-experiments than for the solar-terrestrial system. 
since the early terrella-experiments did not involve a flowing plasma (solar wind). 

Geomagnetic observations were not the only registrations made during Birkeland's polar expedi- 
tions. Among the many observations done routinely were recordings of auroral forms and occurrence. 
It was well known at the time that the aurora had a maximum occurrence zone close to 23° from the 
magnetic poles, but the exact shape of the auroral oval was not known. The diurnal variation of the 

Figure 11: (a) Terrella-experiment showing the region of illumination from high-energy cathode rays,  (b) 
Results of Stormer's calculations for the same case. Compare to Birkeland's drawing in Fig. 10b. 
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auroral zone at given location on Earth could be attributed to a deviation of the oval from a circle, 
but also to the deviation of the magnetic poles from the geographic poles. 

In 1907 or 1908 Birkeland performed an elegant experiment to investigate how his artificial aurora 
behaved when he simulated conditions corresponding to various seasons on the Earth. He made a 
geometric arrangement where he could position the Earth corresponding to any season and any time 
of the day (at the magnetic south pole). In this experiment he used the second glass tube of 12 
liter volume. It was supported in one end by a hinge which made it possible to incline the tube 
23.5° above and below the horizontal plane. The 
terrella had a tilted magnetic core and was sus- 
pended at the geographical north pole by a uni- 
versal joint. In this way it always maintained its 
north-south axis vertical when the tube was in- 
clined. The terrella could be rotated, and since 
the magnetic axis was different to the geographic 
axis, he could put the magnetic pole into posi- 
tions corresponding to different hours of the day 
and night. The cathode, which represented the 
Sun. was located in one end of the tube, near the 
hinge. The terrella was mounted in the other 
end. near the fiat glass plate. With this con- 
struction he could simulate variations of the an- 
gle between the cathode rays from the Sun and 
the rotational axis of the Earth by tilting the 
tube, and thus simulate the seasonal variations. 
By rotating the terrella around a vertical axis he 
got the diurnal revolution of the Earth and thus 
the diurnal movement of the magnetic pole. The 
arrangement has been reconstructed in Fig. 12. 

Fig. 13 shows 8 photos taken at different an- 
gles during winter solstice, with the magnetic 
south pole in the dawn position. 

Birkeland considered the spiral shape of the 
auroral oval as a very significant finding, and 
made attempts to explain observations of diur- 
nal wandering of auroral arcs from these experi- 
ments. These interpretations are mostly obsolete 
today, but again the investigations pinpointed an 
important problem for further study. 

Figure 12:  Geometric arrangement for studying sea- 
sonal and diurnal variations of the auroral oval. 

6. THE BIRKELAND - ST0RMER LEGACY 

It is an unfortunate fact that Birkeland's work on gas discharges and solar-terrestrial physics was 
ignored by the plasma- and space-physics communities for more than half a century. After satel- 
lite observations began to confirm many of Birkeland's most controversial ideas, the attitude among 
space physicists changed to one of admiration and almost total acceptance. Plasma physicists, on the 
other hand, date the birth of their discipline to the 1920's, and are usually ignorant about Birkeland's 
work. However, the recent Birkeland laudation, based on the realization that many of his ideas have 
proven to be essentially correct, does not by itself serve the progress of science. In fact, it can be even 
more important to study the development of incorrect ideas and dead ends, because the right ideas 
often develop through struggle with competing lines of thought. In one sense, Birkeland's work was 
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Figure 13: Photos of terrella taken from different camera angles with the tube in the position corresponding 
to winter solstice and magnetic south pole in the 6 AM position. 

doomed to failiure, because it was too far ahead of his time. He wanted to develop a grand theory 
corresponding to H. Alfven's Plasma Universe [17], but did not have to his disposal the concepts and 
theoretical methods of plasma physics. He wanted to investigate and understand in depth discharge 
phenomena in ionized gases, but did not have the diagnostic tools that were necessary. However, by 
applying all scientific knowledge and methods available at the time, he was able to formulate com- 
prehensive and consistent theories ready for tests against future advances in physics and technology. 
The tragedy was, however, that only a handful of scientists accepted the challenge of dealing with the 
explosive power of Birkeland's theories after his untimely death. One of the few that went against 
the mainstream was Carl St0rmer, another was Hannes Alfven (1908-1995). 

In his opening address to the Birkeland Symposium on Aurora and Magnetic Storms arranged by 
IAGA in Norway in 1967 Sydney Chapman (1888-1970) had the following comment to the Birkeland 

- St0rmer collaboration [18]: 

The apparently unshakable hold, on Birkeland's mind, of his basic but invalid concep- 
tion of intense electron beams mingled error inextricably with truth in the interpretation 
of his ideas and experiments on auroras and magnetic storms. As regards to aurora, 
somewhat the same may be said about St0rmer's theoretical work. 

Chapman was perhaps the most influential scientist in the field of cosmical geophysics in the period 
1920-1960, and was the creator of a mathematically elegant theory for ionospheric current systems 
and magnetic storms [19]. According to this theory all geomagnetic field perturbations could be 
explained from a system of currents flowing horizontally in a spherical shell surrounding the Earth, 
and there was no place for Birkeland's field-aligned currents. Chapman also developed a kinetic 
theory of ionized gases, found in the last chapter of his famous book with T. G. Cowling [20]. In 
many respects this theory was obsolete before the first edition was published in 1939, since it could 
not describe the collective effects in plasmas which were observed by Langmuir and others [21] a 

decade earlier. 
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If Birkeland and St0rmer were to be evaluated as contemporaries to ourselves. Chapman's judge- 
ment would certainly be in place. But such judgements create blindness to the weaknesses in our own 
conceptions, which was exactly what happened to Chapman. By critisizing Birkeland as if he were 
a contemporary adversary, he missed a golden opportunity to use the old giant's ideas as a stepping 
stone for further advances. Alfven did not miss this opportunity, however. Many of Alfven's basic 
ideas can be traced back to Birkeland, and this was emphasized by Alfven himself. In 1987, Alfven 
gave the first lecture in a series called "The Kristian Birkeland Lecture" at the University of Oslo, 
and from the paper based on his oral presentation one clearly observes the strong similarties in their 
scientific approach. Concerning Chapman's role, Alfven wrote [22]: 

Since Chapman considered his theory of magnetic storms and aurora to be one of his 
most important achievements, he was anxious to suppress any knowledge of Birkeland's 
theory. Being a respected member of the proud English tradition in science, and attending 
- if not organizing - all important conferences in this field, it was easy for Chapman to do 
so. The conferences soon became ritualized. They were opened by Chapman presenting 
his theory of magnetic storms, followed by long lectures by his close associates who 
confirmed what he had said. If finally there happened to be some time left for discussion, 
objections were either not answered or dimissed by a reference to an article by Chapman. 
To mention Birkeland was like swearing in the church. 

The bitter undertone in this strong statement certainly reflects Alfven's sentiments associated with 
his own struggle to achieve recognition for his theories, which usually gained acceptance decades after 
their publication. But he also attempted to find a rational explanation of this resistance to radical 
ideas, and attributed this tendency to the increasing specialization of science. 

This specialization has also affected the advancement of the ideas of Birkeland and St0rmer. 
Due to the strong influence of the Chapman school, the mathematical achievements of Stornier did 
not get the attention they deserve. Rather recently, it has been realized that StOrmer's problem, 
the motion of a charged particle in a magnetic dipole-field, is an example of a chaotic Hamiltonian 
system. Stornier proved that the system has two integrals of motion, and can be reduced to a two- 
dimensional Hamiltonian, which is integrable only for a particular value of the energy integral. In 1970 
it was shown that the KAM-theorem applies for small perturbations of this energy, and hence phase- 
space consists of Cantor-sets of chaotic and regular orbits [23]. This is, in fact, quite apparent just 
from inspection of the two-dimensional potential corresponding to the reduced Hamiltonian, which 
consists of three potential "hills" grouped around a saddle point. The problem is structurally similar 
to the much studied "3-disk problem", where a billiard ball collides with three cylinders placed in the 
corners of a triangle. One of the most impressive achievements of Stornier and his assistants was their 
numerical calculations of particle trajectories without electronic computers. More than 18000 working 
hours were spent on such calculations, and from the drawings and wire-models of these trajectories 
one gets a clear idea about how sensitive some trajectories are with respect to small changes in the 
initial conditions. This sensitivity, and its connection to chaos was first discovered in connection 
with other dynamical systems after it became common to solve such systems on computers. It is 
interesting to speculate, however, whether chaos-theory would have developed earlier if Stormer's 
calculations, which probably were the first numerical calculations of chaotic orbits, had been more 
widely known. 

Better known than the intrinsic chaos in unperturbed St0rmer orbits is the chaos that may arise 
from perturbations due to waves or other collective effects. Such effects may be very important for 
how particles escape from the radiation belts. Recently a very interesting terella-experiment has 
been set up at Columbia University, where the purpose is to study this radial particle transport in 
an artificial radiation belt. This experiment is a direct continuation of the work by Birkeland and 
Stornier, and is highly relevant to the actual geophysical problem [24]. 

The Columbia University Terrella (CTX) is an example of a class of laboratory experiments 
where the purpose is to study in detail micro-processes that are assumed to be essential for the 
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global dynamics of the solar-terrestrial system. Birkeland's experiments attempted to model the 
global system itself, but theoretical discussions and a series of terrella-experiments performed at the 
Royal Institute of Technology in Stockholm in the 50's and 60's have shown that it is impossible 
to scale all relevant physical parameters down to laboratory dimensions [25]. The scaling problem 
is being used by many space physicists as an argument for abandoning laboratory experiments a 
tool in space physics, which claim that large scale numerical simulations are more valuable than 
experiments. This argument is certainly valid for global laboratory simulations, but it does not hold 
for the experimental investigation of micro-processes. An example is large three-dimensional MHD- 
simulation of the magnetospheric cavity, which have proven to be of limited value because ideal MHD 
is insufficient to describe the global dynamics. MHD breaks down in critical boundary regions like 
the bow shock and reconnection regions in the magnetopause and the magnetotail. In fact, virtually 
all the interesting physics that shapes the magnetic topology, energizes auroral particles and so on, 
occur in such regions. This micro-physics will have to be included in the global models, and this is 
where laboratory experiment has an important role to play. 

There is also a widespread reluctance among laboratory physicists against dealing with space- 
related plasma problems. Presumably this is partly due to lack of funding for such type of work, but 
is probably also due to general ignorance about the wealth of interesting problems space physics can 
offer the creative laboratory plasma scientist. 

A small, but growing, group of scientists from the two communities have sensed this problem, 
and since 1991 this group has organized four bi-annual workshops entitled "Interrelationship between 
Plasma Experiments in Laboratory and Space" (IPELS). This workshop, very much in the spirit of 
Kristian Birkeland, signals a hope for increased awareness of the necessity of an interdisciplinary 
approach to all sciences that deal with matter in the ionized state. 
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Gas Discharges Studies in Japan and some of my Own Researches 

S. Takeda 

1-12-19 Gakunanchou, Okayama 700, Japan 

Abstract.-The charge distribution on an insulating sheet induced by a surface discharge can be 
directly observed by "Dust figure". "Discharge chamber" is a sensitive high energy particle detector 
with a luminous trajectory. The high frequency breakdown voltage as a function of pi and fl is an 
extension of Paschen's law in dc discharge. The recombination loss predominant to attachment one 
was found in an afterglow of water vapour with the high electron density of plasmas by the phase 
angle of the reflection coefficient of a wave. The ripple of the electron temperature of high frequency 
produced plasma was measured as function of frequency for various pressures. An improvement of a 
laser interferometer to eliminate the fluctuation of the detected signal induced by the mechanical 
vibration of the system is developed. 

1. DISCHARGE STUDIES IN JAPAN 

The earliest studies of gas discharges in Japan, related to the high voltage engineering and insulation 
problems in the atmosphere, started more than seventy years ago. In associating with the industrial 
people and their support, basic researches were also carried out. 

A few examples of interest for me will be mentioned here. The first one is "dust figure" 
technique developed by Prof. Toriyama [1], as shown in Fig.l. A needle electrode is in contact with 
an insulating sheet put on a metal plate. If the sheet is replaced by a photographic film, the 
"Lichtenberg" figure is recorded. After a pulse voltage is applied to the electrode, two kinds of 
colours powder are scattered on the sheet. Then each powder accumulates on positive and negative 
charges distributed on the sheet along the streamer produced by the surface discharge. Thus the 
distribution of each charge can be clearly observed. 

. Needle electrode 

insulating sheet 

>>i}>>/)>>/>>innt) /1; 11 > f /1:/>;n I!>>/ 

77, 

Figure I : Arrangement of dust figure 

777 metal plate 

The second example is "discharge chamber" for a high energy particle detector invented by 
Prof. Fukui [2], as shown in Fig.2. The chamber consists of the glass box filled with Ar or Ne-Ar 
mixture at atmospheric pressure. When a pulsed voltage is applied to the electrodes immediately 
after the passage of the ionizing particle, the luminous discharge shown in left corner in Fig.2 
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appears along the trajectory. The pulsed voltage is triggered by the output signal from a G.M. 
counter. I heard that the chamber was widely used through out the world. 

Figure 2 : Arrangement of discharge chamber 

The low pressure discharges were also studied. The third example for interest for me is the 
back-fire, which sometimes appeared in the arc of the Hg rectifier. It supplies the dc power to the 
electric train to drive its motor. Although the problem was extensively studied, the investigation 
stopped before a perfect understanding of the mechanism was reached, since the rectifier was 
replaced by the solid state devices. 

Recently, high frequency plasmas found wide use in plasma processings and other discharge 
applications. Since such new topics are extensively discussed in the respective conferences, I am not 
going to dwell on these problems. 

Following are some of my own researches. 

2. HIGH FREQUENCY BREAKDOWN 
During the second war, a triode tube for a long wave length was used in the radar system. When an 
aircraft carried the device and flew in high altitude with decreased pressure, frequent high frequency 
breakdown troubles between the electrodes outside the vacuum tube were reported. At that time the 
sufficient data of high frequency breakdown were not available. 

After the war, I attend to investigate the breakdown in broad ranges of frequencies and 
pressures. Using a simple theoretical consideration and numerous experimental data, I classified 
various ranges in a (pl-fl)-plane and made empirical formulae of the breakdown voltages Vs in each 
range as function of pi and fl. This is an extension of Paschen\s law in dc discharge. 

The various range are shown in Fig.3 [3]. When f is low, Vs goes to dc values [range (1)]. 
When f increases, the oscillating ions are trapped between the plane electrodes and deform the 
electric field, resulting the increase of the y-action of ions. Then Vs somewhat decreases [range (2)]. 
When f is higher, the electrons are trapped between the electrodes and Vs again decreases by the 
enhanced ionization efficiency due to their long life time. The decrease is quite sharp in low 
pressures [range (3)]. When f is further increased, the movement of trapped electrons become less 
active for ionization and Vs increases [range (4)]. When the electron mean path is longer than 1, the 
vacuum discharge appears and Vs is quite high [range (5-6)]. For high fl, Vs is low and increases 
[range (7)]. Fig.4 shows the contour lines of Vs in the (pl-fl)-plane, much like isohypses on a map. 
Fig.5 shows a solid model of Vs as a function of pi and fl. Since the computer graphic techniques 
were not available at that'time, the model was handmade of clay. The figure in the right is the model 
seen from the reverse side. If a plane of constant fl cuts the model, the dependence of Vs on pi is 
obtained. And if a plane of constant pi cuts it, the dependence of Vs on fl is obtained. 
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Figure 4 : Contour lines of Vs in (pl-fl)-plane 

Almost at the same time, Prof. Brown [4] of MIT published a paper, which showed E/p as a 
function of pi and pX (X is the wave length) and included a corresponding theory of microwave 
frequency domain. Prof. Honda [5] in our country also independently published a theory with the 
same idea but with a different final expression. 
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Figure 5 : Solid model ot'Vs 

3. AFTERGLOW IN WATER VAPOUR 

Being stimulated by afterglow studies of Prof. Brown, I was eager to start the research. However, 
since the elaborate microwave equipments were not available and the vacuum system in my 
laboratory was poor, I joined a group at the University of Illinois directed by Prof. Goldstein and 
Prof. Dougal. 

They used the wave of 9000 MHz, which propagated through a long discharge tube installed 
in a waveguide. By measuring the wave characteristics, they determined the electron density n and 
the collision frequency v. Contrary to the 3000 MHz wave in a cavity at MIT, the electron density of 
10" cm"3, which is one order of magnitude higher than that at MIT, could be measured. Thus they 
had already succeeded in detecting the electron-ion collision frequency in a weakly ionized plasma 
of high density and the low electron temperature. 

The theme that I proposed was afterglow in water vapour. Discharge tube filled with argon 
mixed with water vapour was used in the radar system for separating the transmitting and receiving 
signals. It was assumed at that time that the water vapour helps to decrease the de-ionization time by 
its attachment process to find an object in a short distance. After my careful experiment, I found that 
the recombination loss surpassed the attachment one in plasmas of high electron density and low 
electron temperature. In addition, the collision probability, which is proportional to the collision 
cross section of electrons with molecules was determined as a function of the electron energy. When 
I presented the result at Gaseous Electronic Conference held in 1958, Dr Hull also reported the 
similar result with somewhat different value. Both data are shown with the theoretical line in Fig 6 
[6]. 

4. MEASUREMENTS OF HIGH ELECTRON DENSITIES 

After I was back to my country, I developed [7] a method to measure the high electron density for 
high values of the ratio cop

2/co2=r|, which is proportional to the electron density. When a wave 
reflects at a sharp boundary of a plasma, the reflection coefficient IRIe'6 is calculated as a function of 
T|. Fig.7 shows the absolute value IRI. It increases toward unity at T|=l and remains constant beyond 
r|=l. However, the phase angle 0 changes from zero at r|=l to 180° for the extremly high r|s which 
correspond to a perfect conductor. Thus, the local electron density can be determined by measuring 
6. The electron density from 1013 to 10l6cm"3 are measurable by using an 8 mm wave. 

By inserting a waveguide into a plasma, the standing wave in the guide is represented by a 
real line, shifted from that for a perfect conductor (dotted line), as shown in Fig.8. The dotted line is 
realized by closing the end of the waveguide by a metal plate. For the plasma measurement the end 
of the waveguide is covered by a thin mica sheet to keep the plasma from penetrating into the 
waveguide filled with air. When the phase difference between 180° and 6 is measured, n can be 
determined. Moreover, the standing wave ratio changes by the loss due to the collisions. Thus n and 
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v can be determined from h| and hi at the positions of a half and a quarter wave length distances 
from the end. If h^ and fu are used, more accurate values for the smaller phase shifts can be 
measured. 
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Present result 

R.M. Hill (13) 

V.A. Bailey (7) 
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Figure 6 : Collision probability versus electron energy 
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Figure 7 : IRI. and 6 versus r| 

Figure 8 : Standing waves for a perfect conductor and a plasma 

Since the skin depth penetrating into the plasma just after the reflection is much longer than 
the sheath width, its non-uniform electron density Can be perfectly neglected for the calculation. I 
tried to measure the electron densities of 10l4-10l5cm"3 by this technique in a shock-wave produced 
plasma. The values were in a fairly good agreement with those obtained by the spectroscopic 
methods, namely, Stark broadening. 

Here I add that Prof. Simonet [8] developed a method of measuring the position of cutoff or 
r|=l from the phase angle of the reflection coefficient and determined the density profile by using a 
swept-frequency oscillator. 
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S. RIPPLE OF ELECTRON TEMPERATURE 
Recently, high frequency produced plasmas are widely used for processings. I studied the ripple of 
the electron temperature of such a plasma. The measured ripples, defined as the ratio of the 
amplitude to the mean value , were plotted in Fig.9 [9], as a function of a frequency, for various 
pressures. Since the density fluctuation was neglected in the range of parameters studied, the ripple 
could be deduced from the observed emitted-light intensity. The result agreed well with the 
theoretical calculation which predicts that the ripple is inversely proportional to the frequency. 
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Figure 9 : Ripple of election temperature 

6. IMPROVEMENT OF LASER INTERFEROMETRY" 

Recently, the laser interferometer became widely used to measure high electron densities of 
plasmas. When the wave length is comparable to the amplitude of the mechanical vibration of the 
system, a careful arrangement is required to eliminate the effect. An improvement by Prof. Yasuda 
[10] was developed for this purpose. Fig. 10 shows the total system. Two Ne-He lasers, with wave 
lengths of 0.63 u.m and 3.39u.m respectively are used as sources of light which passes through a 
Michelson interferometer. A mirror a the right corner is driven by a magnetic coil of a loud speaker. 
The detected signal from PD, is fed back to the moving coil after being reversed and amplified. 
Then the mirror can compensate the varying signals induced by fluctuation of the light path due to 
the mechanical vibration. Another wave of 3.39u.m is used as the usual way of the interferometry. 
This is an automatic stabilization technique. Fig. 11 shows the fringe pattern from PD, without and 
with stabilization. To confirm the principle, Prof. Yasuda measured the refractive index of air with 
variable pressures. The values agreed well with the theoretical ones. 
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Figure 10 : Stabilization system of a laser interferometer 
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Abstract: The self-consistent modeling of a DC discharge must consider the spatial dependences 
introduced by the inhomogeneous structure of the radial field and the density gradient. To start 
tackling the problem, we develop a self-contained formulation to solve the steady-state spatially 
inhomogeneous electron Boltzmann equation in a plasma positive column. The problem is solved 
in cylindrical geometry using the classical two-term approximation, with appropriate boundary 
conditions for the electron velocity distribution function, especially at the tube wall. The present 
formulation is self-contained in the sense that the relationship between the applied maintaining field 
and the gas pressure, termed the discharge characteristic, is obtained as an eigenvalue solution to 
the problem. A progress report on the self-consistent solution to this nonlocal kinetic problem is 

also presented. 

1. INTRODUCTION 

The complete modeling of gas discharges constitutes a very complex research program, as it must 
include Maxwell's equations and the macroscopic transport equations (particle balance and motion) 
for the existing charged/neutral species, in order to calculate self-consistently the spatial distributions 
(and, eventually, the temporal evolution) of the electromagnetic fields, the particle densities, and the 
macroscopic fluxes. Further, when the electron characteristic lengths for the different discharge 
processes are of the same order of magnitude as the typical dimensions of the discharge container, a 
space dependent microscopic description of the electron kinetics is recommended. 

In recent years there has been an increasing interest devoted to the problem of the spatial de- 
scription of the electron kinetics in various discharges and/or discharge configurations, which led to 
the development of various nonequilibrium discharge models and, in many cases, to the introduction 
of new numerical tools in order to solve the problem in an efficient, accurate way. In general, these 
models have adopted either a statistical approach, using Particle-in-Cell and/or Monte-Carlo simu- 
lations, or a kinetic equation approach, by solving the electron Boltzmann equation (EBE) written 
under different approximations. 

Because the statistical approach is based on first principles, involving no a priori approximations, 
it can be considered as more rigorous than the kinetic equation approach. However, to produce 
reliable statistical results, these calculation programs must use a very high number of test particles, 
which in practical terms leads to very long computation times. This is why the numerical integration 
of the EBE is still considered as a valid interesting approach, especially in those situations where we 
can use approximations well adapted to the description of the physical systems under study. 

Two examples of very well-known approximations are the two-term approximation [1,2,3], valid 
when the discharge anisotropies are small, and the dc effective field approximation [1, 2, 4], valid 
when the discharges are produced by hf applied electric fields of sufficiently high frequencies. These 
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particular approximations were adopted by many authors to solve the spatially dependent EBE, using 
a variety of numerical techniques in order to speed up the calculations [5, 6, 7, 8]. Other authors have 
solved the EBE by adopting the so-called total energy formulation, in which the total energy (kinetic 
plus potential) of the electrons replaces the kinetic energy as an independent variable [9, 10, 11, 12]. 

The contribution of these models was decisive to construct an overall picture of the electron 
kinetics in inhomogeneous situations. However, the formulations adopted so far to solve this nonlocal 
kinetic problem still require some improvements in order to achieve a self-consistent description. 

The reasons are threefold. First, the nonlocal electron kinetics is strongly dependent on the 
phenomena occurring at the plasma-sheath boundary, near the discharge wall, where the anisotropies 
are expected to increase. To gain further physical insight into this problem one has to derive a 
correct wall boundary condition from theoretical considerations, instead of assuming any 
arbitrary law at the wall [6, 7, 11, 12]. Second, a self-contained steady-state solution to the EBE 
must verify the electron particle balance equation. This requirement yields a relationship between 
the discharge maintaining field and the pressure, termed the discharge characteristic, which has 
to be simultaneously obtained as an eigenvalue solution to the problem. Such a formulation 
constitutes the sole correct approach for solving this problem, as it does not resort to experimental 
(or parametric) discharge characteristics as input data [10, 11]. Third, a self-consistent solution to 
this nonlocal problem requires a simultaneous description of the electron and the ion kinetics. In the 
case of a DC discharge, for example, this can only be achieved through a kinetic-fluid hybrid model, 
that couples the Boltzmann equation for the electrons with the fluid-type equations for the ions and 
Poisson's equation for the space-charge field. 

The main purpose of this paper is to present a self-contained formulation to numerically solve 
the spatially inhomogeneous EBE in a plasma positive column [8, 13], including the spatial gradient 
and the space-charge field terms in the equation for the isotropic component. The problem is solved 
in cylindrical geometry, with appropriate boundary conditions for the electron velocity distribution 
function, in particular at the tube wall. The last section of the paper reports the first progresses 
made on the self-consistent solution to this nonlocal kinetic problem, obtained by calculating the 
space-charge field that gives a match between the macroscopic radial flux of electrons and ions. 

2. GENERAL FORMULATION 

2.1 Radially dependent electron Boltzmann equation 

The system underjmalysis is a DC positive column of radius R, under the action of a total electric 
field of the form E{r) = Er(r)er + Ezez, where the radial component Er(r) = -Vr<j> is the space- 
charge field {<j> represents the space-charge potential), and the axial one is the applied electric field, 
assumed uniform. 

The distribution of electrons in the discharge can be described by the electron distribution function 
(EDF) F(r,v), obtained by solving the corresponding Boltzmann equation with the normalization 
condition / F(r,v)<Pv = ne(r), where ne(r) is the electron density. 

In the present situation, we consider the existence of a total anisotropy with an axial component 
due to the applied field, and a radial component due to the space-charge field and the density gradient. 
In order to solve the EBE we adopt the two-term approximation [1, 2], that is, we represent the EDF 
by the first two terms of its expansion in spherical harmonics around the total anisotropy direction 
«anisotropy, along which we assume F to be cylindrically symmetric, 

F{r,v,6)   =   f>'(r,^(cos0) (la) 

~   F0(r,v) + F1(r,v)cosö = F°(r,v) + ~-F1(r,v)   . (lb) 
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In these equations, P((cos 9) denotes the Z-Legendre polynomial, where 6 is the spherical polar angle 

in velocity space, and F1 = -F^anisotropy is the first-anisotropy vector. 
With this approximation, the EDF is decoupled into an isotropic component F°(r,v), an axial 

anisotropic component F*(r,v), and a radial anisotropic component F*(r,v). Introducing the ex- 
pansion (lb) into the EBE yields a scalar equation for the isotropic component of the EDF, and a 
vector equation for its anisotropic components. After the renormalization 

F°(r,VhTTV2dv = f{r,u)y/^du    ;     F ^'V\i:v2dv = f\r,v)yfiidu    , 

where neo is the electron density at the tube axis, so that 

ne(r) r f(r,u)V^du=1^-    =>     I" f(0,u)yfidu: 
Jo neo JO 

one obtains [1, 2] 
8G{r,u) 

du 

fl(r,i 

+ '2e u 

me 3 

1 

ft(r,u)   ^ 

Nat(u) 

1 

N*t(u) 

Vr • f1 (r, u) ~ v^ [J(r, u) + /(r, u)] 

JP 9f(r,u) 

Vr/(r,u)      . Er(r) 

du 

df(r,u) 

dv 

(2) 

(3) 

(4a) 

(4b) 

Herein, G — GE + Gc is the total upflux in energy space due to the total field and the elastic collisions 
given by, respectively, 

GB(r,u)   =   GEz{r,u) + GEr{r,u) 

Pit     2m, 

<2e u 

me 3 
[Ezfl(r,n) + ET(r)f}(r,u) 

Gc(r,u) 
me M + m, 

Nu2ac(u) f(r,u) + 
kBTgdf(r,u) 

du 

(5a) 

(5b) 

In these equations, u = mev
2/2e is the electron energy in eV, where e and me are the electron charge 

and mass, respectively; M is the atom mass; N is the gas density; Tg is the gas temperature; at{u) = 
crc(u) + ^ o-'0(u) + o-^u) is the total electron-neutral momentum transfer cross-section; ffc(u) is the 
elastic momentum transfer cross-section; a'0(u) is the direct electron excitation cross-section for the 
j-th state; and (r^(u) is the direct electron ionization cross-section (all inelastic collisional processes 
are assumed to be isotropic). The quantities J(r,u) and I(r,u) represent electron operators for the 
collisional processes here considered, i.e., ground state excitations and ionization, taking into account 
the production of secondary electrons. 

Substituting Eqs. (4a)-(4b) and (5a)-(5b) into Eq. (3) yields a second-order partial differential 
equation for f{r,u), in the energy and configuration spaces; this equation is to be solved subject to 
appropriate boundary conditions. 

2.2 Boundary conditions 

The solution of Eq. (3) requires the knowledge of two boundary conditions in energy space and two 
boundary conditions in configuration space. 

In energy space we impose [2] 

G(r,0) = G(r,oo) = 0   , (6) 
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corresponding to the total upflux conservation, whereas in configuration space, at r = 0, symmetry 
considerations lead to 

2^u-o ■ m 
In order to deduce a meaningful physical boundary condition at r = R, we first obtain the net 

{microscopic) radial flux of electrons with velocity between v and v + dv, jr(r,v), by integrating the 
product F(r, v) vr over all angles in velocity space 

jr{r,v) =   f  f F(r,v)vrdÜ    . (8) 
J   Jil 

In Eq. (8), at r = R, it is convenient to separate the integration over the polar angle in its forward 
and backward hemispheres, yielding 

-yr(R,v)   =   7+(Ä,ü)-7r-(Ä,«) 

=   2TT /      F(R,v) (v cos 0) sin 0d0-2ir F(R, v) (v cos 0) sin 0d$   , (9) 
Je=o Je=ir 

where 7*(i2, v) [y~(R,v)] is the forward (backward) microscopic radial electron flux at r = R, that 
is, the total number of electrons, with velocity between v and v + dv, reaching (reflected by) the wall 
per unit area and unit time. 

For the case of a perfectly absorbing wall, the boundary condition at r = R can be expressed by 

j-(R,v) = o , (io) 

which corresponds, after calculations, to 

f}(R,u)='p(R,u)   , (11) 

where we have assumed that the EDF can be well represented by the two-term expansion in spherical 
harmonics (lb), and we have used the usual energy renormalization (cf. Sec. 2.1). 

Equation (11) can be obtained from the general wall boundary condition deduced in [13], in the 
particular case of an infinitely thin boundary layer and, for consistency, a potential drop A(j> = 0. 

Note that the wall boundary condition given by Eq. (11) implies that fl{R, u) > 0, which means 
that the radial anisotropy always points toward the wall at r = R. Further note that, as shown in [8], 
the wall boundary condition (11) reproduces well the results obtained from other theories, in some 
limiting cases. 

Equation (11) was directly obtained from transport considerations, which constitutes the correct 
procedure to derive a wall boundary condition, without resorting to any arbitrary law for the EDF 
or the electron density at r = R [6, 7, 11, 12]. In any case, numerical tests show that, for a given 
Er{r), the solution to the EBE is not too sensitive to modifications in the wall boundary condition. 
The EDF's so obtained only differ near r = R. In spite of this, the expression of the wall boundary 
condition does play a major role in the self-consistent resolution of this kinetic problem, as it directly 
defines the radial electron flux at r = R, which is to be equated to the corresponding radial ion flux 
in order to yield the correct space-charge field. 

3. INTEGRATION OF THE EBE. MACROSCOPIC EQUATIONS 

3.1 Electron particle balance equation 

The electron particle balance equation is obtained by integrating Eq. (3) over all energies, taking 
into account Eq. (6) for the boundary conditions in energy space. The resulting equation is [8] 

Vr-fr.(r) = i//(r)ne(r)   , (12) 
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where j/j(r) is the direct ionization collision frequency (i/i(r)/N is the corresponding rate coefficient), 
and rrc(r) = nc(r)vde{r) is the radial electron flux (vde(r) is the electron radial velocity), obtained 
by an appropriate integration of Eq. (4b) over all energies 

T-e0 3 \meJ      J0 

(13) 

A self-contained solution to the isotropic EBE [Eq. (3)] automatically verifies Eq. (12), yielding 
an ionization rate that exactly compensates for the loss rate to the wall. Assuming that Er(r)/N is 
known ab initio, this condition yields a relationship of Ez/N vs. NR, termed the discharge character- 
istic for the maintaining field, which has to be simultaneously obtained as an eigenvalue solution 

to the problem. 

Figure 1: Radial profiles of Ez/N (solid curve), Er/N (dashed), and 4> (dotted). 

3.2 Electron power balance equation 

The electron power balance equation is obtained by multiplying Eq. (3) by the electron energy u, 
and then integrating over all energies (taking into account Eq. (6) for the boundary conditions in 
energy space). The resulting equation can be written as 

(14a) 9(r) = 0transp(r) + 0Coll(r) 

with 

^transpV / 

©coii(r) 

PEr(r) + Pcanvir) 

Pel(r) + Pexc(r) + Pi, »W 
(14b) 

(14c) 

The l.h.s. term of Eq. (14a) represents the mean power absorbed from the applied field per electron, 
while the r.h.s. terms represent the power lost by the electrons due to the radial transport across 
the discharge, 0transP, and collisional processes, 0coU. According to Eqs. (14b)-(14c), the quantity 
©transp includes the power lost in flowing against the space-charge field, PEr, and the net power lost 
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due to convection in configuration space, PConv, whereas 0coll accounts for the power lost in elastic 
collisions, Peh excitation, Pexc, and ionization, Pion. Explicit expressions for these terms can be found 
in [8]. ■ 

4. NONLOCAL ELECTRON KINETICS. SOLUTION TO THE EBE 

4.1 Input parameters and numerical resolution 

The simulations presented in this work were made for helium, adopting the set of electron cross- 
sections derived in [14, 15]. In this section, dedicated only to the study of the nonlocal electron 
kinetics, a given radial profile for the space-charge field is assumed. Figure 1 represents the field 
distributions here used, corresponding to Ez/N = 3 x 10"16 Vcm2, NR = 1.3 x 1017 cm-2 (eigenvalue 
solution), and a reduced space-charge field that follows a Bessel-type law 

•   ET(r) u,  JtfAr/R) 
N '  NRJ0(2Ar/R)    ' l    ' 

where we have imposed us ~ 0.5ui(0) (uk(r) is the electron characteristic energy [8]). Note that 
Eq. (15) gives for ET(r) a more realistic profile than the one assumed in [8, 13]. 

f 

Figure 2(a): Isotropie component of the EDF as    Figure 2(b): Countour plot of log10 |/r
x| as a func- 

a function of u.   Solutions to the inhomogeneous    tion of r/R and u. 
EBE at the following r/R positions:   solid curve, 
0; dashed curve, 1.   The dotted curve is for the 
solution to the homogeneous EBE. All curves are 
renormalized to 1. 

The numerical method employed to solve Eq. (3) [after substitution of Eqs. (4a)-(5b)], with the 
boundary conditions (6), (7), and (11), is based on its conversion into a set of JVT-coupled algebraic 
equations by second-order, fixed-step finite differencing in the energy and configuration spaces. 

The resulting matrix system is solved using a multigrid method [16], whose algorithm exactly 
includes all boundary conditions and allows for the calculation of an eigenvalue. The system conver- 
gence test is applied to the solution f(r, u) and to the electron macroscopic equations (particle and 
power balance equations), checking for relative errors less than 10-6 and 10~10, respectively. 
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4.2 Results and discussion 

Figure 2(a) represents, for the working conditions considered, the isotropic component of the EDF 
f(r,u), as a function of u for different radial positions, together with the distribution f(u) for the 
corresponding homogeneous situation. For the purposes of comparison, all functions are renormalized 
to 1, that is, J0 f(r,u)y/udu = 1. This figure clearly shows the depletion of the isotropic EDF as 
the boundary at r = R is approached, due to the electron drain to the wall. 

Figure 2(b) represents a countour-plot of log10 \f}{r,u)\ vs. (r/R,u). Note that the radial 
anisotropy normally points toward the wall (|Vr/(r,u)\ > Er(r)\df(r,u)/du\) [cf. Eq. (4b)], 
which means that the electrons do flow toward the wall against the space-charge field. 
However, an exception to this occurs for an intermediate kinetic energy range, where /* becomes 
negative. This behaviour is observed in a region beyond an energy around the inelastic thresholds, 
and it can be explained by the strong depletion of the electron energy distribution in that region [8]. 

As we can see from Fig. 2(b), the radial anisotropy always points toward the wall at r = R 
due to the strong electron drain occurring in this region, as a direct consequence of the wall boundary 
condition deduced here (cf. Sec. 2.2). 

The radial electron density distribution, ne(r)/neo, is represented in Fig. 3(a). For comparison, 
we have also plotted on this figure the density distributions assuming Boltzmann equilibrium in the 
space-charge potential, ne(r)/neo = exp((/>(r)/Te) (Te is the radially averaged electron temperature, 
with Te = (2/3)(w)), and the typical Bessel distribution with ne(R) = 0. 

The electron ionization rate coefficient, vi/N, the electron characteristic energy, Uk, and the mean 
power absorbed from the applied field per electron at unit gas density, 0/N, are shown in Figs. 3(b), 
3(c), and 3(d), respectively, as a function of r/R. On these figures, we have also represented the 
values of these quantities as calculated for the homogeneous situation. 

We note that the values calculated using the spatially dependent EDF are quite different from 
those corresponding to the homogeneous situation, although the electron density distribution closely 
follows the typical Bessel profile. This is a clear indication of a nonlocal behaviour, which is associated 
to the impossibility of performing a separation of variables in the energy and configuration spaces. 

^ ©^ 

a 
i 
PH 

Figure 4: Average fractional power lost by the electrons vs. r/R. The labels are for the following power 
loss channels: A, radial transport in the discharge (diffusion against the space-charge field + convection flow 
in configuration space); B, excitation; C, ionization; D, elastic collisions. 

The distribution of the fractional power lost by the electrons is shown in Fig. 4 as a function of 
r/R. The curves plotted in this figure correspond to the different terms in the electron power balance 
equation [cf. Eqs. (14a)-(14c)]: the fractional power lost by the electrons due to the radial transport in 
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power transfer channels: A, acceleration by the applied field; B, diffusion against the space-charge field; C, 
convection flow in configuration space. The positive (negative) values indicate a power gain (loss) by the 
electrons. Percentages were calculated relative to the net power gain from the A+C mechanisms. 

the discharge, GtranW©, in elastic collisions Pei/0, in excitations, Pexc/©, and in ionizations, Pio„/0. 
As expected, the main electron power loss channel is associated.with excitations, throughout most 
of the discharge cross-section, but the losses due to the radial transport become dominant near the 

wall. 
The two components of Qtramp/Q can be unfolded into the power lost by the electrons in flowing 

against the space-charge field, PEr, and that due to the radial flux in configuration space, PCOnv 
Figure 5 represents 6/(0 - PCOnv), -Pj5,/(6 - P«™), and -Pconv/(0 - Pconv), as a function of 

r/R. Note that the positive (negative) values on this figure indicate an electron power gain (loss). 
Further, note that the percentages are now calculated relative to the net power gain, 0 - PCOnv, 
because the quantity Pcom can represent either a loss or a gain of power. As seen from Fig. 5, the 
term -PCOnv becomes positive close to the wall, which means that the divergence of the power flow 
due to convection is negative. Physically, this corresponds to a gain of power in this region due to 
heat convection. Such a gain is necessary to overcome the increased losses associated with the rapid 

variation in the space-charge field near the wall (note that PEr ~ |PConv| near the wall). 

5. PROGRESS REPORT ON SELF-CONSISTENT CALCULATIONS 

The self-consistent modeling of a DC discharge requires the simultaneous description of the elec- 
tron and the ion kinetics. This can only be achieved through a kinetic-fluid hybrid model, that 
couples the EBE (3)-(5b), the ion particle balance equation 

Vr-fr,(r) = i/j(r)ne(r)   , 

the ion transport equation [17] (written in the case of small discharge anisotropies) 

ne(r) 

vdi(r) 
.dvdi(r)       e  „ ,_N Id kBTi(r)_ ,_x     "* + m(r) 

vi(r) 

dr m,- rii(r) dr     m; 
vdi{r) 

and Poisson's equation 
Vr • ET{r) = -(n,-(r) - ne{r)) 

(16) 

(17) 

(18) 
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In these equations, rii{r) is the ion density; vdi(r) is the ion radial velocity; Tri(r) = ni(r)vdi(r) is the 
ion radial flux; Ti(r) and m,- are the ion temperature and mass, respectively; and vCi is the ion-neutral 
momentum transfer collision frequency. 

Note that the particle balance equations for the electrons (12) and the ions (16) can be solved 
together, yielding the charged particle radial flux conservation 

rr.(r) = rrj(r) (19) 

10- 
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Figure 6:  Radial profiles of the reduced fields.   Solid curve:  Er/N as calculated from Eq. (15).  Dashed 
curve: Er/N after 5 iterations over the flux conservation condition [cf. Eq. (21)]. Dotted curve: Ez/N. 

The complete resolution of this system of equations constitutes a very complex task, to be ac- 
complished in future works. In the present paper, we will start to tackle this problem, by introducing 
the following hypothesis for simplification purposes: 

the quasi-neutrality [that replaces Poisson's equation (18)]: 

Tii(r) ~ ne(r)    ; (20a) 

the field drift approximation (that simplifies the ion transport equation (17), by assuming that 
the radial motion of the ions is exclusively due to a drift under the action of the space-charge 
field): 

Vd, 
rriii/Ci 

Er(r) = iaET(r)   , (20b) 

where m represents the ion mobility. 

Equation (20b) can now be worked, subject to the conditions (19) and (20a), to give an expression 
for the self-consistent space-charge field 

Er(r) ~ M
r) 

Vi 
(21) 
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Figure 7(a): Radial velocities for electrons (vd.e) 
and ions (v^) as a function of r/R. Solid curves: 
results obtained with Er/N as calculated from Eq. 
(15). Dashed curves: results obtained with Er/N 
as calculated after 5 iterations over the flux conser- 
vation condition [cf. Eq. (21)]. 

Figure 7(b): Electron density radial distribution. 
Solid curve: results obtained with Er/N as cal- 
culated from Eq. (15). Dashed curve: results ob- 
tained with Er/N as calculated after 5 iterations 
over the flux conservation condition [cf. Eq. (21)]. 

Note that Eq. (21) clearly shows the very strong nonlinear behaviour of the system, by expressing 
the space-charge field as a function of the electron radial velocity, which already is a function of 
Er{r) [cf. Eq. (13)]. 

From the results presented in Sec. 4.2, obtained with the space-charge field given by equation (15), 
and by adopting a reduced ion mobility of ^,-JV ~ 2 x 1020 cm-1 V-1 s_1, it is possible to calculate the 
charged particle radial fluxes, by using Eqs. (13) and (20b). The result is that Fr<,(r)/TTi(r) ~ 100 
across the discharge radius, which clearly reveals that the condition for the charged particle flux 
conservation is not verified in our calculations. 

In order to start correcting this lack of consistency we have solved the EBE (3)-(5b) coupled with 
Eq. (21), allowing for the self-consistent calculation of the space-charged field in order to obtain a 
match between the radial flux of electrons and ions. This was done after appropriate modifications 
in the numerical algorithm presented in Sec. 4.1; which was carefully redesigned in order to meet the 
requirements introduced by the very strong nonlinear features of the problem. 

Work is still in progress in order to achieve a completely converged solution to the system, and 
so we will present here only intermediate calculation results. 

Figure 6 shows the modification in the space-charge field profile, after 5 iterations over the 
flux conservation condition. On this figure, and for the purposes of comparison, we have also 
plotted the value for the Ez field. Note that the space-charge field has roughly increase one order of 
magnitude, which makes that it now overpasses the applied field at r/R ~ 0.6. 

From the solution to the EBE, obtained with the new space-charge field profile, we have calculate 
the radial velocities for electrons and ions (represented in Fig. 7(a) as a function of r/R), and 
the electron density radial distribution [represented in Fig. 7(b)]. On these figures, and for the 
purposes of comparison, we have also plotted the radial distribution of these quantities' obtained 
with the initial profile of the space-charge field. An observation of these figures reveals that the ratio 
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rre(r)/rrj(r) has already been reduced by a factor 10, after 5 iterations over the flux conservation 
condition. Furthermore, the radial distribution ne(r)/neo was upwardly deviated from the Bessel 
profile initially obtained, as a direct consequence of the ET(r) increase and the IV,.(r) decrease. 

A final important consequence of this self-consistent procedure is the fact that the NR value was 
reduced to 1.6 x 1016 cm"2, after 5 iterations over the flux conservation condition. This modifica- 
tion, of about one order of magnitude in the eigenvalue solution, clearly shows the influence of the 
space-charge field on the results and justifies the need for a complete resolution of this problem. This 
should include a simultaneous calculation of the discharge characteristic, Ez/N vs. NR, and the 
radial field, Er(r), instead of using experimental (or parametric) values for some of these quantities, 
as input data [11]. 

6. FINAL REMARKS 

We developed a self-contained formulation to solve the steady-state spatially inhomogeneous EBE 
taking into account the spatial gradient and the space-charge field terms. The present formulation 
is self-contained in the sense that the relationship between the applied maintaining field and the gas 
density, termed the discharge characteristic, is obtained as an eigenvalue solution to the problem. 
We also reported the first progresses made on the self-consistent solution to this nonlocal kinetic 
problem, obtained by calculating the space-charge field that gives a match between the macroscop- 
ic radial flux of electrons and ions. The complete resolution of this problem can only be achieved 
through a kinetic-fluid hybrid model, by coupling the Boltzmann equation for the electrons with 
the fluid-type equations for the ions and Poisson's equation for the space-charge field. Work is in 
progress in this direction. 
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Crystal and Fluid-Like Assemblies in Plasma Sheaths 
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Abstract. The broad topic of the dust-dust interaction phenomenology in the plasma and in the 
plasma sheath is here analysed with reference to the work of the Oxford team. The theory includes 
preliminary consideration on the dust charge in the plasma sheath region, in a crystal environment 
and in the case of fast-moving particles. Among other experimental observations the dust-laser 
interaction and the motion of the particulate in non uniform electric fields are shown in some 
detail. 

1. INTRODUCTION 

Dust-plasma interaction is a relatively young area. In the last few years it has grown substantially 
due to the increase in interest worldwide. Three separate communities: space physics, plasma 
processing and basic plasma physics are now interacting to understand, jointly, the complex 
behaviour of small objects in plasma and space charge environments. The dynamical equilibrium 
charge of these objects is easily modified by any fluctuation of plasma parameters, particle or light 
beams, interaction with other grains, electric fields, etc., making the theoretical speculations 
extremely complex. For this reason the experimental results cannot be overestimated: they can 
orient the theoretical research and also find quickly their way into applications. 

In fact the physics of dust is undergoing important development in many areas. The most 
well known is contamination control in microelectronic fabrication processes, etc. [1]. Dust 
control allows higher yields in semiconductor nanotechnology but dust caused defects are still one 
of the major causes of discarding. Another new development is the control of industrial processes 
by the change in the light scattered by the dispersed particles. The dust in the mesopause, and its 
influence in radar back-scatter, is an issue of primary importance to communications. 

One focus of interest is the interaction between planetary rings, in particular the distributed 
fine grains and the planetary magnetospheric field and the formation of protoplanetary disks. 
Other effects of importance for planetary rings are stability, perturbations, structure and dynamics. 

The dust crystal experiment in RF sheaths [2,3] has still to be fully investigated. 
Interacting sheaths, multifluid treatments, particle codes, perturbations and diagnostics will 
explain the properties of such a novel state of the matter. The planned microgravity experiments 
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open new prospectives to basic plasma physics research[4]. 
There are also expectations that dust-plasma physics could become important for 

environmental monitoring, pollution in the mesosphere, optical communications, in the 
manifacture of new "nanodot" materials with quantal effects [5], and many other applications. 

1.1 Charge of Isolated Particle in Plasma and Plasma-sheath 

Extensive theoretical work has now dealt with charge of dust in uniform plasma [6,7]. These 
theories, which lead to different results for the floating potential, and the grain charge, need to 
be compared with experiments. In gravity only very fine particles are suspended in the weak fields 
of the plasma [8]. These small particles will present statistical fluctuation of the floating potential 
because the continuous approximation for ion and electron current is not longer valid. 

Other considerations are needed in gravity for dust grains above lOOnm diameter (density 
of the order of 103Kg m"3). Particles are suspended in the sheath, and not in plasma, where 
gravitational and "ion drag" forces are balanced by electric forces. The charge of the isolated dust 
in the sheath is still unexplored. The only attempt found in the literature uses the orbital motion 
theory which is clearly applicable only in a very weak non-central force field [9]. 

The behaviour of grains in a DC or RF sheath can be quite different. This is because the 
non-linearity of the I-V characteristic of the electrode sheath, averaged over the radiofrequency 
period, would increase the average electron current, an effect which is counterbalanced by the 
electrode becoming more negative with respect to plasma. These considerations do not apply for 
the sheath created at the grain surface as no RF current can flow. In a collisionless electrode 
sheath the ion energy (due to the electrode RF sheath) is high in comparison to the grain-local 
space voltage difference (DC sheath). Ions are hardly deflected and the ion-dust cross section 
tends to the geometrical cross section. In a collisional sheath the slow ions will give a higher 
contribution to the ion current to the grain than in the collision-free case. Experiments have so 
far been reported only for RF, driven electrodes, collisional sheaths and in "special" DC cases as 
striations. 

The above considerations on the charging have to be modified when the dust grain in the 
sheath is surrounded by other grains, as in the crystal or liquid dust assembly. 

2. EXPERIMENTS 

A dust crystal was formed in a 13.56 MHz capacitively-coupled RF plasma of argon maintained 
within the 10"'Torr range, with a power of about 5W and electrode voltage of about 100V. 
Different kinds of powder were introduced through a sieved hole in the upper, grounded 
electrode. The suspended powder was illuminated from a side with a laser beam made planar 
through an arrangement of lens, and observed using a video camera, fitted with a macroscopic 
lens, see fig.l and ref[10]. The analysis of successive frames allows us to view the detailed 
evolution of particle distributions over time. 

2.1 Dust Settling 

Particles of the same charge over mass ratio are confined to thin layers of the sheath. They 
interact with each other, forming molecules or aggregates which could become a crystal when 
the ratio of the thermal to the electrostatic forces is small. For the parameters of the discharge 
stated above, distinct dust-clouds form within or near plasma-sheath boundaries. If the kinetic 
energy of dust is low, a condition achieved in the higher pressure and low power range, the 
mutual interaction between particles leads to the formation of organised structures of dust in the 
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Sideview 

Topview 

electrode 

probe 

Fig. 1 Schematic representation of the experimental apparatus. 

Fig. 2 A single video frame of the dust crystal as seen from above. The crystal is composed of 
spherical melamine-formaldehyde particles, <J> =15nm. 
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cloud, now commonly referred to as a plasma crystal. In other cases a more liquid-like, or gas 
(plasma) structure is observed. The status of the dust assembly depends on the size, the 
dispersion and shape of the powder as well as on the plasma density and electron temperature. 

Observation of the isogonal lattice, figs. 2 and 3, would suggest a kind of two dimensional 
structure due to the repulsion of the negative charges of the grains. This is somehow in 
contradiction with the space physics community study of dust clouds and our evidence. The sharp 
edges observed would suggest a surface tension due to attraction. The negative charge of the 
grains interacts somehow with the positive sheath space charge. The slow motion of the crystal 
shown in fig. 2 can be seen in fig.4 where 30s (750 frames) are overlapped. Fig. 5 shows the dust 
assembly going continuously from 'solid' to a fast moving 'gas' state. Here the electric field varies 
in strength. If in the solid state the flux of ions follows precise patterns around the negative charge 
of the grains, in the gas (or plasma) state the ions fall from plasma uniformly. The melting of the 
crystal is sometimes abrupt. 

In the space charge sheath ions acquire a directional velocity and form a continuous stream 
towards the electrode. A dust particle suspended in this stream will create a wake downstream 
and in this wake other particles, with different mass accommodate. In fact a chain of about 20 
grains, all in a row, with separations 150-250um, has been observed in the vertical direction when 
a highly dispersed graphite powder <b = 0.3 - 30u was inserted. The charging mechanism is 
clearly perturbed with respect to the single grain in plasma or plasma sheath. Theoretical and 
experimental work is needed. 

2.2 Dust Assembly and Laser Interaction 

It was found that coherent laser-beams interact strongly with dust-crystals, in a sense, fracturing 
them and clearing a path along the axis of the beams in which particles accelerate if caught, fig.6. 
In some cases, particles trapped in the crystal are set to rotate, which then precess, spin, and in 
some cases, hop from bound state to bound state along the direction of the beam, see fig. 7. The 
phenomenon of crystal fracturing with lasers has previously only been observed with megawatt 
lasers and their interaction with glass. Ours is a 10-16mW HeNe laser. 

Mention should be made here to the widely diffuse belief that the interaction of light and 
grains produce an acceleration wHich is intrinsically thermal. The illuminated side will be hotter 
and release more energetic particles than the dark side. This effect makes the black and white 
vanes to rotate. But in the vanes there is a very good thermal insulator between the white and the 
black side. This is impossible in small objects. The characteristic time for the diffusion of heath 
in a grain of radius r0 is given by: t = por0

2/ K, where Q is the density, o is the specific heath and 
K is the thermal conductivity. For micron size grain the diffusion of heat is of the order of 
luM0-3s depending on the insulating properties of the material. A gradient of temperature cannot 
possibly be held to cause acceleration. Ponderomotive forces, in the plasma physics usual 
meaning, also should be excluded. They are ignorable in magnitude and the direction would push 
the particles outside the beam. Instead the pressure of a 10mW radiation will impart to a 3 On 
grain an acceleration of lmm/s2. 

The laser is applied to a system of grains levitated at the edge of the Argon RF plasma. 
Varying the power of the laser beam by the use of neutral filters, i.e. varying the rate of flow of 
the momentum transferred to the grains, we could identify the force necessary to break the bond 
of the crystal, see fig. 8. The experiment was repeated in different plasma-sheath conditions and 
for different grain sizes and materials [11], the results are summarised in the table I. In this table 
the four underlined dust crystals have been demonstrated to fracture at full laser power. It is 
assumed that the crystals of the remainder of the powders would also fracture with stronger 
lasers. In all four of the fracture cases the explanation can be found in terms of weak electrostatic 
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Fig. 6 Schematic representation of a hopping particle. 

Fig. 7 Particles being pushed along the path of a laser beam, used to fracture the 
crystal lattice. 
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attractive forces [12]. The negative charge of the grain controls the vertical position in the non 
uniform electric field and, the environment being overall positively charged, is responsible for the 
attractive forces in the horizontal direction, see fig. 9 and explains the hopping of particles shown 
in fig. 6. 

Melamine dust crystal can only be broken for the lower sizes. While the density of surface 
charge, at least for isolated grains in plasma, increases at smaller sizes [6,7], the total grain charge 
is smaller for small grains. This reduces both attractive and repulsive forces. 

For the same range of sizes Tungsten crystals can be broken and Alumina or Melamine 
crystals cannot. The Tungsten crystal sets itself in a lower plane, where the field is stronger to 
counterbalance the higher weight. The charge in all these particles might not be much different 
and so the horizontal attractive forces. We should mention here that metal grains will reflect the 
laser light gaining a higher momentum with respect to the insulating ones. 

Toner particles (polymerised graphite) crystals also can be easily destroyed. This is 
attributable to the high dispersion, see fig 10. Charge distributions are not uniform in the grains 
and in the space in between the grains. When one particle, say one with high cross-section for the 
laser light, is removed the local crystal equilibrium is modified and the beginning of the creation 
of the empty channel is established. 

Additional experiments revealed that strong visible and ultraviolet light interacts 
significantly with the dust particles, sometimes modifying the grain charge. 

2.3 Dust Assembly in a Two Dimensional Varying Electric Field 

A Langmuir probe above the electrode space charge region, where the dust crystal is located, 
influences the dust structure in a most peculiar way. In this experiment the probe was located 
about 20mm above the driven electrode, the visible emission being confined at about 10mm away 
from the electrode and the upper layer of the crystal being at 8-9mm, see also refs. [13,14]. 

The crystal below the probe shows a perfect stationary almost circular area, of a diameter 
comparable to the length of the probe. The crystal around the circular region streams continuously 
towards this stationary crystal and interpenetrates for 1-2 intergrain distances, see fig 10 The 
increased density resulting from the streaming along the radii leads to a lower intergrain distance 
and below a critical minimum distance some grain rows fall to lower planes. This fact indicates 
that for small distances the charge balance on each grain is not enough to levitate the grain in the 
local electric field. When the constant stream enters the stationary crystal, a similar effect happens, 
the arriving grains fall to lower layers where a new crystal is reconstructed. The gradient in 
density causes the lower layers to counter stream and close a loop far from the probe disturbance, 
see fig. 11. In this figure we can also see a second loop of particles counter streaming below the 
main loop. The intergrain distance between the two layers streaming in opposite directions is 
much larger than layers streaming in the same direction. We could deduce the presence of a kind 
of surface tension and hence attractive forces. 

The disturbance caused by the probe can be described as a modification of the local 
potential. With the probe positive with respect to the local plasma potential, the electric field 
below the probe is higher than in the unperturbed case. We suppose also that most of the 
electrons, intercepted by the probe, do not enter the sheaths and that the ion bombardment on the 
grains is modified. The equilibrium charge of the grains near the probe is hence different from 
that of the grains far away. In this situation the fact that the upper surface of the dust assembly 
is, in most of the cases, flat and horizontal can only be explained by a tension along the 
streamlines due to attractive, as well as repulsive forces between neigh borough grains11. 

A similar circulation is noticed in the case of discontinuities on the electrode surface as 
the gasket shown in fig. 1. In fact the same curvature in the electric field caused by a positive 
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Attractive Forces 

Fig. 8 Schematic representation of 
energy and force as a function of 
distance. 
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Fig. 9 Schematic representation of 
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around the negatively charged 
grains in the plasma sheath. 

Fig. 10 SEM photograph of the 
toner powder. 
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probe in the plasma above the sheath can be obtained inserting a negative protrusion at the 
electrode. The full understanding of the dust motion in non uniform sheaths will require more 
experiments and modelling. 

Acknowledgments 

The collaboration of Prof. J. E. Allen, D. A. Law, W. H. Steel and all the "Plasma Group" is 
gratefully acknowledged. The work has been financed by E.P.S.R.C. 

References 

1) G. S. Selwyn, 1991, J. Vac. Sei. Tech. A9, 2817 
2) J. H. Chu and I. Lin, 1994, Phys. Rev. Lett., 72, 25, 4009-4012. 
3) H. Thomas, etal. 1994, Phys. Rev. Lett., 73, 652 
4) G.E. Morfill et al. private communication. 
5) A. D. YofFe, 1993, Advances in Physics, 42, 173-266 
6) CM. Nairn, B.M. Annaratone and J E. Allen, 1997, Plasma Sources, Sci.Tech., in press. 
7) J. E. Allen, B. M. Annaratone, R. D.Daryanani, U. de Angelis, to be sent to: J. Plasma Physics, 
8) J.L. Dorier, C. Hollenstein, A. A. Howling, C. Courteille, W. Schwarzenbach, A. Merad and 
J. P. Boeuf, 1996, IEEE Transactions on Plasma Science, 24, 1, 101 
9) T. Nitter, 1996, Plasma Sources, Sci.Tech., 5, 1, 93. 
10)D.A Law 1996, Proc. Xm ESCAMPIG, Poprad, Slovakia, Eur. Phys. Abstracts, 20E, 187. 
11) W. H. Steel, D. A. Law, B. M. Annaratone and J. E. Allen, 1997, XXIII International Conf. 
on Phenomena in Ionized Gases, Toulouse, France, 1,194. 
12) B. M. Annaratone, J. E. Allen, W. H. Steel and D. A. Law, to be published. 
13) D. A. Law, W. H. Steel, B. M. Annaratone and J. E. Allen, 1997, XXIII International Conf. 
on Phenomena in Ionized Gases, Toulouse, France, 1, 192. 
14) D. A. Law, W. H. Steel, B. M. Annaratone and J. E. Allen, submitted to Phys. Rev. Lett. 



J. PHYSIV FRANCE 7 (1997) 
Colloque C4, Supplement au Journal de Physique III d'octobre 1997 C4-167 
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Laser: Issues Governing the Thermal Runaway Behaviour of the Plasma 
Tube Wall Temperature 
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Abstract. A computer model has been used to simulate the discharge kinetics and parametric behaviour of a self- 
heated copper vapour laser for a wide range of optimum and non-optimum conditions. The results indicate that the 
ground state copper density and the peak electron temperature are the two most important parameters that affect 
laser performance. The results also confirm the existence of a threshold wall temperature (or threshold copper 
density) above which the plasma tube becomes thermally unstable with respect to the deposited electrical power, the 
wall temperature and the copper density, ultimately leading to thermal runaway. At low pulse repetition frequency 
(prf<8kHz), the thermal instability restricts the copper density (and laser output power) to values well below 
optimum. 

1. INTRODUCTION 

In the class of high average-power pulsed metal-vapour lasers (eg. Sr-He, 430.5nm & 416.2nm; Ba-Ne, 
1.5n.m, 2.55um; Ca-He, 370.6nm & 373.7nm), the copper laser (Cu-Ne. 510.6nm & 578.2nm) is probably 
the most successful and universally recognised source of high-power radiation (typically up to 100W) at 
kHz repetition frequencies and with good wallplug efficiencies (-1-2%). Topical applications of copper 
vapour lasers (CVLs) include pumping solid-state media for frequency conversion to the ultraviolett 1] 
and infrared[2], laser guidestars[3], and industrial materials processing^][5]. As part of the ongoing 
development of these devices, numerical modelling has been used to unravel the complex plasma kinetics 
of the pulsed glow discharge in the Cu-Ne mixture comprising the laser active medium[6][7]. However, 
modelling studies of the parametric behaviour of CVLs, including analysis on both optimum and non- 
optimum operating conditions, remain scarce in the literature[8]. This is undoubtedly largely due to the 
substantial computing time required to perform detailed calculations for a wide-range of operating 
conditions. However, the results from such a study could be used to clarify a number general issues 
concerning the plasma kinetics and the observed behaviour of CVLs, particularly relating to processes 
that ultimately limit the laser output power. The aim of the present study is to use an existing computer 
model [9] to generate a body of results describing the parametric behaviour of a single CVL device, and to 
compare these results with experimental data[10][l 1]. The results from such a study indicate that the laser 
output power is limited by thermal instability of the plasma tube wall temperature, particularly at low 
pulse repetition frequencies. This instability is caused by positive feedback between the electrical power 
deposition, the wall temperature, and the copper vapour density. 

2. THE MODEL 

The computer model used to generate the results in this paper has been described in detail elsewhere [9]. 
It is based on a spatially and time dependent rate-equation analysis of the plasma kinetics, including the 
external circuit, integrated over many excitation/afterglow cycles to yield temporally self-consistent 
results. A total of 15 atomic and ionic species of copper and neon are considered in addition to two 
intracavity laser flux intensities, a gas temperature, and around 70 electron collisional, heavy-body and 
radiative processes. A two-temperature (bi-Maxwellian) electron energy distribution function is used 
throughout to calculate the electron collision rates and plasma conductivity. The equations of continuity, 
energy conservation and momentum conservation are solved simultaneously for the electrons, ions and 
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Figure 1: Schematic diagram of the copper laser and external        Figure 2: Calculated laser output power (solid line) as a 
pulse forming network. function of wall temperature for a fixed prf=7.81 kHz 

compared with experimental data [14] (filled circles). 
Specific operating conditions are represented by the legend 
(l)-(6), OVHT (overheated) and TR (thermal runaway). 

neutrals as a function of time and radial position assuming axial homogeneity and radial symmetry for the 
Cu-Ne "hot zone" (fig 1). The behaviour of the pure neon plasma in the two "cold-zone" regions 
extending beyond the thermal insulation layers is modelled in a similar manner. The plasma skin effect 
relating to the temporal evolution of the electric field across the tube radius is taken into account for the 
Cu-Ne zone. The temperature of the plasma tube wall Tw (controlling the copper density) is evaluated 
from the calculated total power deposited in the discharge plasma. The model has also been adapted to 
include a kinetics scheme for an additional 10 hydrogen species (H2, H, H, H2(v), H*, H+) to investigate 
the known performance enhancement of CVLs using H2 admixtures [12], Results from the model have 
been compared with experimental data from a small bore CVL (see table I), including spatially and 
temporally resolved "hook" population measurements. The calculations have been carried out using a 
CRAY Y-MP/EL and Microvax 3100 using a standard IMSL package [13] to solve the set of first-order 
coupled differential equations based on the backward differentiation or GEAR method for "stiff 
equations. Self-consistent results for around «350 different operating conditions have been generated 
requiring -2500 CPU hours use on the CRAY. 

Table I 
Cu-Ne hot-zone length 75cm 
Neon cold-zone length (total) 18cm 
Plasma tube diameter 1.8cm 
Neon pressure 40mb 
Storage/Peak capacitance C/C, 6/2nF 
Circuit Inductances L,/L, 1.0/0.5 |J,H 
Mirror reflectivities 0.04/1.0 
Optical cavity length  175cm 

3. RESULTS AND DISCUSSION 

The total laser output power (510.6nm + 578.2nm) calculated by the model as a function of the wall 
temperature Tw for a fixed pulse repetition frequency (prf) is shown in fig 2. In the model as in actual 
experiments, changes in Tw occur as a result of varying the storage capacitor voltage V, (and thus the 
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deposited power) whilst keeping the capacitance C, and prf constant. Experimental points are plotted for 
six distinct operating conditions, and are in close agreement with the model data for Tw<1750K. In the 
region where the output power is falling with increasing wall temperature (Tw >1750K), the plasma tube 
was observed (experimentally) to exhibit the well known thermal runaway behaviour[14]. Under these 
conditions, the laser output slowly diminishes (turning yellow) over a period of a few minutes as the wall 
temperature steadily climbs by tens of degrees, despite the fact that the charging voltage V, is kept 
constant. Throughout the remainder of this paper, two distinct operating points are used for this unstable 
regime as depicted in fig.2; to represent a slightly overheated (OVHT) wall temperature (Tw =1781K), and 
conditions of thermal runaway (TR) (Tw =1875K). The temporal evolution of the axial Cu 2P3/2 population 
density, the upper level for the 510.6 laser transition, is shown in fig.3 and compared with experimental 
hook measurements for specific operating conditions in fig. 1. Once again the agreement is good for the 
data sets denoting different operating conditions and wall temperatures, notably for the experimental data 
and the model results for the.OVHT condition with Tw =178IK (fig.2). 

Insight into the cause of the observed thermal runaway behaviour of the plasma tube can be gained 
by calculating the fractional energy deposition in the Cu-Ne zone, based on the initial energy in the 
storage capacitor ( ^C,V,2), as shown in fig.4. For wall temperatures corresponding to the leading edge of 
the output power curve in fig.l (Tw<1740K), this fraction decreases slightly with increasing Tw due to an 
overall fall in the plasma resistance (increased plasma conductivity) as the copper density rises. For a 
given point on the curve in this region characterised by a fixed input power (or fixed V,), any small 
perturbation of the copper density in the Cu-Ne zone (caused by a hot-spot on the wall for example) will 
produce a change in the fractional power deposition. The ensuing change in the wall temperature will 
occur in the opposite sense, tending to restore the copper density to the original value, thus ensuring 
thermally stable operation through negative feedback. For higher temperatures beyond the local minimum 
of the curve (Tw >1740K), the fractional power deposition increases with rising Tw, due to an overall 
increase of the plasma resistance or lowering of plasma conductivity. Any small perturbation of the 
copper density (at fixed Vc) will result in an increase in the fractional power deposition and a rise in Tw, 
leading to a further increase of the copper vapour density establishing a positive feedback mechanism. 
Under such conditions, the plasma tube will eventually exhibit the well-known thermal runaway 
behaviour. Experimentally, it is known that in the unstable regime before thermal runaway occurs, the 
wall temperature becomes very sensitive to small changes in the charging voltage V,. In the model for 
calculations in the temperature range Tw >1800K, the wall temperature calculated from the deposited 
power is also extremely sensitive to small increases in V, beyond 9.2kV as shown in fig.4. Indeed 
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Figure 4. Calculated fractional power deposition in the Cu- 
Ne hot zone as a function of the wall temperature at prf= 
7.81kHz. The legend (l)-(5), OVHT and TR is the same as 
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for Tw>1850K, the self-consistent results asymptotically converge to a small but consistent pulse-to-pulse 
increase of the wall temperature (ATw ~0.1K-1.0K) at fixed V,. It was not possible to follow the plasma 
evolution over a large number of cycles (>100) (to simulate thermal runaway) due to limitations in 
computing power. 

The fractional power deposition in the Cu-Ne zone is directly related to the plasma resistance or 
the equivalent plasma conductivity a: 

o = 
Nee

2 

3kT \h"P«, (1) 

where omj is the electron momentum transfer cross-section with the species N, vc is the electron velocity, 
and k is the Boltzmann constant. At low Tw (<1740K) corresponding to the regime of thermal stability, the 
conductivity decreases with rising Tw because there is a gradual drop in the peak electron temperature T 
and a rise in the pre-pulse electron density. The drop in the peak T occurs as a result of the increasing" 
importance of inelastic collisions with copper atoms which have relatively large impact cross-sections 
compared with the neon buffer gas. At maximum output power (at Tw =1760K), the peak axial Tc is 
around 3.3eV, in agreement with semi-empirical calculations reported elsewhere (peak Tc ~2.9eV) for a 
CVL with a similar size bore[15]. At high Tw (>1740K) in the regime of thermal instability, the plasma 
conductivity begins to fall again due mainly to the increasing importance of e-Cu momentum transfer 
collisions, and partly to a drop in the pre-pulse electron density. The fall in output power at high Tw 

(>1800K) is due to a fall in the electron temperature rather than a build-up of population in the metastable 
lower levels since the density ratios with respect to the ground state (eg. 2D5//S1/2) decrease with 
increasing Tw. As a further illustration of the influence of the copper atoms on the plasma conductivity, 
the ratio o/N (on axis) is plotted in fig.5 for the seven specific operating conditions defined in fig.2. At 
low Tw corresponding to conditions (l)-(4), the curves are practically identical because the momentum 
transfer collision frequency is dominated by collisions with neon atoms. However, the peak electron 
temperatures are lower due to e-Cu inelastic collisions as more copper is introduced into the plasma 
(higher Tw ), so the o/Ne values are higher on average. For condition (5) close to maximum output power, 
o/N values are slightly lower, particularly at low Tc. This follows from the e-Cu momentum transfer 
cross-section which is peaked around E=0.5eV and thereafter falls rapidly (fig 5, inset) whereas the same 
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Figure 6. Calculated total laser power (shown in watts on each contour) as a function of prf and wall temperature 
(buffer gas pressure is 40mb, C/C2 = 6/2nF). 

cross-section for neon climbs more gradually to reach a peak around E=30eV. For conditions (OVHT) 
and (TR) in the unstable regime (Tw >1740K), o/Nc values are strongly dependent on the copper density at 
low Tc (<2eV), although less so at higher Tc. Thus, the e-Cu momentum transfer collisions cause a 
reduction in the overall plasma conductivity giving rise to a larger fractional power deposition (fig.4), 
with the reduction in the peak Tc acting as a compounding factor. To delay the onset of thermal instability 
towards higher wall temperatures and larger copper densities, it is therefore necessary to increase the 
density of neon atoms and/or increase the peak T, to diminish the influence of the e-Cu momentum 
transfer collisions in determining the c/N. values. 

A detailed parametric study of the CVL performance has also been carried out with the total 
output power calculated as a function of both Tw and prf as shown in fig.6. The results indicate that the 
maximum attainable output power should be around 10W in the prf range 2-4kHz, diminishing slowly as 
the prf increases. Furthermore, the optimum wall temperature for maximum output power is lower at 
higher prfs, consistent with the smaller excitation pulse energies at higher prfs. A "threshold" wall 
temperature can be defined as that corresponding to the lowest point of the curve in fig.4 marking the 
transition between thermally stable and unstable modes of operation. As shown in fig.6, this threshold 
temperature exhibits a relatively weak dependence on the prf over the range 2-20kHz, in the range 1725K- 
1775K. Consequently, the copper density at the tube wall will be limited to a similarly narrow range 
(9xl02"-1.6xl021m'3). These results suggest that CVL operation for wall temperatures above the threshold, 
would not be possible in reality owing to thermal instability of the plasma tube, leading to thermal 
runaway. 

The calculated maximum output powers for CVL operation within the stable regime are shown in 
fig.7a together with those at low prf (2-8kHz) that fall in within the unstable regime. Experimentally, laser 
output powers are found to optimise around 6W for prfs 5-8kHz (fig.7a), in agreement with the calculated 
values for operation within the stable regime. These results are consistent with the hypothesis that the 
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Figure 8. Calculated total laser power as a function of 
wall temperature at 4kHz for different neon pressures, 
capacitance values, and with a 2%H2 admixture. 

laser output powers for prf<8kHz are indeed limited by thermal instability which sets an operating limit 
on the wall temperature and copper density. 

Another important result is that the calculated peak electron temperature, at the radial position 
giving maximum laser pulse energy, is almost constant (T =2.9-3.leV) at high prf (>8kHz) as shown in 
fig.7b. For prf<8kHz, the peak Tc rises linearly to 5eV with decreasing prf when in the stable regime, but 
would remain around 3eV if it were possible to operate in the unstable regime at the maximum power 
level. The model results suggest that fundamentally, there is an optimum peak electron temperature 
around 3eV for maximising the laser output power. In the absence of thermal instability effects, maximum 
output power is achieved by matching the copper density to the available excitation pulse energy to 
maintain the peak T at ~3eV. Additional calculations have also been performed using smaller values of 
circuit capacitance (3/lnF) as usually employed experimentally to enhance laser output powers at high 
prfs (fig 7). Although the output powers at high prf are nearly doubled, the peak Tc remains at the 
optimum around 3eV. 

Changes in the predicted laser output power for slightly different operating conditions than were 
standard (40mb, C,/C2=6/2nF) have been calculated for a prf of 4kHz (fig.8) to investigate the influence 
on the threshold wall temperature which limits the attainable copper density at this prf. There appears to 
be little difference in the output power for gas pressures in the range 30-80mb, although operation at 
80mb enables the threshold wall temperature to rise by 20K (a 20% increase in copper density) before 
instability sets in. It is interesting to note that the overall laser output power is slightly higher at 80mb 
than at 40mb (+0.4W) because the small drop in output power at fixed Tw is more than offset by the 
increased threshold wall temperature. By using smaller capacitance values (C,/C2=3/lnF) and higher 
charging voltages (V,), the output power at fixed Tw is significantly increased, and the threshold 
temperature also rises by 13K (a 12% increase in copper density). Such changes are consistent with an 
increase in the peak Tc resulting from the higher charge voltages V, (and subsequently the applied tube 
voltage V2). The addition of a 2% admixture of hydrogen to the buffer gas also increases the laser output 
power and threshold wall temperature (+7K) at 4kHz compared with the standard case. In this case, the 
hydrogen improves the interpulse plasma relaxation rate giving rise to a higher tube voltage V (and peak 
T). 
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Figure 9. Copper density at the plasma tube wall as a function of the prf for different copper lasers. 

As discussed above, the results shown in fig 6 suggest that the wall temperature at the threshold of 
thermal instability (and associated copper density) falls within the narrow range Tw=1725K-1775K (Cuwal] 

= 9xl02(l-1.6xl02'm'3) for the prfs investigated (2-20kHz). It is interesting to note that direct measurements 
of the copper density at the wall in elemental CVLs from different laboratories [15-18] do not exceed 
these limits, in the majority of cases, as shown in fig.9. This is despite the fact that the devices differ 
greatly in the bore size, in their electrical power loading and in the design of the thermal insulation. (In 
reality, each CVL device will have its own characteristic range of threshold wall temperatures marking 
stable/unstable operation depending on the specific operating parameters of the laser). One exception is 
the CVL of Isaev[15] where a relatively high copper density (CuwaI] =20x102"m"3) was reported. The stable 
operation of the laser at this high copper density is undoubtedly related to the very high neon gas pressure 
employed (300mb) in their device which would delay the onset of thermal runaway until higher wall 
temperatures are reached (see fig 8). 

4. SUMMARY 

A self-consistent model has been used to map the parametric behaviour of an elemental copper vapour 
laser for optimum and non-optimum operating conditions. The results show that the two most important 
plasma parameters affecting laser performance are the ground state copper density, and the peak electron 
temperature. Fundamentally, there appears to be an optimum peak electron temperature of ~3eV at any 
given point in the plasma for maximising the laser power. The results also confirm the existence of a 
threshold wall temperature (and copper density) above which the plasma tube exhibits a thermal runaway 
behaviour due to a positive feedback mechanism between the deposited electrical power, the wall 
temperature and the copper density. This phenomenon occurs when the copper atom density is high 
enough to directly influence the plasma conductivity through e-Cu momentum transfer collisions. The 
threshold wall temperature falls within a narrow range 1725K<Tw <1775K for the prf range 2-20kHz, 
corresponding to a copper density of 9xl02"-1.6xl02lm "3. At low prf values (<8kHz), thermal runaway 
limits the attainable copper density (and laser output power) to values below optimum with respect to the 
peak electron temperature. It is shown that the threshold wall temperature can be increased allowing 
operation at elevated copper densities (leading to increased laser output power) by increasing the neon 
buffer gas density and/or by increasing the peak Tc through the use of hydrogen admixtures and low 
circuit capacitances/high charge voltages. 
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Abstract. The application of non-linear optical methods nowadays allows the measurement of an increasing 
number of specific plasma quantities which were previously not amenable to diagnostics. Among those are state 

resolved measurements of molecular density distributions, sensitive measurement of light atomic radical densi- 

ties, electric field measurements, and determination of quenching rates. In this paper an overview of the avail- 

able techniques and trends is given. Some selected topics are discussed in more detail. 

1 INTRODUCTION 

Since the early days of plasma physics the emission of light from the discharge has always been a very 
valuable tool for the study of basic phenomena. This is still true'today where emission spectroscopy is 
finding wide application not only in research but also in process monitoring in industrial applications 
[1,2,3]. The sensitivity of the spectra to changes of the discharge conditions and the relatively modest ex- 
perimental requirements have contributed to this development. However, to obtain an unambiguous pic- 
ture of the physical conditions that lead to the measured spectra turns out to be often very difficult and 
one has to be very careful when drawing conclusions. This is partly due to the complexity of the problem 
and partly to the lack of reliable atomic and molecular cross-sections [4]. 

Laser spectroscopy often allows a more direct interpretation of the measured data and in addition 
can be a more sensitive probe with, at the same time, better spatial and temporal resolution. Although for 
most laser techniques the experimental requirements are more demanding, many methods have become 
standard in plasma diagnostics. Examples are the determination of electron and ion distributions and den- 
sities by Thomson scattering, laser induced fluorescence spectroscopy for the measurement of neutral 
particle densities and ion drift velocities, and IR-absorption spectroscopy by laser diodes for the meas- 
urement of molecular populations in the ground states [5-10]. These techniques have in common that 
the generated signal is proportional to the laser intensity and to the number of particles involved as long 
as saturation is avoided. Therefore they are called linear laser spectroscopy. For practical applications it 
might also be important that only a single laser system is required. Although these techniques are very 
powerful diagnostic tools, there are certain technical and basic physical limitations, e.g. available laser 
wavelengths or powers, selection rules for dipole transitions or absorption of gases in the VUV. 

Nonlinear laser spectroscopy techniques allow some of these constraints to be overcome. In addition 
to serving as a diagnostic tool nonlinear optical techniques can also be applied to the generation of radia- 
tion necessary for linear as well as nonlinear spectroscopy. It is the aim of this paper to give an overview 
of the available techniques and to discuss briefly some examples of their applications to plasma diagnos- 
tics. However, in this frame it is not the intention to give a complete review of experiments and applica- 
tions of nonlinear optics in plasma physics or to discuss all variants and aspects of a particular technique. 
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In the following a brief introduction to nonlinear spectroscopy will be given that leads to the classifi- 
cation of the basic phenomena into certain groups. For every group examples of application to plasma 
diagnostics will then be discussed in more detail. 

2 SOME BASIC PRINCIPLES OF NONLINEAR LASER SPECTROSCOPY IN PLASMAS 

Nonlinear optical phenomena in the plasma itself (free electrons), like e.g. harmonic generation, paramet- 
ric amplification, and phase conjugation, have been the subject of intense research especially in connec- 
tion with laser induced plasmas and laser fusion [11-16]. However, in the framework of this paper 
nonlinear phenomena are defined to be connected to the interaction of the laser beams with neutral parti- 
cles, i.e. with bound electrons. It is further assumed that no strong gradients are present and that the me- 
dium can be considered as isotropic. This assumption is justified in most cases of low as well as high 
temperature plasma applications. 

The interaction of radiation with matter is described by Maxwell's equations together with the sus- 
ceptibility tensor [17-18]. The susceptibility times the electric fields acts as the source term in the wave 
equations. This means that the electric fields of the laser beams are inducing a polarization in the me- 
dium and that this polarization generates a wave at the sum or difference of the frequencies of the incom- 
ing waves. As a consequence of the isotropy only nonlinear optical phenomena of third or higher odd 
order in the susceptibility are possible. Phenomena well known from optical crystals like frequency dou- 
bling are not possible in a plasma. With increasing order of the nonlinear effect the interaction efficiency 
is drastically reduced and therefore only third order effects or combinations of third and first order tech- 
niques have found application in plasma spectroscopy so far. 

In general four groups of nonlinear phenomena can be distinguished. As in linear spectroscopy the 
real and imaginary part of the susceptibility describe the refractive index and the absorption of radiation, 
respectively. Although nonlinear in the intensity they are still linear with respect to the particle density. 
The most important example is two-photon absorption. Nonlinear dispersion as an isolated phenomenon 
is of no importance for plasma diagnostics. While absorption and dispersion are still similar to what is 
known from linear spectroscopy the following group has no such counterparts and a more detailed intro- 
duction will be given. 

The third group comprises phenomena based on the square of the absolute value of the susceptibil- 
ity. These spectroscopic techniques are called four-wave mixing and they depend quadratically on the 
particle density. Probably the best known example is coherent anti-Stokes Raman scattering (CARS). No 
energy is dissipated in the medium but it acts like a "catalyst" for the generation of radiation, i.e. the sum 
of the photon energy of the incoming laser beams and the generated signal wave is conserved. Therefore 
the frequency of the signal wave can be only the sum or difference of the generating laser frequencies. 

The generated signal wave is highly directed with a low divergence like a laser beam and makes ap- 
plication especially favorable in cases of high radiation background. The reason for this directionality is 
the conservation of momentum. Since the atoms or molecules do not absorb photons the momentum of 
the photons has also to be conserved. In other words the sum of the k-vectors of the four waves involved 
has to be zero. Since the k-vector times the interaction length gives the phase of a wave this condition is 
called phase-matching. As a consequence propagation of the signal wave is only possible in a certain di- 
rection defined by the directions of the laser beams. Dispersion in the medium can change the value of 
the k-vectors and therefore for given frequencies this can restrict propagation to certain directions. This 
is especially pronounced in the VUV and close to atomic or molecular one-photon resonances where dis- 
persion is strong and is an important effect for the generation of VUV radiation by frequency mixing or 
high-order anti-Stokes Raman scattering. 

However, atomic and molecular resonances also greatly enhance the efficiency of four-wave mix- 
ing. For example the CARS technique is taking advantage of two-photon resonances to selectively probe 
vibrational and rotational levels. Since four-wave mixing generates radiation, it has found application as 
a direct diagnostic technique as well as a method for the efficient conversion of tunable laser radiation to 
frequencies that can not be generated otherwise. This radiation can then be again applied to linear or 
non-linear plasma spectroscopy. 
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As a fourth group one may consider applications that are a combination of linear and nonlinear tech- 
niques like e.g. laser induced fluorescence among excited states after a previous two-photon excitation of 
the atom. 

Nonlinear spectroscopic techniques in plasma diagnostics are therefore either based on nonlinear ab- 
sorption, four-wave mixing, or a combination of linear and nonlinear methods. Examples for these 
groups will be given in the following. In addition to be a spectroscopic technique, four-wave mixing is 
also applied to the generation of VUV radiation for linear spectroscopy. 

3 APPLICATIONS TO THE GENERATION OF RADIATION FOR LINEAR SPECTROSCOPY 

Without going into the details of the nonlinear processes two examples from high and low temperature 
plasmas should be mentioned. Here the radiation is generated by nonlinear optics but the spectroscopy is 
still linear. The selected examples show applications of the two most common methods for generation of 
laser radiation in the vacuum ultraviolet (VUV). 

For the detection of atomic hydrogen in the boundary layers of the tokamak experiment TEXTOR 
Bogen and Mertens developed a frequency tripling cell for the generation of coherent radiation at 
Lyman-a [19, 20]. The frequency tripling cell filled with a mixture of krypton and argon converts radia- 
tion at 364.68 nm coming from a dye laser down to the third harmonic at 121.56 nm. The generated ra- 
diation is used for the measurement of atomic hydrogen densities by laser induced fluorescence 
spectroscopy. With particles at room temperature densities of the order of less than 10s cm"3 could be 
detected 

The population of the vibrational and rotational states of molecular hydrogen and deuterium in the 
electronic ground state is of great importance for the understanding of the formation of negative ions in 
magnetic multi-cusp sources. These populations can be measured with high sensitivity by absorption 
spectroscopy. However, tunable radiation in the VUV in the spectral range between 120 nm and 140 nm 
is required. This radiation has been generated in an experiment performed by Wagner and Döbele by 
stimulated anti-Stokes Raman scattering [21]. Population of vibrational levels between v = 2 and v = 6 
could be investigated. In this case a cell filled with molecular hydrogen converts the pump radiation com- 
ing from a dye laser to a series of anti-Stokes orders spectrally displaced from the pump frequency by an 
integer number of the Raman-transition frequency of 4155 cm"1. Up to 15 anti-Stokes orders have been 
reported in the literature [22,23]. 

Recently the generation of very high anti-Stokes orders at short VUV wavelengths between 120 nm 
and 140 nm has been greatly improved by the combination of two Raman-cells (Fig. 1) [24,25], Tunable 
dye-laser radiation around 370 nm is first passing through a high pressure Raman-cell filled with hydro- 
gen. There a small amount of radiation at the wavelength of the first Stokes-order is generated. The 
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Figure 1: Energies of various anti-Stokes orders with and without Stokes-seeding. 
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combined beams are then focused into a subsequent Raman-cell at normal pressure where the high anti- 
Stokes orders are generated. This method is called "Stokes-seeding". 

For the four-wave mixing process that generates high anti-Stokes orders the presence of the first 
Stokes component is essential. With a single Raman-cell the first Stokes-component builds up from 
quantum noise. Therefore the entire process can be improved essentially if a small portion of Stokes ra- 
diation is already present initially. The spectral region in the VUV is especially interesting for laser in- 
duced fluorescence spectroscopy in atomic hydrogen (121 nm) and oxygen (130 nm). 

4 APPLICATIONS BASED ON NONLINEAR ABSORPTION 

Two-photon absorption laser induced fluorescence spectroscopy (TALIF) is one of the most widely ap- 
plied methods of nonlinear optics in plasma diagnostics [26,27,28] Although already predicted by Maria 
Göppert-Mayer in 1931 [29] it was not until the development of the laser that this phenomenon could be 
observed in the optical region. The reason for this is obvious when one looks at the required intensities. 
While in one-photon laser induced fluorescence spectroscopy usually intensities of the order of 100 
Wem"2 are sufficient for the saturation of a transition, two-photon excitation requires intensities of typi- 
cally 109 Wem"2 to reach a similar population in the excited state [30]. However, modern pulsed laser 
systems can easily deliver such intensities when the laser beam is focused. For instance 1 mJ in a 10 ns 
pulse focused to a spot diameter of 0.1 mm gives an intensity of 109 Wem"2. Although the required inten- 
sities can easily be reached, problems can arise in complex molecular media where one has to avoid 
photo-dissociation. Excitation wavelengths are usually in the UV and therefore photo-dissociation can be 
very efficient [31, 32]. Another limiting factor is photo-ionisation by a third photon. This gives rise to 
saturation of the excitation efficiency at typically a few percent of the ground state population [30]. As 
long as saturation can be neglected the number of excited atoms scales with the square of the laser 
intensity. 

But there are some more differences to the one-photon case. Because of the selection rules two- 
photon excitation and one-photon excitation are exclusive to each other: Two states that can be coupled 
by a one-photon dipole transition can not be coupled by a two-photon transition and vice versa. The 
emission of fluorescence light from the excited state is always at a wavelength different from the exciting 
radiation if no intermediate resonance is involved, which is usually not the case. Since the transition en- 
ergy is twice that of a single photon large interatomic energy gaps can be spanned without the need of 
having radiation in the VUV - a great advantage especially for light radicals like e.g. H, O, or N. 

A further improvement of two-photon excitation can be made by Doppler-free excitation by two 
counterpropagating beams. Atoms can absorb one photon from one beam and another from the beam 
traveling in the opposite direction. If the atom is moving at a certain velocity it will see one beam 
Doppler-shifted to the red and the other beam shifted to the blue by exactly the same amount. Therefore 
in the sum the Doppler-shift cancels out and independent of their individual velocities all atoms are 
equally excited. This Doppler-free technique offers high excitation efficiency and high spectral resolution 
at the same time [26,33]. However, it requires a laser bandwidth much smaller than the Doppler-width, a 
requirement often difficult to match with pulsed lasers. 

Another problem connected with TALIF is the calibration in order to measure not only relative but 
absolute densities. A method often applied is the generation of the species under investigation at a known 
amount in a so called "flow-tube reactor" [34,35]. The reactor can usually be externally attached to the 
discharge chamber. In a microwave discharge the atomic species are generated by dissociation. The at- 
oms are then carried through a tube to the laser focus in the experimental chamber. Therefore the excita- 
tion and detection set-up remains unchanged. By adding a certain gas at a known rate the atomic species 
is then destroyed in a chemical titration reaction. From the slope of the decrease of the fluorescence sig- 
nal as a function of the flow of the added titration gas together with the total flow and pressure one can 
deduce the total particle density at the beginning of the titration. This finally gives the calibration 
constant. 
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Tab. 1: Two-photon excitation and fluorescence emission wavelengths for some atoms. 

torn 2-photon transition 
wavelength (nm) 

Fluorescence wave 
length (nm) 

H 205 656 

N 211 871 

C 287 166 

0 225 845 

Cl 210 904 

A list of two-photon excitation wavelengths for various light atoms is given in table 1. Atomic hy- 
drogen is an interesting example since it allows various alternative excitation schemes as shown in Fig. 2 
[30]. An example of a density profile measured by Doppler-free two-photon excitation at 205 nm in a ca- 
pacitively coupled RF-discharge in the GEC-reference cell is shown in Fig. 3. Comparison is made with 
emission spectroscopy at Balmer-a. Due to the gain in sensitivity by the Doppler-free technique an unfo- 
cussed laser beam of 5 mm diameter is used in this experiment and detection is by a CCD camera perpen- 
dicular to the laser beam. This allows instantaneous spatial resolution along the radial direction of the 
discharge [36]. 
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Figure 2: Various alternative two-photon excitation schemes in atomic hydrogen. 
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Figure 3 : Axial density distribution of atomic hydrogen atoms measured by two-photon absorption laser induced fluores- 
cence spectroscopy (TALIF) and intensity distribution of plasma induced optical emission at Ha(OES) in a hydrogen ca- 
pacitively coupled RF-discharge in the GEC-reference cell. 
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Figure 4: Scheme for two-photon polarization spectroscopy. 

A problem connected with spectroscopy in general is quenching of the upper state by collisions with 
other neutrals or ions and electrons [37,38], Although less sensitive than LIF, absorption spectroscopy 
avoids this problem and probes directly the ground state population. Grützmacher et al. [39] have devel- 
oped a nonlinear Doppler-free absorption technique called "two-photon polarization spectroscopy" that 
depends on both, the squares of the real and the imaginary part of the nonlinear susceptibility and takes 
advantage of the selection rules for two-photon transitions. 

Two laser beams are counter-propagating and intercept over a certain region within the plasma 
(Fig. 4). One beam is circularly polarized, e.g. clock wise, this is the pump beam, and the other beam is 
linearly polarized, e.g. in the x-direction, this is the probe beam. Both beams have slightly different wave- 
lengths, 248.5 nm and 237.8 nm, so that only the combination of the two is in resonance with the two- 
photon transition between the Is and 2s states in atomic hydrogen. The linearly polarized probe beam can 
be considered as a superposition of two circularly beams with opposite helicity. Since the angular mo- 
mentum in the atom is not changing in the absorption process only the clock wise circularly polarized 
part of the probe beam will be absorbed. This gives rise to the appearance of a component in the probe 
beam that is polarized perpendicular to the initial direction. This component is measured behind a polar- 
izer and scales with the squares of density, interaction length, and nonlinear susceptibility. Actually a 
more rigorous treatment shows that the generation of the perpendicular component can also be under- 
stood as a four-wave mixing process. 

Since the effect is very small this technique can be applied only at relatively high densities in the ex- 
cess of 10" cm"3. However, this is also the region where quenching usually has an effect that this tech- 
nique avoids in an elegant way. The authors have demonstrated their method in an electrical arc plasma 
at 10 kPa. 

The knowledge of quenching rates is also of great importance for emission spectroscopy. A widely 
applied emission technique, especially in thin film diamond deposition, is actinometry with argon. In or- 
der to obtain the quenching rate of the argon 750.4 nm line time resolved TALIF was applied [40]. The 
necessary radiation for two-photon excitation at 184 nm was generated by stimulated anti-Stokes Raman 
scattering in hydrogen. Starting with dye-laser radiation at 396 nm the 7th anti-Stokes component is at 
the desired wavelength. The quenching rates are deduced from the change in the decay of the fluores- 
cence light with increasing gas pressure. An example with acetylene is shown in Fig. 5. Here nonlinear 
optical methods have been applied to the generation of the radiation as well as for the diagnostic method 
itself. 

5 APPLICATIONS BASED ON FOUR-WAVE MIXING 

Probably the most prominent of the four-wave mixing techniques is coherent anti-Stokes Raman scatter- 
ing (CARS) [41-46]. It is a technique that can measure the rotational and vibrational population of mole- 
cules in the ground state, e.g. H,, N2, C02, C2H,, CH4. Due to the selection rules for optical transition in 
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Figure 5: Decay of argon 750.4 run fluorescence emission after two-photon excitation at various pressures of acety- 
lene. The argon pressure is kept constant at 50 Pa. 

molecules Raman and infra-red absorption transitions are exclusive. Therefore the two techniques com- 
plement one another. 

Like in all four-wave mixing techniques three incoming laser beams are generating a fourth beam 
that is emitted into a direction that is defined by the phase matching condition and the direction of the in- 
coming beams. The amplitude of the signal is proportional to the square of the density, the interaction 
length, and the nonlinear susceptibility and depends linearly on the intensities of the three incoming 
beams. An energy level diagram for CARS is shown in Fig. 6. A pump beam at m? and a Stokes-beam at 
cos are at a two-photon resonance between the initial state (i) and a state (s). Both states are rovibronic 
states of the electronic ground state of the molecule. The third beam, which is also at cop then generates 
an anti-Stokes wave at m^ by a two-photon resonant transition back to the initial state. If the laser at cos is 
detuned off the resonance between the states (i) and (s) the anti-Stokes generation will terminate. There- 
fore by tuning the Stokes frequency the various molecular resonances can be probed and the population 
in these states can be measured. From these data rotational and vibrational temperatures can be directly 
derived. The selectivity and high spectral resolution and the directionality of the signal beam are great ad- 
vantages of the CARS method. 
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Figure 6: Simplified scheme for coherent anti-Stokes Raman scattering (CARS). 

In order to measure absolute densities a calibration procedure is necessary. Often a reference cell 
with a known concentration of the species to be measured is used. It should be noted that the analysis of 
the CARS spectra usually requires a detailed knowledge of the molecular constants and processes and is 
carried out by comparing them with theoretical simulations. An example of a comparison between a 
measured and a calculated CARS spectrum in acetylene is given in Fig. 7 [47], The minimal detectable 
particle density per state is typically of the order of 10" cm"3 or above. 

A very interesting variant of the CARS technique has been presented by Ochkin et al [48]. Actually 
the four waves present in the CARS process must not necessarily all be waves. If one replaces the second 
pump beam at co by a static electric field there will still be a generated signal wave, now with a frequency 
corresponding to the energy gap between the two levels involved. The amplitude of this signal wave is 
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then proportional to the square of the static electric field. Ochkin et al. applied this novel technique of 
electric field measurement to a corona discharge. With hydrogen at atmospheric pressure their sensitivity 
was about 25 V/cm. This technique is especially suited for high pressure discharges. 
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Figure 7: Comparison of measured and calculated CARS-spectrum in acetylene. 

Another recent development in CARS diagnostics in plasmas is the so called resonant CARS (RE- 
CARS) [41,49], The difference between the two methods is the following: As shown in Fig. 6 two two- 
photon steps are involved in the CARS process. For these two-photon transitions the excited electronic 
states of the molecule serve as the intermediate states and they are all far from resonance in the ordinary 
CARS process. However, if one or both of the pump lasers get in resonance with these states the effi- 
ciency of the CARS process is greatly enhanced. RECARS has been applied to the detection of e.g. CH 
in an Ar/CH4 microwave discharge. 

A double-resonant four-wave mixing scheme has been proposed for the detection of atomic hydro- 
gen [50](Fig. 8). Here two beams at 205 nm are in resonance with the two-photon transition between the 
ground state and »=3. The third beam is close to the resonance at Balmer-a and generates a signal wave 
close to Lyman-a. Like in the CARS-scheme this signal wave is highly directed and allows the efficient 
suppression of background radiation by spatial filtering. In a first experiment this novel technique was 
tested on atomic hydrogen generated by dissociation at a hot filament [51], At elevated energies of the 
visible laser with the laser tuned on resonance the process gets saturated. In the saturated case the de- 
pendence of the signal on the particle density changes from quadratic to linear. This is shown in Fig. 9. 
The particle density was about 10'3 cm'3. Theoretical calculations predict a possible detection threshold 
of the order of 109 cm"3. 

Figure 8: Scheme for double-resonant four-wave mixing (DORFWM). 

So far the four waves involved had different frequencies. However, four-wave mixing is also possi- 
ble when all four waves have identical frequencies. This is called degenerate four-wave mixing (DFWM) 
[52, 53]. Two different schemes can be distinguished: DFWM with a two-photon resonance and with a 
one-photon resonance. Both schemes can be understood in terms of transient spatial gratings. Two 
strong pump beams form a spatial interference pattern where the grating constant depends on the angle 
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Figure 9: Saturation behavior of the DORFWM-signal as a function of the particle density. 

between the two beams. This interference pattern is then reflected in the spatial excitation distribution 
that forms a similar grating. A probe beam is then scattered at this grating and a signal beam is generated. 
With counterpropagating beams this scheme is Doppler-free and offers a high spectral resolution. Since 
DFWM does not depend on the emission of fluorescence light the effect of quenching is greatly reduced. 
In the case of DFWM with one-photon resonances the signal scales with an exponent between 8 and 2 of 
the transition dipole moment, depending on the degree of saturation [54]. This makes absolute concen- 
tration measurements difficult and also often limits the application to relatively high densities. 

DFWM has been applied to the detection of molecular and atomic species like e.g. IT,, CH, OH, 
NH, N02, C2, He, Hg, Na [55-57]. An example for the application of the one-photon scheme are electric 
field measurements in helium [58, 59]. Electric fields of the order of 500 V/cm have been measured in the 
sheath of a glow discharge. The experimental set-up is shown in Fig. 10. The grating is formed by the 
forward beam together with the reflected beam from the mirror. A small fraction of the probe beam is 
scattered backwards at the grating and detected by a photomultiplier. By tuning the frequency of the la- 
ser the Stark-splitting of Rydberg-states is measured and from this splitting the electric field is deduced. 

A two-color six-wave mixing scheme, which is actually a process of 5th order in the nonlinear sus- 
ceptibility, has been demonstrated by Gray et al. [60] for the detection of atomic hydrogen. They report a 
detection threshold at about 1013 cm"3. The experiment was performed in a flame, however, it might also 

. find application in plasma diagnostics in the future. 
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Figure 10: Experimental setup for electric field measurements in helium by degenerate four-wave mixing (DFWM). 

6 COMBINED TECHNIQUES 

In this chapter two examples will be given where nonlinear and linear spectroscopic methods have been 
combined to measure electric field distributions in atomic hydrogen. Electric fields can be measured by 
probing the Stark splitting of Rydberg states where the splitting scales with the principle quantum 
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number like «(«-1). Since atomic hydrogen can not be excited directly from the ground state due to the 
large excitation energy a multi-photon scheme has to be applied. 

Booth et al. [61] therefore used a two-photon excitation at 243 run for excitation to the «=2 level. 
With a third photon at 410 nm they then further exited the atom to the «=6 state. The laser at 243 nm 
was fixed on resonance while the laser at 410 nm was tuned over the Stark split «=6 state. Fluorescence 
light after collisional population transfer to «=3 was observed at the Balmer-a transition. Electric fields 
were measured in the cathodic layer of a 30 kHz discharge in hydrogen with a sensitivity as low as 20 
V/cm. 

With increasing quantum number of the Rydberg state the electric field sensitivity is increasing, 
however, at the same time the signal amplitude is drastically decreasing. This is due to the long life time 
of the Rydberg states and the unfavorable branching ratio. Recently we developed a novel technique in 
hydrogen that can overcome these limitations [62], In our scheme we excite the atom in a two-photon 
step at 205 nm to the «=3 state (Fig. 11). This excitation is Doppler-free and the laser beams are unfo- 
cused, therefore allowing instantaneous spatial resolution. Fluorescence light at 656 nm is observed. A 
second laser is now tuned to the resonance between «=3 and a Rydberg state. Whenever this laser is in 
resonance with one of the Stark-split components of this state, population is transfered from «=3 to the 
Rydberg state. This is noticed in a decrease of the fluorescence signal at Balmer-a. Since this does not 
depend on the lifetime of the Rydberg state or on the branching ratio or on the collisional transfer almost 
any Rydberg state can be probed. The limiting factor for the Rydberg-state quantum number is the en- 
ergy necessary to transfer a noticeable amount of population from w=3 to the Rydberg state. This energy 
is increasing with increasing principle quantum number. Nevertheless, high Rydberg-states up «=26 or 
even higher should be accessible. This could also prove to be an alternative method for the determination 
of electron densities. 
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by the electric field 
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Figure 11: Scheme for optical double-resonance spectroscopy in hydrogen. 

In a first experiment up to «=19 could be probed in the sheath of an RF-discharge in hydrogen. An 
example at «=16 and about 1060 V/cm is shown in Fig.  12. At    high field strengths the Stark- 
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Figure 12: Stark-splitting of H-atom, n=16 at 1060 V/cm. 
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components are all well resolved. However, for the determination of the electric field strength it is suffi- 
cient to measure the width of the spectrum which is possible also at much lower values. Therefore this 
method seems to be a very promising candidate for the measurement of very low electric fields of the or- 
der of 10 V/cm or less in e.g. the positive column of glow discharges or in inductively coupled 
RF-discharges. 

7 SUMMARY 

Nonlinear laser spectroscopy techniques have proved to be a very powerful tool for plasma diagnostics. 
They are not a substitute for, but complementary to conventional techniques. Recent improvements in la- 
ser systems and detector techniques have opened new fields of application. Novel techniques have been 
developed and established techniques from other fields of laser spectroscopy have found new applica- 
tions to problems in plasma physics. This has opened windows to areas that have been previously inac- 
cessible. In addition knowledge gained from nonlinear laser spectroscopy can also turn out to be very 
valuable for the further development and improvement of more conventional diagnostic techniques. 
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Abstract. D.C. plasma torches are more and more widely used for different applications among 
which cutting, welding and spraying are probably the most developed. For a long period it is 
mainly their static characteristics which have been considered and their applications were studied 
on a macroscopic scale. 

However many transient phenomena occur, the systematic study of which has started only 
a few years ago. To limit the discussion we present only the case of plasma spraying with : 

• the transient phenomena, at the anode, and their evolution with the torch working 
parameters and the electrodes erosion, 

• the consequences of these fluctuations on plasma jet temperature and velocity fields as 
well as mean electric field in the arc column, 

• the characterization of the molten particles flattening and resulting splat cooling and 
consequences on coating properties. 

1. INTRODUCTION 

Plasma spraying is now a versatile technology that has been successful as a reliable cost-effective 
solution for many industrial problems. It allows the spraying of a wide range of high performance 
materials, from superalloys and refractory intermetallic compounds to ceramics with continuously 
increasing commercial applications!1]. In most cases (99%) plasma spraying is achieved by using d.c. 
plasma torches which will be described summarily in section 2. The solid particles, with diameters 
ranging between 20 and 60 urn, are injected orthogonally to the plasma jet, either upstream or 
downstream of the nozzle exit with the help of a carrier gas which is mainly argon!2-3]. Their flow rate is 
between 2 and 6 kg/h. The coating is built by layering of splats resulting from the flattening of particles in 
a molten state upon a substrate disposed at a distance, which for atmospheric plasma spraying (APS), is 
between 80 and 120 mm. The flattening time is in the 1 to 1.8 (is range and, on a smooth surface (mean 
roughness Ra < 0.1 urn), the resulting splat which diameter, assuming a disk shape, is 3 to 6 times that of 
the impacting particle solidifies in times between a few (is to 20 us!4>5]. Unmolten particles rebound from 
the substrate or coating and finally the deposition efficiency is in the range 40 to 70%. Especially in 
industrial conditions, process parameters to produce sound coatings are specified in terms of stationary 
controllable parameters associated with the spray equipment, e.g. arc current, plasma gas composition and 
flow rate, stand-off distance, particle carrier gas flow rate, particle injector position, particle mass flow 
rate... They are typically established based on experiment or experience. 

If they were known!6! 25 years ago, transient phenomena taking place in plasma torches were 
rediscovered by scientists about 5 years ago but are still ignored by industry. This rediscovery is due to 
the recent availability of investigation means such as fast numerical oscilloscopes and powerful software 
for signal treatment. 

In the eighties McPhersonPl has underlined that contact between the layered splats was far from 
being perfect and conditioned the resulting coating thermomechanical properties!^]. The only way to 
understand which parameters control the contact between the layered splats is, for an impacting particle 
with a given velocity, diameter and temperature, to follow the evolution of its temperature and diameter 
during flattening and of the corresponding splat temperature upon cooling. Such studies require fast 
micro-pyrometers (50-100 ns response time) that became available only a few years agoPl. 

This presentation will be devoted to an overview of our actual knowledge of: 
• the transient phenomena especially at the anode and their consequences on plasma jet 

temperature and velocity fields, as well as arc column mean electric field, 
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• the measurement of molten particles flattening and the resulting splat cooling. Finally it will be 
shown how these microscopic results correlate with coating macroscopic properties. 

2. TRANSIENT PHENOMENA IN D.C. PLASMA TORCHES 

2.1. Used plasma torches 

The most common configuration is a stick type thoriated (2 wt%) tungsten cathode associated with 
a nozzle shaped anode serving also as a constrictor. Fig. 1 shows a typical configuration. In most cases the 
nozzle has a conical shape followed by a cylindrical duct. 

<W///fl< 

Figure 1 : Plasma spray torch operation at atmospheric pressure showing (1) stick type cathode with a conical tip, (2) anode, 
(3) insulating material with axial injection, (4) plasma column, (5) arc column attachment to the anode wall, (6) cold boundary 
layer, (7) hot boundary layer, (8) short circuits upstream (u) and downstream (d) of the arc root, (9) vortex ring coalescence, 
(10) cold gas engulfment, (11) entrained cold gas bubbles. The injected plasma forming gas is indicated with the arrows along 
the cathode. 

The plasma forming gas is injected either axially (as shown in fig. 1) or as a vortex around the 
cathode or along its conical tip... The used plasma gases are Ar-H2 (5 to 25 vol%), N2-H2 (5 to 20 vol%) 
and Ar-He (40 to 80 vol%). The first gas (Ar or N2) gives the jet momentum and the second (H2 or He) 
improves its thermal conductivity. 

The plasma column develops between the cathode and the anode where an electrically conducting 
gas at T > 8000 K and 105 pa (for the considered plasma gases) can be found. The radius of the plasma 
column, also termed the electrical radius re, depends on the plasma gas flow rate and composition, cooling 
conditions at its fringes and arc current. 

The arc root strikes at the nozzle wall when the cold boundary layer close to the anode wall is 
sufficiently heated to reduce the arc column constriction. This configuration is called "the free arc length". 
The voltage depends on the arc length linked to arc current, nozzle diameter, gas composition and flow 
rate. 

Typical operation conditions are : anode-nozzle internal diameter (i.d.) D between 5 and 8 mm, 
total gas flow rates between 35 and 120 standard liters per minute (slm) and power levels between 20 and 
60 kW with arc currents generally below 700 A. 

2.2. Transient phenomena at the anode 

In this plasma torch configuration, if the arc geometry is rather simple in the vicinity of the 
cathode tip, where the arc column shows a cylindrical symmetry, the arc exhibits a complex and changing 
shape in the arc-anode attachment region, under the influence of gas dynamic and magnetic body forces. 

The modifications of the morphology of the arc are associated with typical features of the recorded 
voltage which gives a sawtooth shaped waveform with quasi-linear increasing ramps followed by 
negative voltage jumps (fig. 2). In all the experiments performed the arc current varies very little when the 
voltage jumps to lower values : small peaks show up which amplitude is less than 2.5% of the regulated 
mean arc current. The slope of the ramps indicates the rate at which the arc and the imbedded current lines 
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are stretched and lengthened by the flow. Each of the lengthening phases is limited by an electrical 
breakdown through the cold and electrically insulating gas layer surrounding the arc. Each breakdown 
initiates a short circuit, together with a new arc attachment at the nozzle wall, and is associated with a 
negative jump of the voltage. This situation corresponds to the so called "restrike mode"[<>] and has been 
reported in the past by different experimental investigatorst'0-12]. 

Volts 

+G0- 

+40H ̂

HAv\M/V v 
.25 .5 .75 ni 1 11   sec 

"5F 
Figure 2 : Typical voltage signals obtained with a 8 mm i.d. nozzle with Ar-H2 (25 vol%) 60 slm for two different arc 
currents : a) 209 A ; b) 604 A. 

Such transient phenomena can be studied with the help of a Fast Fourier Transform (FFT) 
algorifhmP3,i4] 0r a statistical study of the tendencies shown by the characteristics of the arc voltage 
fluctuating components[i5.i6,n]. with FFT, characteristic frequencies f can be isolated and their variations 
with torch working parameters : arc current I (A), gas flow rate m°g (kg/s), gas composition, anode-nozzle 
internal diameter D (mm), plasma forming gas injection mode can be studied. With the statistical study of 
the voltage signals (see fig. 2) the minimum voltages Vm (local minimum value of the arc voltage imme- 
diately after breakdown) the slopes of the voltage ramps, the life times of the arc root X{ (TJ = ti+i - tj), the 
voltage jumps AV, the "upstream" (u) breakdowns (Vm(tj) < Vm(tj„i)) and the "downstream" (d) 
breakdowns (Vm(tj) > Vm(tj.i) (see fig. 2.a) can also be linked to the arc working parameters. The 
obtained results! 13-18) for Ar-H2, Ar-N2, N2 and Ar-He plasmas show that the restrike mode is mainly 
governed by the thickness and stability of the "cold" gas layer surrounding the plasma column. The 
thicker will be this layer the higher will be the voltage jumps AV, the lower the characteristic frequency 
and the arc root lifetime t. . 

This is illustrated in fig. 3 showing the evolutions of AV and x with the arc current I (the electrical 
radius re increases with 11191). 
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Figure 3 : Evolution of a) voltage jump AV and b) arc root life times with arc current for four anode nozzle i.ds. for an Ar-H2 

plasma : 45 slm Ar, 15 slm H2 gas injection along the cathode tip. 

In fact when representing the arc root lifetime with the corresponding voltage minima two 
distributions are obtained as shown in fig. 4 corresponding respectively to the upstream and downstream 
restrikings (see fig. 2.a). The highest lifetimes are obtained for the high voltage minima which means that 
the erosion is enhanced in these regions as confirmed by the wear of the anode material. 
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Figure 4 : Individual arc root lifetimes evolution with their corresponding voltage minima : a) downstream jumps ; 
b) upstream jumps, d = 7 mm, 45 slm Ar, 15 slm H2,1 = 600 A. 

Semi-empirical correlations, obtained through dimensionless analysisPO.iS], allow to relate the 
working parameters (I, d, m°g) to arc root lifetimes, ramp slopes and voltage jumps for a given gas 
mixture. They are of the type : 

f u = Ku X m°g-0-32 x 1-0.69 . D2.0 
where Ku = 14.6 for Ar-H2 (25 vol%) and 12.7 for N2. 

A similar relationship is obtained for the downstream lifetimes f d. With correlations better than 
0.95 they show that the approach of the phenomena is good. 

The values of the characteristic frequencies deduced from the FFT are somewhat lower, especially 
for high arc currents, than those calculated from arc root mean lifetimes. This is due probably to the fact 
that FFT favors the higher amplitudes of the voltage signal while the statistical analysis takes into account 
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all the peaks. As it can be observed in fig. 2.b that, at 600 A the voltage jump amplitudes are more 
irregular than those obtained at lower arc current (see fig. 2.b). 

The way the plasma forming gas is injected has a great importance on f, x, AVU4]... When the gas 
is injected axially or along the cathode tip the arc column expands closer to anode-nozzle wall and the 
cold gas layer around the arc determines the restrike as explained in the previously described results. The 
higher is arc gas flow rate, the thicker the boundary layer and the lower the restrike frequency (see fig. 
5.a). With vortex injection the influence of the gas flow rate is the opposite. For higher gas flow rate the 
frequency peak increases with increasing gas flow rate (see fig. 5.b). Two opposing effects are present in 
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: Evolution with arc current of the characteristic FIT frequency for two different types of plasma forming gas 
a) axial injection ; b) vortex injection, anode D = 7.2 mm, with two gas flow rates 42.6 slm Ar and 143 slm H2 and 

61.3 slm Ar and 17.1 slm H2 respectively. 

this case. First increasing m°g induces a constriction of the arc column which can be verified by the 
increase of the arc mean voltage. The consequence is reduced restrike probability and longer anode 
attachment. On the other hand, increasing the gas flow rate leads to higher flow velocity especially in the 
cold boundary layer. Because of this the connection between the arc column and the anode surface is 
pushed downstream faster, yielding faster and more frequent breakdowns. 

The last parameter is of course the gas composition. Diatomic gases either pure (N2) or added to 
Argon (H2 or N2) constrict drastically the plasma column due to their high thermal conductivity^] and 
with them the restrike mode is well defined. On the contrary in case of Ar-He mixtures the mean voltage 
is less than 40 V, the voltage fluctuations have very small amplitudes and the restrike does not obviously 
appear on the time resolved signals which lead to a "noisy" power spectrum. This is due to the poor 
constriction of the column with these gases. 

2.3. Electrode erosion 

a) Anode 

In their experiments with flat anodes with a smooth surface (Ra < 0.5 um) Wutzke et aPl have 
shown that it was the arc root itself which was sliding on the anode surface before a new spot was created 
by a short circuit shortening the arc. Later on Zhukov et all"], by using real plasma torches with a 
cylindrical anode equipped with observation windows, have demonstrated that the arc root once it was 
created by a short circuit did not move at all. It was the connecting column between the arc root and the 
main plasma column which was stretched downstream as long as a short circuit did not create a new arc 
root. It is worth to note that in both cases, moving arc root or stretching connecting column result in the 
same saw-tooth shape of the arc voltage. A recent experiment was performed at the laboratoryP2] with the 
arc transferred to a flat anode orthogonal to the cathode axis, arc stabilized by gas injection along the 
conical tip of the cathode and working in the anode jet dominated mode in order to simulate a behavior 
identical to that of the plasma torch where an anode jet always exists at the anode! 19]. It has been shown 
that when moving the cathode parallel to the anode with a new smooth (Ra < 0.1 |am) copper anode 
surface the arc moves as a whole. As soon as the surface is oxidized or roughened by the arc and, 
depending on cathode-anode relative velocity, the arc root does not move anymore and a small connecting 
column between the arc root and the arc main column is stretched. When the voltage drop in it becomes 
too high a short circuit occurs between the anode and the main plasma column and a new connecting 
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column is formed in about 1 fxs. The voltage signal shape is exactly the same as that shown in fig. 2. This 
is probably what happens in the d.c. torch. At the beginning during the first working hour the arc root 
moves at the surface and the distributions x = f(Vmin) are very dispersed with relatively low values of T. 
The observation of the anode shows a clean surface with a well distributed slight erosion. Later on, for 
example after 10 h, the distribution is well defined as that shown in fig. 4 and the electrode erosion is 
distributed along an area which length is about 1.5 x D. The depth of the eroded zone is about 0.2-0.5 
mm. When time increases T increases too while the amplitude of AV increases and the depth of the eroded 
area increases drastically (a few mm after 20 to 50 h depending on working conditions). 

b) Cathode 

The high temperatures (T > 3800 K) observed at the thoriated (2 wt%) tungsten cathode tip[23-25] 
promotes the dopant diffusion and evaporationP4-27]. After less than about 1 h the temperature of the 
cathode tip is that of pure tungsten (almost 1000 K higher than that with the dopant) and its erosion 
increases drastically. Of course it depends on electrode diameter and tip shape controlling the heat 
withdrawal and temperature gradients and on gas composition, diatomic gases enhancing the constriction 
of the arc root and thus the erosion. The erosion that occurs is a neck erosion below the tip which falls off 
after a while^]. Thus, starting with a sharp tip, after a few hours working the cathode shape is that of a 
truncated cone, the extremity diameter of which increases with time. 

2.4. Consequences of fluctuations and erosion 

Each time a new arc root is created, a plasma bubble, the volume in which the electrical 
conductivity is high enough, begins to grow (see fig. 6115,28]). This plasma bubble is then pushed 
downstream by the plasma flow partly due to the gas feeding and partly by thermal expansion and M.H.D. 
forces. During the growth of the plasma bubble, the current lines are lengthened (voltage ramps in fig. 2). 
When a new arc root is created, the arc is shunted and voltage drops and the bubble partly disconnected 
from the plasma giving rise to a flying puff travelling with the flow. The shape of the puff, even though 
not clearly defined, is gradually modified by dissipative phenomena. Thus the generated plasma flow may 
be thought of as a rather inhomogeneous medium made up of puffs of hot gas surrounded by colder 
layers. 

i) 

ii) 

iii) 

re-arcing 
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Figure 6 : a) Scheme of plasma bubble generation : i) just before rearcing, ii) just after rearcing and m) lengthening phase ; 
b) Plot of time delay © versus the minimum voltage. 

In the set-up developed by Coudert et aPS] the image of the jet was split and focused with a 
known magnification, in two planes where the wavelength integrated light was sampled by two optical 
fibers. The distance between the two fibers was known with a precision of 2/100 mm. When a bright puff 
of plasma crossed the optical system line of sight it generated a peak clearly associated with a ramp of 
voltage variation. The observation of the fluctuating optical signal generated suggested that only slowly 
varying details were preserved and that the useful information was kept in low frequency band pass. After 
careful signals treatment it was shown that the low-band-pass filtered signals were cross-correlated giving 
rise to a function exhibiting a rather well marked and shifted maximum. A mean value of the velocity was 
determined as well as its fluctuating components, limited to a 500 Hz band pass due to the specificity of 
the method, fig. 7I291 shows two axial velocity distributions measured at the nozzle exit. 
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Figure 7 : Radial velocity profile of a d.c. plasma torch (45 slm Ar, 15 slm H2,1 = 600 A, D = 7 mm) for two working times 
of the torch : a) t = 1 h, b) t = 12 h. 

Three remarks can be made : 
i) With the Ar-H2 (25 vol%) mixture used at 14000 K axial temperature at the nozzle exit the 

sound velocity a = 2900 m/stfO] and thus the measured velocities are subsonic. 
ii) The short time scale fluctuations, represented by the height of the bars show an almost constant 

value in the central part of the jet and increases in its fringes due to turbulences. It is the same for 
measurement along the axis z of the torch. For z > 30 mm corresponding to the plasma core tip (in the 
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working conditions of fig. 7) the fluctuations increase drastically due to instabilities generated by the 
engulfment of cold surrounding gasPi]. 

iii) The cathode erosion reduces the plasma jet maximum velocity and broadens its radial 
distribution. This erosion has a stabilizing effect after a few hours. 

Voltage fluctuations have also an important influence on temperature distributions measured by 
emission spectroscopy : mean value of an exponential term does not give the mean value of the exponent! 
Thus the signal has also to be treated[32,i7] to get stationary and fluctuating components of the 
temperature, the stationary temperature component being smaller than temperature value deduced from a 
time averaged light intensity signal. Contrarily to what happens for velocity, temperature profiles seem to 
be unaffected by the electrode erosiont2^. 

At last by comparing the voltage and light fluctuations signals it is possible to determine the mean 
electric field within the arc column as well as the mean position of the erosion inside the anode-nozzle(33]. 

The time delay between light and voltage signals is given by : 
0 = d/v 

where v is the velocity of the plasma bubble and dj = L - tx (see fig. 6) where L is the distance between the 
cathode tip and the optical axis and i\ is the instantaneous arc root position. 

For the minimum voltage : 
Vm=Ix/i + VA + VK 

where E is the mean electrical field within the arc column, VA and VK the anodic and cathodic voltage 
drops respectively. In these conditions the measured values of 0 are related to E by • 

©  =  h   .   Vm - VA_- VK 

v v. E 

A plot of 0 as a function of Vm (see fig. 6.b) gives a straight line which at its intercepts with 0 axis gives 
L/v thus v and which slope gives E . 

3. SPRAYED PARTICLES FLATTENING AND SPLAT COOLING 

3.1. Measuring techniques 

As emphasized in the introduction, plasma sprayed coating properties depend strongly upon the 
contact between the layered Iamellae[7,8]. Study this layering is not a simple problem due to the particle 
trajectory distribution^] and their small size. For example when spraying alumina particles 30 urn in 
diameter at a rate of 3 kg/h their injection rate is 2.107 part/s ! and they impact on the substrate with 
velocities between 150 and 300 m/s. For now 5 years many efforts have been devoted to the development 
of fast pyrometers (~ 50-100 ns) to follow temperature and surface evolution during particle flattening 
and the resulting splat cooling together with flattening and cooling models[5,34]. 

a) First techniques were developed to collect the particles within the spray cone without 
overlapping and without[35] or with[36] substrate temperature control. 

By optical or scanning electron microscopy coupled with image analysis the splats diameter and 
shape factor distributions can be determined all over the spray cone. 

b) The first pyrometer to study particle flattening was developed in 1992137] at CNRC 
Boucherville Canada and then improved regularly[38-40]. The last system consists of a Phase Doppler 
Particle Analyser (PDPA) and a pyrometer as shown in fig. 8.a. 

The PDPA system make it possible to measure the velocity and size of a single particle before its 
impact. 

The size and velocity of a particle in-flight are determined from the light scattered by the particle 
passing through an interference fringe pattern generated by the intersection of two coherent laser beams 
whose wavelength was 514.5 nm. The velocity is deduced from the frequency of the Doppler burst 
generated by the particle crossing the fringe pattern (see fig. 8.b). The size is computed from the phase 
shift between the light signals collected by two sensors looking at the probe volume from two different 
angles. This phase shift its linearly related to the particle size. In the PDPA system used in this work, the 
two sensors are avalanche diodes. After amplification, the signals from the diodes are recorded using a 
digital oscilloscope. Algorithms based on a cross spectral density method are used to obtain the frequency 
and the phase shift of signals. The probe volume is limited using a spatial filter placed before the 
photodetectors. It corresponds to a cylinder (1.5 mm long and 0.4 mm in diameter) whose axis is 
orthogonal to plasma jet axis. Velocities between 50 m/s and 500 m/s can be measured for particles which 
diameters are between 5 um and 100 urn. 
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Figure 8 : a) Schematic view of the experimental set-up for the monitoring of particles impinging on a surface!40], b) typical 
signals. 

The temperature of the particle before its impact, the time-temperature evolution of the resulting 
splat and the flattening parameters (flattening time and flattening degree) are determined from the thermal 
radiation emitted by the particle in flight and at impact!40] (see fig. 7.b). This radiation is collected by a 
pyrometer head focused onto the substrate. The monitored area on the substrate surface was about 
0.5 mm2. The temperature range of the set up is between 2000 K and 4000 K. 

The flattening time is deduced from the rise time of the signals upon impact. The temperature of a 
particle just before its impact and that of the resulting splat are derived, after calibration, from the ratio of 
the photodetector outputs of the pyrometer, by assuming that the material behaved as a grey body. As the 
signal is proportional to the cross section of the emitted area, the flattening degree is estimated from the 
square root of the ratio signals just before and upon impact after a correction for temperature effect. When 
significant cooling takes place during the flattening processes, the collected signal is diminished. 
However, in that case it is possible to determine the flattening degree for the resulting collected disk- 
shaped splats by measuring their thickness and diameter. 

The mean cooling rate of the splat after the spreading process is complete, is estimated from the 
time-temperature evolution of the lamella. 

c) The collected splats, coming from impacting particles whose history of temperature, velocity 
and diameter is known, are examined by Atomic Force Microscopy (AFM) which allows to determine the 
size of the columnar structure (see fig. 9.a), the area of poor contact (see fig. 9.b), the columns 
coalescence!41]. 
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a) 
Figure 9 : AFM view of an alumina splat sprayed with a d.c. torch (7 mm) 
stainless steel 304L (the "big crystals" correspond to a poor contact area)!4']. 

a) on previously deposited alumina, b) on 
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3.2. Characteristic results for zirconia 

For given spraying conditions resulting in fully molten particles upon impact such measurements 
have shown the drastic influence of substrate material, roughness, preheating temperature and oxidation 
stage[5.36,39,42,43]. The main results are the following : 

a) Single splat 

A critical temperature Tc of the substrate exists. For zirconia it corresponds to 200°C. Below Tc on 
smooth (Ra < 0.1 um) substrates the splats are extensively fingered with a shape factor (SF = 4.IIS/P2 
where P is the splat perimeter and S its surface area) below 0.6 while for T > Tc they have almost a 
perfect disk shape (SF > 0.9). For T > Tc the mean diameter of the splats all over the spray cone is about 
40% higher than for T < Tc where material splashing during particle flattening reduces drastically the 
splat surface. The cooling rates are also one order of magnitude lower when T < Tc (see fig. 10 showing 
the measured cooling rate evolution with impacting particle temperature fig. lO.a and velocity lO.b). A 
ID model[5] allows to calculate the splat cooling (assuming a disk shape) which depends on the splat 
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Figure 10 : Evolution of the splat cooling rate with zirconia impacting particle : a) temperature and b) velocity for two 
substrate preheating temperatures. 

thickness (decreasing with increasing impact velocity) and on thermal contact resistance Rth between the 
splat and substrate or previously deposited layers. By comparing the measured and calculated cooling 
rates for T > Tc, knowing the splat thickness, it allows to determine Rth which in this case is of the order 
of 10-7 - 10-8 m2.KAV (almost a perfect contact). The explanation for Tc has been given by A. Vardelle et 
al[44]. If the substrate surface temperature Tj (resulting from preheating and flattening particle heat 
transfer) is higher than the hypercooling temperature TH of the impacting particle, solidification occurs 
only at the end of the flattening stage and develops all over the splat surface resulting in an homogeneous 
columnar growth. If Tj < TH solidification starts at a few area before flattening is completed and the 
flowing liquid material, blocked by this solidified area, splashes away. Preheating at Tc allows to obtain 
or not the case T; > TH- 

The cooling rate of the splat is closely linked to Tc and splat thickness. The size of the splat 
columns increases when the cooling rate decreases. 

On rough surfaces, as the flowing liquid material of the impacting particle is blocked by the 
surface asperities it results in thicker splats. Here again the influence of Tc is drastic the cooling rates 
being higher for T > Tc. 

The way substrate oxidation modifies the splat shape even for T > Tc is not yet clearly understood 
but works are in progress!^]. 

b) Layered splats 

In classical spraying conditions where a pass corresponds to 3 to 10 urn (about 3 to 10 layered 
splats) and where temperature between successive passes is in the range of 500-600°C the results obtained 
for Tc have been confirmed. With a preheating temperature over Tc the adhesion/cohesion of the coatings 
is more than doubledI4i,46]. when increasing the preheating temperature over Tc and the pass thickness, 
temperatures in the range of 900-1000°C within the coating are reached and the new impacting particle 
starts to nucleate only at the end of the flattening stage. Thus the columnar structure of the previously 
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deposited and solidified splat acts a a nucleation site and it results in a columnar structure growing 
through the whole pass and between passest47]. However a compromise has to be found with the increase 
of the stressest4"] and work is in progress in this field. 

4. CONCLUSION 

Arc root restrike mode in d.c. plasma torches has a great influence on their working conditions 
especially for plasma spraying. It results in : 

- important power fluctuations (up to 50%), due to voltage variations, at frequencies between a 
few kHz and 20 kHz. This frequency depends strongly on the hot boundary layer formation around the arc 
column. If its correlation with the torch working parameters is now well understood for axial gas 
injection, the effect of gas vortex injection requires more studies. 

- a discontinuous behavior of the plasma which can be described by a succession of hot puffs 
travelling with the flow and surrounded by colder layers. 

- the possibility to use these transient phenomena to measure the plasma flow velocity by 
analyzing the light signals recorded at two points which distance is known. This requires an appropriate 
signal treatment, the useful information being kept in the low frequency band pass. 

- to determine the mean electric field of the column by comparing the light and voltage signals. 
- the necessity to extract the stationary component of the volumetric emission coefficient in order 

to determine spectroscopically the plasma jet temperature, the classical measurements based on time 
averaging being incorrect. 

However a lot of work has still to be done to : 
- extract information from the high frequency (a few kHz) voltage signalt33]. 
- determine the contribution of this piston flow (succession of puffs) on the plasma flow modelling 

including the engulfment process of the surrounding air entrainmentt48]. 
If the transient phenomena in d.c. plasma torches start to be well understood their consequences on 

the injected particles treatment has not yet been studied and work is in progress to : 
- evaluate the influence of these puffs and their frequency on the sprayed particles heating by the 

plasma jet, the first measurements^] showing that the flux emitted by the hot particles fluctuates too. 
- find a way to determine statistically the particles treatment within the jet and how it can affect 

the splats formation and their layering. 
If in the eighties many studies were focused on the measurement of particle surface temperature, 

velocity and diameter distribution, during their flight within the plasma jet, it is only for about 5 years that 
the study of their flattening and the resulting splat cooling has been developed. Fast pyrometers 
(< 100 ns) associated with laser scattering measurements have allowed to determine for a single particle 
its temperature, velocity and diameter prior to its impact, its flattening degree and time (~ 1 us) as well as 
the resulting splat temperature evolution. Such measurements have allowed to understand better the 
drastic influence of the substrate temperature, roughness and oxidation stage on splats adhesion and work 
is in progress to study their layering in order to achieve coatings with better thermomechanical properties. 
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Abstract. A brief review on plasma-processes used in biomedical applications is presented, 

along with results obtained by our group on the plasma-grafting of chemical functionalities onto 

polymers. RF Glow Discharges in NH3/H2 and O2/H2O/H2 feeds have been utilized for grafting 

nitrogen- (e.g. -NH2) and oxygen-containing (e.g. -OH, -COOH) functionalities onto polymers in 

a reproducible, controlled, selective fashion. Efficiency and selectivity of the grafting can, in 

principle, be tuned by optimizing the treatments with a proper, combined use of Actinometry and 

derivatization-aided Electron Spectroscopy for Chemical Analysis. Grafted -COOH groups have 

been used as "anchor sites" for immobilizing heparin and highly-sulphated hyaluronic acid in an 

active, anti-thrombotic form onto polyethylene. 

1.     INTRODUCTION 

According to many reviews [1-4], low-pressure, non-equilibrium plasma-processes allow to alter the 

surface of polymeric biomaterials (see refs. [5-8] for proper definitions of the words biomateriat and 
biocompatibility) in a number of attractive ways for improving their compatibility with blood, soft tissues, 

bones, cells and biomolecules in biomedical applications. 
Plasma Enhanced Chemical Vapor Deposition (PE-CVD) and Plasma Treatments (PT) are the 

favourite plasma-techniques for changing surface properties such as wettability, lubricity, adhesion to other 

materials, cell growth, leach of additives and protein adsorption in biomedical devices. Vascular grafts, 

heart valves, catheters and other devices used in contact with human blood, for example, can take 

advantage of blood-compatible plasma-deposited coatings [2,9-11] as well as of anti-thrombotic molecules 

immobilized onto plasma-treated surfaces [1, 7, 12-16]. Plasma Treatments, i.e. plasma-processes 
performed with non-depositing reactive (NH3, O2, N2, etc.) or inert (Ar, He) gas feeds, are used for 

altering only the topmost layer of a polymer surface by grafting chemical functionalities and/or by cross- 

linking the polymer chains through positive-ion bombardment. Radio Frequency (RF, 13.56 MHz) Glow 

Discharges are the most popular plasma sources for PE-CVD and PT processes. 
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Table 1 lists classes of surfaces that can be engineered on biomedical devices and prostheses by 

means of PE-CVD and PT. This contribution is designed to show how Plasma Treatments can be driven 

for grafting, somewhat in a selective fashion, chemical polar groups onto the surface of polymers, and how 

Actinometry [17-19] and Electron Spectroscopy for Chemical Analysis can be utilized for investigating the 

process. This approach can be utilized for engineering polymer surfaces with a dosed density of proper 

functionalities to be utilized for immobilizing biomolecules onto polymers. 

TABLE 1.      Deliverables of PE-CVD and PT 

processes of interest in biomedical applications 

Blood-compatible  surfaces 

PE-CVD of coatings with blood-compatible properties. 

Anti-thrombotic biomolecules immobilized onto plasma-treated polymers. 

Non-fouling   surfaces 

PE-CVD of coatings where proteins, cells, bacteria, biofilms, etc. don't adhere. 

Surfaces with taylored hydrophilic-hydrophobic character 

PE-CVD of coatings with taylored surface energy. 

Grafting of polar (e.g. -OH, -COOH, N-groups) or non polar (e.g. -F, -CFX) 
functionalities by means of Plasma Treatments. 

Sterilization  and  cleaning 

Plasma Treatments with oxidizing (e.g. O2) ashing feeds. 

Barrier coatings 

PE-CVD of barrier coatings for: drug-release systems, gas-exchange membranes, 
device protection, reduction of leaches (ions, additives, catalyst) from materials. 

2.     ON THE USE OF DIAGNOSTIC TECHNIQUES IN THE BIOMATERIAL FIELD 

Process control is usually performed in the biomaterial community at the end of the plasma-process, by 

means of surface analysis techniques such as: Electron Spectroscopy for Chemical Analysis (ESCA), static 

Secondary Ion Mass Spectroscopy (s-SIMS), Scanning Electron Microscopy (SEM), Attenuated Total 

Reflectance FTIR (ATR-FTIR) spectroscopy and Contact Angle (CA) measurements [20, 21]. Recently, 

ESCA analysis of hydrated-frozen surfaces has been developed [22, 23] and derivatization techniques 

introduced [24] for investigating in deeper detail polymer surfaces of biological interest. More advanced 

techniques such as Near Edge X-ray Absorption Fine Structure (NEXAFS) [25, 26] and scanning probe 

methods such as Atomic Force Microscopy (AFM) [27] have been utilized too. 

The great attention dedicated to the study of plasma-processed surfaces, as well as to the interactions 

of such surfaces with blood, tissues, cells, proteins and other biological systems, is not counterbalanced, in 

the field of biomaterials, by the diagnostic analysis of what happens in the plasma gas-phase; further, low 

to none care is payed to reactor engineering and very simple reactor configurations are used. The density of 

the active species in the plasma, the bias of the surfaces and other internal parameters [19, 28-31] that, at 
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the end, drive surface modifications at a chemical level in glow discharges, apparently are not a concern in 

the biomaterial community, as it comes evident from the literature of the field. This lack of process control, 

common also for applications in other areas (food packaging, corrosion protection, etc.) where non- 

equilibrium plasmas are used, is responsible of a trial-and-error, black box approach to plasma-processing, 

which has contributed to generate problems of reproducibility and difficulties of technological transfers and 

scale-up of processes. Process control is possible, instead, because well established reactor-engineering 

criteria and a large number of plasma-diagnostic techniques [17-19, 28, 29, 32-34] are available from the 

scientific background of microelectronics. Plasma diagnostics such as Optical Emission Spectroscopy 

(OES), Laser Induced Fluorescence (LIF), Mass Spectrometry (MS), Langmuir Electrostatic Probes 

(LEP), IR and UV Adsorption Spectroscopy (IR-AS, UV-AS), particularly when applied in situ and 

supported by surface analysis, have contributed to fully understand, optirrtize and control at submicron 

level plasma-etching and PE-CVD processes devoted to the production of highly integrated electronic 

circuits. This approach has led to the booming development of the microelectronic technology led by 

plasma-processes. 

This picture of the situation reflects the point of view of the authors. We are convinced that coupling 

surface and plasma diagnostic techniques would allow to fully exploit plasma-processes also in biomaterial 

science, where their potential as surface modification techniques is already recognized and appreciated, but 

only partially exploited. 

3.     GRAFTING OF CHEMICAL FUNCTIONALITIES ONTO POLYMERS BY MEANS 
OF PLASMA TREATMENTS 

Plasma Treatments can graft proper chemical groups onto polymers and consequently increase (e.g. with 

NH3, O2, N2 plasma feeds) or lower (e.g. with CF4) their surface energy and hydrophilic-hydrophobic 

character, two related properties that drive the interactions with biological systems. Plasma-grafting 

oxygen- or nitrogen-containing polar groups, as an example, can improve adhesion and growth of cells on 

polymers [1-3, 35, 36] utilized in prostheses and biomedical devices, while plasma-fluorination can work 

in the opposite way [37]. 

Selected plasma-grafted chemical functionalities such as -NH2, -OH, -COOH are also utilized as 

anchor sites for covalenüy immobilizing biomolecules able to confer their biological properties (molecule 

recognition, anti-thrombogenicity and blood-compatibility, wear resistance, non fouling character) to the 

surface where they are tied [1, 7, 38]. Immobilization procedures always start with plasma-processing of 

the polymer substrate, then continue with wet reactions. A spacer molecule with proper functional groups 

on both ends is immobilized on the grafted surface with one side, then bound to the biomolecule on the 

other side. The spacer can be essential for ensuring to the biomolecule full conformational movement, thus 

biological activity; direct coupling to polymer surfaces, in fact, can lead to inactivation and denaturation 

[39,40]. Also PE-CVD can provide layers with proper functional groups. With this approach heparin has 

been immobilized onto materials such as polyethylene (PE), pyrolitic carbon and others [12-16], collegene 

has been immobilized onto polytetrafluoroethylene [41] and glucose oxidase (GOx) onto polyurethane [42]. 
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Ageing of the plasma-treated surfaces (i.e. rearrangements, mobility of groups and polymer chains, 

reactions of groups with atmospheric oxygen, contaminations, loss of volatile or soluble compounds [35, 

43, 44]) is always a concern for the applications, since the recovery of the surface properties (e.g. 

wettability) toward the values of the untreated surface usually happens with time. The shelf life of a 

plasma-treated surface should always be evaluated, and the timing of conventional processes to be applied 

on such surface carefully planned, in order to have each reaction (i.e. molecule immobilization) or 

procedure (i.e. cell growth, protein adhesion) to be lately practiced fully effective. 

3.1   Grafting of nitrogen-containing functionalities, with particular reference to -NH2 

Polymer substrates have been modified in a tubolar quartz reactor by means of NH3/H2 RF Glow 

Discharges. External parameters such as the NH3/H2 feed ratio and the RF power imput, that can be 

conveniently tuned for changing the distribution of species in the plasma, as well as the position of the 

substrate in the plasma reactor (glow vs. afterglow) and the treatment time have been changed, in order to 
explore their influence on the grafting process [45,46]. 

ESC A analysis of treated polymers allows to measure their surface N/C surface ratio, which has been 

taken as a measure of the efficiency of the treatment in grafting all kinds of N-groups. 4-trifluoromethyl- 

benzaldehyde (TFMBA) vapors have been utilized for titrating -NH2 groups grafted onto PE and 

polystyrene in a well-characterized and selective derivatization procedure [45]. The fluorine density of the 

derivatized surfaces, proportional to the density of grafted -NH2 groups, allows to express the selectivity 

of the treatment (NH2/N surface ratio) in grafting -NH2 rather than other N-groups. Actinometric Optical 

Emission Spectroscopy (AOES), simply known as Actinometry, has been used for investigating the 

distribution of species formed in the discharges. It allows to monitor, in a semi-quantitative fashion, the 

relative density of emitting species in the plasma-phase as a function of external parameters such as 

pressure, feed gas composition and flow rate, power, etc., provided certain conditions are satisfied [17-19, 

30]. He and Ar have to be added in small and constant quantity to the feed in order to compare their 

emission with those of the other emitting species. Table 2 shows the species detected in NH3/H2 RF Glow 
Discharges, along with their spectral features. 

TABLE 2. Emission lines and bands observed 

by AOES in NH3/H2 RF Glow Discharges 

Species System Spectral feature (A) 

NH A3n - X3S" 3360 

cin-aiA 3240 

N2 c3nu-B3ng 3159 

H 2p2P°3/2-3d2D3/2 6563 (Ha) 

Ar 4s1 [1/2]° -4p1 [1/2] 7503 

He 2s3S - 3p3P° 3889 
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Correlating the relative density of the species detected by AOES with the efficiency and selectivity of 

the grafting performed in various conditions has allowed to draw the chemical mechanism of the process. 

Figure 1A shows how the N/C surface ratio of treated PE correlates with the actinometric density of excited 

N2, NH and H species determined at different H2 feed content. The N/C ratio increases with the relative 

density of the N-species in the plasma-phase, while it is negatively correlated with that of H-atoms. 

Opposite trends have been recorded as a function of the selectivity (NH2/N) of the process, as shown in 

figure IB. Other species related to those mentioned above, e.g. N atoms, likely present in the plasma and 

involved in surface processes, have not been detected. 
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FIGURE 1. Relative species densities in RF Glow Discharges fed with different NH3/H2 flow ratios as a 
function of: A) the surface N/C ratio B) the surface NH2/N ratio of PE substrates directly exposed to the plasma 

(11 seem total flow rate, glow position, 10 W, 500 mtorr, 5 min). 

The correlations with the N/C and NH2/N ratios holds also in other experimental conditions, and 

allow to elucidate the role of each class of species in plasma-surface interactions, as well as to identify the 

best conditions for obtaining a pre-determined surface chemistry. The chemical mechanisms of the 

treatment can be described as follows [45,46]: 

a - NH3 and H2 are fragmented in the glow and give origin to excited species, NH, N2 and H among 

them, whose relative density can be tuned with the NH3/H2 feed ratio and the RF power. 

b - Heterogeneous processes due to the N-species graft N-containing organic groups (e.g. amine, imine, 

cyano, etc.) at the surface of the polymer. The grafting process occurs, with different efficiency and 

selectivity, for substrates exposed directly to the plasma or placed in the afterglow zone of the reactor. 

c - H-atoms produce -NH2 groups on the polymer through the reduction of the other N-functionalities. 

This role of the H-atoms has been elucidated through afterglow and direct-glow H2 Plasma Treatments of 

substrates previously NH3 plasma-treated. The reduction process can be continued, in certain conditions, 

until no more nitrogen is detected on the polymer. 
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Low RF power values, a low H2 (H-atoms) content in the feed and long (> 5 min) treatment times 

allow to obtain high grafting N/C efficiency. On the other hand, high RF power values, a low H2 (H- 

atoms) feed content, short (seconds) treatment times and, particularly, treatments with the substrate in the 

afterglow zone of the reactor, drive the process toward high NH2/N selectivity. Afterglow treatments show 

this effect most likely for the different life-times of the active species produced in the plasma, for their 

lower density respect to the glow zone and for the absence of positive-ion bombardment on the afterglow 
surfaces. 

Efficiency and selectivity of NH3/H2 Plasma-Treatments follow always opposite trends as a function 

of the same parameter [45,46]; as a consequence, it is difficult to obtain surfaces characterized by an high 

absolute density of-NH2 groups in one step only. In order to bypass this situation and to test the effective 

ability of H-atoms in reducing N-groups to -NH2, different treatments in sequence have been experimented 

with success. A treatment in high grafting efficiency conditions is to be performed first, followed by a 

second one in the afterglow zone of an H2 discharge. The reduction of the N-groups grafted in the first 
process takes place during the second, thus allowing high yields of-NH2 groups. 

3.2  Grafting of oxygen-containing functionalities, with particular reference to -COOH 
utilized for immobilizing heparin and highly-sulphated hyaluronic acid 

Heparin and highly-sulphated hyaluronic acid (HyalSx, x = 3.5) have been immobilized onto polyethylene 

previously plasma-grafted with oxygen-containing groups, -COOH among them [14, 47]. Heparin- and 

HyalS3.5-immobilized samples show higher anti-coagulant character respect to the unmodified polymer. 

Due to its anti-thrombotic anticoagulant character, heparin is widely used in the treatment of cardiovascular 

deseases, surgery and extracorporeal blood circulation systems, and a large effort is being profused for 

obtaining heparin-like molecules like HyalSx, as well as for immobilizing such molecules onto blood- 
contacting devices. 

PE substrates have been grafted with O-groups in a quartz tubolar reactor [45, 46] by means of RF 

Glow Discharges fed with O2/H2O/H2 mixtures (Ar and He were added in small quantity for performing 

Actinometry [14]). Different RF power values, treatment times and the role of the position of the substrate 

(glow vs. afterglow) have been investigated. The species listed in Table 3 have been detected and their 

actinometric density profiles obtained as a function of the feed composition, as shown in Figure 2 for an 
O2/H2 discharge. 

Differently from NH3-based plasmas, O2/H2O/H2 discharges lead to the etching of organic polymers, 

as attested by C-containing species (CO, CH) detected in the plasma. As a consequence, the formation of 

Low Molecular Weight Oxidized Materials (LMWOM) [48, 49] on the substrates has been noted. Such 

compounds form a weak, water-soluble boudary layer on the surface of the treated polymer, that makes 
difficult reproducing surface analysis. 

ESCA analysis of PE treated in O2/H2O/H2 RF Glow Discharges, then rinsed in distilled water and 

dried, has been performed, and the presence of -COOH groups available for the wet immobilization 

reactions attested on the final surface by means of derivatization with trifluoroethanol vapors according to 

[14, 24]. Studies are in progress in our laboratory [50] aimed to find correlations between the relative 
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density of the plasma species and the chemistry of the treated surface, similarly to those shown in 3.1. The 

scope of the investigation is to understand the chemical mechanism of the grafting-etching process, and to 

optimize plasma-parameters to the optimal density of -COOH groups needed for obtaining the best anti- 

throbogenic surfaces. 

TABLE 3. Emission lines and bands observed 

by AOES in H2O/O2/H2 RF Glow Discharges 

Species     System Spectral feature (A)  

CO* B1!.- A1!! 4511,4835,5198,5610 

OH A2E+- x2n 3064 

CH** A2A- x2n 4314 

O 3s3S°- 3p3P 8446 

H 2p2P°3/2-3d2D3/2 6563 (Ha) 

Ar 4s1 [1/2]° - 4p1 [1/2] 7503 

He 2s3S - 3p3P° 3889 

*    Produced by the etching of the polymer substrate 

**     Produced by the etching of the polymer substrate when H2 is added to the feed 

--A--H 
—•   -OH 
-o -o 
--■--CH        from 
— □- -CO   the polymer 

02/(02+ H2) % 100 %o 

FIGURE 2. Relative species densities in RF Glow Discharges fed with different O2/H2 flow ratios as a 

function of the O2 percent in the feed. PE substrates are directly exposed to the plasma (11 seem total flow rate, 

glow position, 10 W, 500 mtorr, 5 min). 

0,0' bis (2-aminopropyl)polyethyleneglycol 500 (Fluka, avgd. m.w. 600 a.u., n = 9-11, PEG500) 

has been utilized as spacer-arm molecule to immobilize heparin (Roche) and HyalS3.5 (synthesized from 
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hyaluronicacid [51]) onto plasma-modified PE. The detailed procedure, adapted from the literature [15] is 

reported elsewhere [14,47]. Each immobilization step, i.e. the immobilization of the spacer and that of the 

biomolecule, deals with the formation of amide covalent bonds between -COOH groups, grafted on PE 

and present on the biomolecules, and -NH2 functionalities present on both side of PEG500. 

After each reaction step the substrates have been rinsed with deionized water and the presence of 

either the diamine spacer or that of heparin (or HyalS3.5) revealed on the surface by detecting N and S 

atoms with ESCA, respectively. Both heparin and HyalS3.5, in fact, contain sulphur. Derivatization with 

TFMBA has been utilized for tracking the -NH2 groups of the immobilized PEG500 molecule on the 

substrates, thus confirming its presence for the next immobilization step. Best-fitting procedures of the Nls 

signals have been utilized in order to evaluate that PEG500 and other diamines utilized in the experiments 

were coupled to the surface by one amine side only, thus leaving the other available to react. 

At the end of the modification steps heparin- and HyalS3.5-immobilized PE samples have been 

obtained, whose surface structure could be represented as in Figure 3. Blood-contact (thrombin time) and 

platelet-activation tests reveal for such samples an higher surface anti-coagulant character respect to 

unmodified PE, hence attesting that heparin and HyalS3.5 have been immobilized in active form. 

Heparin 

NH 

O 

} 

0 NH OH Plasma-grafted 
){ ^=Q        )=Q      PH groups 

Bis-aminö-PEG 
spacer arm 

Polyethylene 

FIGURE 3.   Sketch of heparin immobilized onto polyethylene by means of our procedure. 
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Abstract. Spatio-temporal resolved emission is a powerful technique for exploring the neutral, ionic 
and electron characteristics of rf driven plasmas. Here this is illustrated by measurements of emission 
from capacitively coupled H2 and D2 rf driven plasmas. These exhibit two pronounced emission 
regions, one associated with the normal sheath edge and the other near the driven electrode. Time- 
resolved electrode and plasma potential measurements show this near-electrode emission is 
associated with field reversal in the electrode sheath. The close similarity of the emission structure in 
the two isotopes, and the general lack of such structure in He plasmas indicates that the structure and 
hence field reversal are not solely due to ion mass effects but may also involve the details of the 
electron collisionality of the gas. 

1. INTRODUCTION 

Visual observation of a typical rf plasma provides the most obvious plasma diagnostic tool. For example, 
from an observation of change of the colour or the spatial variation in intensity experienced operators can 
diagnose a vacuum leak or a change in the character of a surface. Often such colour or intensity changes 
occur immediately after ignition or after a change of operating conditions or substrate. However the 
emission of light is a complex process depending on the detailed chemical and physical nature of the 
plasma and so can reveal much more detailed information. The abundance of atomic and molecular species 
in the ambient gas and its plasma products in the ground and excited states influence the emission. Most 
emission occurs as a result of collisions of the atom or molecule with an electron, so the electron density 
and energy distributions are important. Carefully designed experiments can therefore provide detailed 
information about these plasma species and parameters. Here the emphasis will be on the observation of 
plasma emission to study the behaviour of plasma electrons. 

By observing only light at a wavelength specific to a particular constituent species and under 
conditions were it can be assumed that the density ofthat species is spatially and temporally uniform, the 
emission is indicative of the behaviour of the electrons exciting that species. In rf driven plasmas the 
electrons may be modulated with the frequency of the electrode voltage. In most technological plasmas 
this frequency is 13.56 MHz i.e. a period of 73.7 ns. Fast photon counting techniques allow emission 
intensity variation measurements with a resolution in the nanosecond region, permitting a study of the high 
energy portion of the electron energy distribution through the rf cycle. There have been many previous 
studies of spatio-temporal resolved measurements of emission from such plasmas [1-12]. We have 
exploited the fast gating (< 2 ns) capabilities of recently available ICCD detectors to study emission. Since 
the plasma can be imaged onto the detector array, this greatly facilitates spatially resolved measurements. 
In our previously reported measurements we have compared and contrasted spatio-temporal emission of 
H2, He and Ar atoms [13,14], The most obvious difference in the excitation data from the three gases was 
the prominent double emission structure observed in H2. Such emission structure has previously been 
reported in H2 and H2-containing gas mixtures [6,7,10,12-17]. 
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A number of mechanisms to explain the inner near-electrode emission layer have been advanced. 
These include electrons propagating from the electrode [10] and electric field reversal for a portion of the 
rf cycle [15]. The latter involves the presence of structure in the sheath electric field i.e. a change in 
electric field direction over a certain region. Several authors [18-20] have reported measurements of field 
reversal within rf sheaths in Ar and He but not specifically associated with double emission layers. Many rf 
sheath models predict a change in electric field direction when the sheath is contracting [18, 21-25]. While 
in general little attention has been given to these features they were recently seen as evidence of sheath 
reversal and subsequent plasma heating during sheath contraction in an rf driven nitrogen plasma [24]. 
Therefore we additionally measured the time dependence of the electrode-plasma potential difference 
correlated with the time dependence of excitation through the rf cycle [13,14]. These measurements 
showed that, in contrast to He and Ar, in H2 the electrode goes positive with respect to the plasma i.e. 
there is a period during the rf cycle when electrons are accelerated towards the electrode. This electric 
field reversal is at that phase of the rf cycle where the near electrode emission in H2 occurs. 

The physical process that leads to this electric field reversal is not yet clear. We felt our measurements 
supported a postulate that it arose from the relatively high electron collision rate in hydrogen, others have 
associated this effect with the lighter ion mass of hydrogen or the presence of negative ions. In preliminary 
ion mass studies we noted almost identical behaviour in H2 and D2 [13]. In an attempt to throw further 
light on this issue here we report a more detailed study of plasmas with the two hydrogen isotopes. 

2. EXPERIMENTAL DETAILS 

GEC Reference Cell 

Iulegiaüug Chaige Filter 
Coupled Device 

Stunfofu 
Pulse 

Generator 

Amplifier 
Averager Fraction 

Matching 
Network 

RF 
Generator 

Z7777 

Figure 1: A schematic diagram of the apparatus 

A schematic diagram of the plasma and optical emission systems are shown in Fig. 1. The present 
measurements were made in the UK GEC (Gaseous Electronics Conference) rf reference reactor [26]. 
This is a parallel plate device with two 102 mm diameter electrodes separated by 25.4 mm. The upper, 
aluminium electrode and the stainless steel vacuum vessel were grounded. The plasma was created by 
capacitively coupling rf voltages at 13.56 MHz, to the lower, stainless steel electrode. In the present 
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measurements peak-to-peak rf voltages of up to 1200 V were applied producing plasma input powers of 
up to 150 W and discharge currents of up to 3 A. The operating pressures, ranging from 33 to 133 Pa ( 
250 to 1000 mTorr), were measured using a capacitance manometer. 

Time resolved light emission measurements were obtained by imaging the central plasma onto an Oriel 
Instruments Instaspec V fast-gated integrating charge coupled device (ICCD). A lens with a focal length 
of 200 mm and aperture f 4.5, placed 250 mm from the ICCD and 1.1m from the plasma centre was used. 
This imaged a vertical section of the plasma region, which included both the electrodes, and a horizontal 
section which extended -15 mm either side of the central axis. A 657 nm filter with a HWHM bandpass of 
11 nm was used to select the 656 nm Balmer- alpha line of H2 and D2. 

The depth of field of the image represented 18 mm of the central plasma region. Vignetting of the 
image by the electrodes was a small effect in the present measurements. The collection angle of the lens 
was effectively constant except within 0.5 mm of either electrode, dropping linearly to about 80% of the 
central value at the electrode. The spatial resolution was 0.5 ± 0.1 mm, determined by comparison with a 
test image. 

The ICCD gate was triggered by the output of a delayed pulse generator which was triggered by a 
pulse derived from a reference waveform from the matching unit. Software automatically incremented the 
pulse delay by 2 ns to record data for the next gating step, and the process was repeated until 75 delay 
steps (150 ns) had been completed, i.e. two complete rf cycles. The time and space resolved images were 
accumulated within 120 s. The accuracy of the gating pulse with respect to the phase of the matching 
network reference signal was determined to be ± 0.3 ns. 

The time variation of the light emission intensity I(t) was measured but it is the time dependence of 
the excitation E(t) which reflects the time-dependent behaviour of the electrons, I(t) is related to E(t) via a 
convolution integral [2]. Here the measured emission signal I(t) is deconvoluted with the radiative lifetime 
of the excited state (15 ns) to give the excitation E(t). In hydrogen we neglect quenching which introduces 
at most an uncertainty of 1 ns in timing [10, 16], The self quenching rate for deuterium will be slower. 

The time varying electrode potential relative to the plasma was obtained from dc and ac 
measurements of the electrode and the plasma potentials [13]. The time-averaged and ac components of 
plasma potential were measured using a passively compensated Langmuir probe and a capacitive probe 
respectively. The Langmuir probe was also used to measure time-averaged plasma parameters such as 
electron density and temperature. The dc component of the electrode potential was recorded directly from 
the rf matching unit. We used a derivative probe and shunt to determine time resolved electrode potentials 
(time resolved plasma currents were also recorded by this technique). 

To reduce noise our instruments employ averaging over a number of cycles for these optical and 
electrical measurement techniques so cycle to cycle variation would not be apparent. Never the less single 
shot measurements of the ac component of electrode current and potential shows only random cycle to 
cycle variation of ~ 1% with no significant contribution from sub harmonics. 

3. RESULTS AND DISCUSSION 

The Langmuir probe measurements indicate that the electron density in H2 plasmas varied from 2 x 109 to 
3 x 1010 cm"3 for the present pressure and power conditions. The measured electron densities in D2 were 
generally about 50% lower. The kinetics of hydrogen plamsas are complicated and no self-constitent 
numerical model exists for rf plasmas. For example the plasma contains three types of positive ions H*, H2

+ 

and H3
+ but their relative concentration has, to our knowledge, not been measured or calculated. While 

H2
+ is created directly by electron impact ionisation of the H2 molecules they can be rapidly converted to 

H3
+by 

H2
+ + H2   ->  H3

+ + H (1) 

which has a very large cross section for low energy H2
+ ( > 3 x 10 '15 cm 2 for E < 0.1 eV [27]). Since the 

dissociation fraction in capacitively coupled plasmas is relatively low ~ 0.005 [28] and protons are 
produced mainly from the direct ionisation of atoms they are probably the minority ionic species. The 
densities of the three ionic species are strongly coupled and will vary with plasma conditions and with 
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isotope. Models of H2 glow discharges have to date assumed a single H2
+ species [12]. This lack of 

information makes it difficult to accuratley determine the ion response to the rf fields. Using the measured 
electron densities and assuming the diatomic ion is dominant then the ion plasma frequency is expected to 
vary from 9 MHz to 33 MHz in H2 and from 4 MHz to 16 MHz in D2. If the triatomic ion is dominant then 
the values are 5 MHz to 20 MHz in H2 and from 3.5 MHz to 13 MHz in D2. 
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Figure 2. Spatially and temporally resolved Balmer alpha 
excitation from a hydrogen plasma operating with a forward 
directed rf power of 50 W and gas pressure 250 mTorr (top) 
and 100 W and 1000 mTorr (middle). The temporal 
dependence of the driven electrode potential relative to the 
plasma under the same conditions (bottom). 

Figure 3. Spatially and temporally resolved Balmer alpha 
excitation from a deuterium plasma operating with a 
forward directed rf power of 50 W and gas pressure 250 
mTorr (top) and 100 W and 1000 mTorr (middle). The 
temporal dependence of the driven electrode potential 
relative to the plasma under the same conditions (bottom). 

The space and time resolved excitation data for Balmer-alpha excitation typical of those obtained in 
H2 and D2 are shown in Figs 2 and 3 respectively. The threshold energy for exciting this state from the H2 

ground state is 16.6 eV. This is probably the dominant mechanism since the dissociation fraction is low. 
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The results for both H2 and D2 are very similar. While the potentials are slightly different the near 
electrode excitation is seen to occur after the electrode is at its least negative with respect to the plasma. 
The strong positive peaks in the electrode current waveforms occur at this time. In both cases the 
electrode is positive with respect to the plasma, indicating a sheath collapse. This is a period during the rf 
cycle when electrons are accelerated towards the electrode, causing excitation of, and subsequent emission 
from, gas atoms in the near electrode region. This is an important observation since it appears to invalidate 
the argument that the near-electrode emission is an ion mass effect. The ion mass effect has been studied in 
fluid and PIC-MC models[12]. These correctly predicted the emission structure in hydrogen, using H2

+ as 
the dominant ion. No calculations have to date been made for D2. Helium would have the same or 
intermediate ionic mass to D2 depending on which ion state is dominant. The models shows no evidence of 
near-electrode emission which is largely consistent with our measurements in He[14], In our helium 
measurements the only indications of near-electrode emission are at lower pressures and highest powers 
where associated sheath collapsed is also observed in our potential measurements. 

The close similarity of the two emission region structure in the H2 and D2, and general lack of such 
structure in He plasmas indicates that the structure and hence field reversal are not solely due to ion mass 
effects but also involves the details of the atomic structure of the gas. 

Acknowledgements 

This work was supported by the UK Engineering and Physical Science Research Council. 

References 

[I] Barnes R. M. and Winslow R. J., J. Phys. Chem., 82 (1978) 1869. 
[2] de Rosny V., Mosburg E.R., Abelson J.R., Devaud G. and Kerns R.C., J. Appl. Phys. 54 (1983) 2272. 
[3] Donnelly V.M., Flamm D.L. and Bruce R.H., J. Appl. Phys. 58 (1985) 2135. 
[4] Bletzinger P. and de Joseph Jnr C. A, IEEE Trans. Plasma Sei. PS-14 (1986)124. 
[5] Flamm D.L. and Donnelly V.M., J. Appl. Phys. 59 (1986) 1052. 
[6] Tochikubo F., Suzuki A., Kakuta S., Terazono Y. and Makabe T., J. Appl. Phys. 68 (1990) 5532. 
[7] Tochikubo F., Kokubo T., Kakuta S., Suzuki A. and Makabe T., J. Phys. D, 23 (1990) 1184. 
[8] Koehler W.E., Seeboeck R. J. and Rebentrost F., J. Phys. D: Appl. Phys. 24 (1991) 252. 
[9] ShimozumaM., Tochitani G. and TagashiraH, J.Appl. Phys. 70 (1991) 645. 
[10] Tochikubo F., Makabe T., Kakuta S. and Suzuki A., J. Appl. Phys. 71 (1992) 2143. 
[II] Djurovic S., Roberts J.R., Sobolewski MA. and Olthoff J.K, J. Res. Natl. Inst. Stand. Technol. 98 
(1993) 159 . 
[12] Leroy O., Stratil P., Perrin J., Jolly J. and Belenguer P., J. Phys. D: Appl. Phys., 28 (1995) 500 . 
[13] Mahony C.M.O., Al Wazzan R. and Graham W.G„Appl. Phys. Lett. 71 (1997) 608. 
[14] Graham W.G and Mahony C.M.O., "Experimental studies of rf sheaths." Proc. NATO ARW on 
Kinetic modelling of rf discharges (Plenum Publishing, to be published). 
[15] Mutsukara N., Koyabashi K. and Machi Y., J. Appl. Phys. 66 (1989) 468. 
[16] Kakuta S., Kitajima T„ Okabe Y and Makabe T., Jpn. J. Appl. Phys., 33 (1994) 4335. 
[17] Radovanov S.B., Dzierzega K, Roberts J.R. and Olthoff J.K, Appl. Phys. Lett., 66 (1995) 263. 
[18] Sato A. and Lieberman M.A, J. Appl. Phys., 68 (1990) 6117. 
[19] Ruzik D.N. and Wilson J.L., J. Vac. Sei. & Technol., A8 (1990) 3746. 
[20] Okuno Y. and Fujita H.J., Appl. Phys., 70 (1991) 642 . 
[21] Sommerer T.J., Hitchon W.N.G. and Lawler J.E., Phys. Rev. Lett., 63 (1989) 2361. 
[22] Sommerer T.J., Hitchon W.N.G, Harvey REP. and Lawler JE., Phys. Rev. A., 43 (1991) 4552. 
[23] Surendra M. and Graves D.B., Phys. Rev. Lett., 66 ,1469 (1991) and IEEE Trans. Plasma Sei., 19 
(1991)144. 



C4"214 JOURNAL DE PHYSIQUE IV 

[24] Turner M.M. and Hopkins MB., Phys. Rev. Lett., 69 (1992) 3511. 
[25] Vender D. and Boswell R.W., J. Vac. Sei. Technol., A10 (1992) 331. 
[26] Hargis Jr. P.J., Greenberg K.E., Miller P.A., Gerardo J.B., Torczymski J.R., Roley M.E., Hebner 
G.A., Roberts J.R., Olthoff J.K., Whetstone JR., Van Brunt R.J., Sobolewski M.M., Anderson H.M., 
Splichal M.P.,Mock J.L. Bletzinger P., Garscadden A., Gottscho R.A., Selwyn G., Dalvie M.[ 
HeidenreichJ .E., Bitterbaugh J. W., Brake ML., Passov M. L., PenderJ., Lujan A., Elta M.E., Graves 
D.B., Sawin H.H., Kushner MI, Verdeyen. T., Horwath R. and Turner T.R. , Rev Sei Instrum 65 
(1994) 140. 
[27] NeynaberR.H. and Trujillo S.M., Phys. Rev. 167 (1968) 63. 
[28] Tserepi A.D., Dunlop J.R., Preppernau B.L. and Miller T.A., J.Appl. Phys. 72 (1992) 2838. 



J. PHYSIV FRANCE 1 (1997) 
Colloque C4, Supplement au Journal de Physique III d'octobre 1997 C4-215 

Interaction of Grains in Dusty Plasmas 

A.M. Ignatov 

General Physics Institute, 38 Vavilova Str., Moscow 117942, Russia 

Abstract. Plasma absorption by dust grains results in anisotropy of plasma distribution function. 
This yields the effective attractive interaction between grains. Here a brief review of physical 
properties of this interaction is given. First we demonstrate that there is the attracting force 
between two grains obeying the inverse square low. Then a set of kinetic equations taking into 
account both attracting and repulsing forces is proposed. We study a simple model of a dust cloud 
consisting of finite number of grains. It is shown that even within gaseous approximation a dust 
cloud is a compact object with a sharp boundary. Finally, we discuss recent experiments aimed to 
detecting the attractive force between massive bodies 

1    Introduction 
Both space and laboratory low-temperature plasmas are often polluted with a certain number of 
dust grains. The size of these grains varies over a very wide range from nanometers to micrometers. 
Since a dust grain can carry additional electric charge, sometimes as high as 104 elementary charges, 
whose amount depends on the state of surrounding plasma, relatively low dust concentration can 
crucially change the plasma properties. This medium composed of several species of particles with 
fixed charge (electrons and ions) and variable charge (dust grains), which is referred to as a dusty 
plasma, exhibits many specific properties. 

During the recent decade a great number of studies on dusty plasmas were performed. The review 
of these studies may be found, e.g., in Refs. [1,2]. Also, many original works on dusty plasma were 
presented at the ICPIG meetings. In the present paper, we focus on the following specific problem. E 
the dust grain is relatively large (more than several micrometers under typical laboratory conditions), 
it behaves like a floating Lengmuir probe. A grain absorbs plasma particles hitting its surface and 
tunes its charge and electric potential in such a way that the net electric current is zero. As a result, 
the net charge of an individual grain is always negative. However, the dust often forms various 
patterns, like crystals, clusters or clouds. Obviously, to maintain the stability of the ensemble of 
likely charged particles some additional, either external or attracting intrinsic forces are required. 

Although under laboratory conditions external forces like the external electrostatic field or the 
gravitational field of the Earth are extremly important, there is question of general interest: If 
there are any attracting forces between likely charged particles in a medium? Generally, there are 
numerous examples of the so-called overscreening, but in application to dusty plasma a first attempt 
to answer this question, to my knowledge, was made only three years ago by Tsytovich [3]. He 
showed that the electrostatic interaction energy of two grains decreases as the distance between them 
decreases to the values less than the Debye length, and this is a hint at the electrostatic attraction of 
some kind. Another possibility dicussed in the literature is that the static dielectric permittivity in 
nonequilibrium plasmas often changes its sign, that results in the oscillatory interparticle potential. 
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For example, this may arise due to the ion flow past the dust grains [4,5]. Of interest also is the 
nonlinear Debye screening discussed in application to colloidal plasmas [6]. This process resembles 
the formation of the hydrogen bond in electrolytes: two particulates (macroions) each carrying 
sufficiently large negative charge can form a stable complex collecting a cloud of positive charges 
between them. 

All mentioned processes can provide the attraction of grains at relatively small distance, of the 
order of the Debye length. In the present paper we focus on another mechanism giving rise to the 
attraction at much larger distances [7,8]. It originates from a mechanistic theory of the universal 
gravitation proposed in the 18-th century by G.L. Lesage and may be outlined as follows [9]. He was 
an adept of the ancient atomistics and it was evident for him that the ether consists of tiny atoms 
moving in random directions. Lesage's main hypothesis was that an ether atom hitting a massive 
body loses a small part of its vital force. E there are two bodies, then the ether flux coming through 
the first body is smaller in the direction of the second body, hence, the effective attracting force must 
arise. The reduction of the ether flux and, consequently, the force acting upon the first body are 
proportional to the solid angle, at which the second body is visible, and the latter is proportional to 
the inverse distance squared. 

Although this ingenuous theory has many obvious drawbacks and, to tell the truth, even two 
hundred years ago very few accepted it seriously, it is evident that a similar process may be relevant 
in a plasma. Since the interaction of plasma particles with the solid surface is practically always 
inelastic, we can apply Lesage's theory to a plasma merely replacing in his reasoning the words "vital 
force" by the more habitual "momentum". Moreover, a plasma may be even a more favourable 
medium for providing the attraction of this kind because a massive body often absorbs plasma 
particles. In other words, a massive body in a plasma, e.g., a floating probe, creates a converging 
plasma flow, and evidently there should arise some drag force acting upon any other object in its 
vicinity [7,8]. 

The existence of this force was confirmed in computer experiments by Khodataev et al. [10]. 
Recently two attempts were made to measure the force between massive bodies in a plasma which 
we briefly describe below. 

This paper is organised as follows. In section 2 the essence of the Lesage gravity is illustrated 
using a simple model of two grains with absorbing surface. Then we formulate the kinetic equations 
for dusty plasma taking into account absorption of plasma by dust grains (Sec. 3). In section 4 a 
simple model of a dust cloud sustained by the Lasage gravity is discussed. We briefly describe the 
preliminary results of two known experiments aimed to detect this interaction in Sec. 5. 

2    Attraction of two dust grains 

2.1    Large grains 

We start with the case of relatively large dust grains with radiuses, ai: exceeding the Debye length, 
AD, of the surrounding plasma. Let us first consider the dynamics of ions. Since the electric potential 
is nonzero in the thin layer around the grain only, we ignore the influence of the electric field in the 
bulk of the plasma. So it is natural to assume that the only way the grain influences the ionic 
distribution is the absorption of ions hitting its surface. 

The trajectories of plasma particles deviate from straight lines at the nearest vicinity of dust 
grains, that is, the ionic distribution function is zero if a straight line coming from infinity to the 
observation point r intersects one of the grains. With a set of spherical dust grains placed at r = Ri, 
this distribution may be written as 

/W(r,v) = /W(v)ng(v,^), (1) 
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where #(v,x) = ö(v\/x2 — 1 — vx) and /o (v) is the distribution function at infinity. This distri- 
bution function is zero inside a certain number of cones in the velocity space and it is equal to the 
unperturbed distribution otherwise. 

The force upon a grain is the momentum flux through its surface. It was evaluated using the 
distribution (1) and the force between two grains was found to be [8] 

p = %rtfT& (2) 
4 R? 

where UQ is the density, T; is the ion temperature and R is the distance between the centres of the 
grains. Since in performing these calculations we have just improved the Lesage's reasoning in a little 
more advanced fashion, in what follows this mechanism of attraction is called the Lesage gravity. 
Of interest is that this model reproduces the well-known feature of the Newtonian gravitation: two 
spherical bodies interact as point masses. 

The force (2) is independent of the ion mass, and the same expression, at first sight, should be 
valid for electrons also. However, in assuming the total absorption, the current density of electrons 
and ions entering the grain within this model is by the order of magnitude the random current, 

n"JTa/ma    (a = e,i), while in equilibrium the electron current must be equal to the ion current. 

This means that only a small part of electrons (Jrae/m; if Te ss T; ) is actually absorbed, and the 
remaining part is scattered by the Debye shield. Since a > AD, the scattering results in mirror 
reflection for the bulk of electrons. 

Evidently, for the Lasage gravity to exist some energy absorption in particle-dust collisions is 
required. The mirror reflection gives no rise to the anisotropy and the electron distribution function 

remains nearly Maxwellian. Thus the electron component of the attracting force is at least •Jme/mi 

times less than the ion force (2) and, therefore, is negligible. 
It is of importance that, unlike the genuine gravitation, the Lesage gravity is a non-pairwise 

interaction. Moreover, with other types of boundary conditions at the grains, Newton's third low 
may no longer hold. Generally, such concepts as a field or a potential are inapplicable to this force 
[8]. 

2.2    Small grains 

Let us estimate now how the Lesage gravity is modified if the grains' radiuses are much smaller 
than the Debye length. Suppose there is a single dust grain with the radius qt. Let us denote the 

ion current entering the grain as eJ;; by the order of magnitude J; = a\riQ JTi/mi. Due to the 
conservation of the number of ions in a plasma, there is a constant flow converging to the grain with 
the velocity 

Vr{r) = -4^^)- (3) 

At the distance exceeding few Debye lengths we can neglect the deviation of ion density from its 
equilibrium value, n(i)(r) « n^. It should be noted that since Eq. (3) is a solution of the continuity 
equation, it is insensitive to all types of collisions conserving the number of particles. 

Suppose that there is some object, say, another grain with radius a2. Since the second grain is 
immersed into the plasma flow, there should be the drag force acting upon it. Evidently, the direction 
of the drag corresponds to the effective attraction of the grains, and if vT(r) is small compared to 
the ion thermal velocity, the force has to be proportional to vr(r). 

The ion drag force acting upon a dust grain was evaluated in [12]. Generally, there are two 
processes: the drag provided by ions collected by the grain, which is an analogue of the discussed 
above Lesage force, and the momentum transfer by ions scattered in the electric field of the grain, 
which was discarded in the previous discussion.   (Again, the electron drag force is negligible.)   If 
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a € Ac, then both these forces are of the same order of magnitude and the total force may be 
estimated as F sa a\^/TiininiVT{r). Combining the latter with Eq.(3) results in 

*«"W^t (4) 
Comparing this with Eq.(2) we conclude that the dependence of the attracting force on the ratio 

a/Aß is rather weak and is introduced by a coefficient of order unity. 

3    Kinetic equations 

Due to the mentioned peculiarities of the Lasage gravity we cannot use a pairwise potential of any 
kind to describe the interaction of grains in a large ensemble. The only way to take into account this 
attracting force is simultaneous solution of kinetic equations for plasma and dust. Unfortunately, 
the problem of consistent derivation of kinetic equations for a dusty plasma, to my knowledge, is 
far from satisfactory solution, and we have no other choice but to guess these equations. Here the 
following set of kinetic equations describing a large number of dust grains immersed in a plasma is 
used [11]: 

fl^p) + _P_^p)     eaE(r)%^P) = £., + £> (5) 

at           ma       or                            op 
dfd(t,r,p,Q)      p dfd(t,r,p,Q)     ^dfd(t,r,p,Q)       (fl)       (c) 

^~~dt +^ dr QE dp' = /«+7«' (6) 

VE = 47T / dp fa e«/«(r, p) - f dQQfd(r, p, Q)) (7) 

Electron and ion variables here are distinguished with the lower index a = e,i, the charge of the 
dust is — Q < 0, other notation is standard. Since the charge of each grain is determined by the state 
of the surrounding plasma, in using the kinetic approach it should be treated as an additional intrinsic 
variable of the dust component, i.e., the dust distribution function, fd, besides the coordinate and 
the momentum depends on the grain charge, Q. 

Generally, there are many various collisional processes in a dusty plasma. For simplicity only two 
of them are taken into account: (i) inelastic collisions of plasma particles with dust grains resulting 
in absorption of electrons and ions, and (ii) elastic scattering of plasma particles in the electric field 
of a grain. The collision terms in the right-hand sides of Eqs. (5,6) are obtained considering the 
probabilities of corresponding processes [11]. Assuming that all dust grains are of the same size, o, 
small compared to the Debye length and ma « md, the terms corresponding to the absorption of 
a plasma by dust grains look like: 

lla)(r,p) = -JdQva<T(va,Q)nd(r,Q)fa{r,p); a = e,i (8) 

40)(r, P, Q) = -^ (A<*»(i)/4r, p, Q)) - A (j(r> Q)/d(r, p, Q)), (9) 

where va = p/ma, 

nd(r,Q) = J dpfd(r,p,Q) 

J(*,Q)=  Y eafdpvaaa{va,Q)fa(r,p) (10) 
Of=e,i 

A(o)(r)=  Y J dppvaaa(va,Q)fa(r,p). 
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The physical meaning of these quantities is evident: J(r, Q) is the net electric current at a dust 
grain with the charge Q situated at the point r, while A(a)(r) is the drag force due to plasma 
absorption acting upon it, that is, the Lesage force. The absorption cross-section, <ra, is usually 
obtained assuming that a grain traps all particles coming at the distance smaller than its radius from 
the point charge — Q with the Coulomb potential: 

cra(v,Q) = ira2d(l + ^;). (11) 
2Qea 

amav2 

Electrons are repulsed from a grain (ee < 0) and this cross-section is nonzero for rather large 
v, normally exceeding several thermal velocities. As for ions, the expression (11) is divergent for 
small values of velocity, that is, all slow ions are collected by a single grain. To avoid this evidently 
non-physical divergence some kind of cut-off is needed, which is discussed below. 

Coulomb scattering is introduced by collision terms in Eqs. (5,6) marked with the upper index 
(c). As a simplest approximation we use Landau's collision integral resulting in additional Coulomb 
drag force 

I(äC)(r,p,Q) = ~ (A(c)(r)/rf(r,p,Q)) , (12) 

where 

A<c>(r) = Y:^2Q2Lma [dp^fa(r,p). (13) 
« J      P 

and L = ln(Aß/a). Coulombian collision term for the plasma component in Eq. (5) is given by the 
Landau integral. 

Kinetic equations (5, 6) combined with collision terms (8, 9, 12) and the Poisson equation (7) 
form a complete set. This set guarantees the conservation of the total charge and momentum of the 
plasma-dust system, but the energy and the number of plasma particles are no longer conserved. It 
is evident that to describe a steady state of a dusty plasma within this model one should take into 
account external plasma sources of some kind. In what follows we consider a compact dust pattern 
consisting of finite number of grains and assume that these sources are removed to infinity where the 
plasma distribution function is Maxwellian. 

It should be noted the kinetic equations written above obviously describe nonstationary grain 
charging. The equation for the average grain charge is easily obtained integrating Eq. (6) over p 
and Q. However, it generally differs from that proposed in [13] where the dispersion over the grain 
charge was neglected. 

4    Dust cloud 

4.1     Basic equations 

In this section we discuss the simplest model of a rarefied compact dust cloud. Let us consider an 
ensemble of N (N > 1) immobile dust grains randomly distributed in space. Assuming that the 
plasma is steady, i.e., all time derivatives are zero, the first two momenta of Eq. (6) are written as 

J{r,Q)nd{r,Q) = 0, (14) 

(QE(r)-A(r))»d(r,Q) = 0, (15) 

where A = A'"' + A(c) is the total drag force acting upon the dust component. Eq. (14) guarantees 
the absence of the net electric current in the equilibrium state. Its only solution is re<j(r, Q) = 
nd(r)5(Q - Qo(r)), where Q0(r) is the self-consistent charge of the dust component obeying the 
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relation J(r, <5o(r)) = 0. The value of the grain charge is estimated as Q « aTe/e. It is determined 
mainly by the electron temperature and its dependence on other plasma parameters is fairly weak. 
In what follows we ignore the spatial variation of the grain charge. 

The structure of the dust cloud is described by the equation of the momentum balance (15). 
Evidently, in the absence of external forces the cloud is spherically symmetric. To evaluate the 
Lesage force we have to solve the kinetic equations (5) with some dust distribution nd(r). This 
solution was obtained in powers of the dust density and the linear term of expansion was found to 
be [11] 

/a(p,r) = f0a(p) (l - <ra(va)\(r,va) - ^(r)) , (16) 

where E = -V<^, 

/r' dv' r     r' dr' 
I nd(r') + sign(Vr) / nd(r') (17) 

and Ro = |r x v\/v. The deviation of the distribution function (16) from its equilibrium value is 
provided, first, by the electric potential, <f>{r), and second, by the plasma absorption. The latter 
contribution is introduced by the non-local dependence on the dust density because the probability 
of absorbing a plasma particle depends on a path it reaches the observation point. 

Straightforward integration of Eq. (16) results in expressions for the plasma density and the 
Lesage force acting upon the dust component. The density deviation is caused by the self-consistent 
electric potential and the plasma absorption 

Mr) = no (l - ^<f>(r) - Mr)) . (18) 

where 

r + r' 
Mr') (19) 

whe 

1     /*                                   C r' dv1 

Mr) = ^-J v2dv<Ta(v)f0a(v) J  In 
0 0 0 

The drag force, A, is independent of the electric field and determined by the dust density only: 

Ar = -ß^jr'2dr'nd(r') (20) 
o 

ß = 4n^]dvf0a(v) LinvWiv)2 + 47r^Q2£M")} • (21) 

Regardless the above mentioned singularity of the absorption cross-section (11), the integrals for 
the plasma density (19) and for the net electric current (10) are convergent. At the same time, 
the second term in the integrand of Eq. (21) diverges for small v. This divergence is provided by 
multiplication of two factors. On one hand, dust absorbs mostly slow ions, and, on the other hand, 
the Coulombian drag force given by Eq. (13) is very sensitive to the details of the distribution in 
a range of small ion velocities. (It is evident that the influence of the electrons is negligible.) Of 
importance is that the integrand in (21) behaves like 1/v2, that is, introducing any kind of cut-off 
one can hope for qualitative result only. 

There are two ways to get rid of this divergence. First, one should take into account the nonlinear 
corrections to the distribution function (16). It is a complicated task which I managed to solve in 
the absence of the electric field only [12].   In this case the ionic distribution roughly behaves as 
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exp(-u2/u2), where vx « vTiaN1/2/R0 with Äo being the characteristic size of the dust cloud. 
Second, the cross-section (11) presumably cannot exceed ■K\

2
D that results in another cut-off velocity 

i>2 « VTia/XD. In the following estimations the second cut-off velocity is used — this mechanism 
prevails if the total number of grains is not too large, namely, N « R2

d/\
2

D- In this case the integral 

(21) is estimated as ß « n0a
3XoTi. 

4.2    Force balance 

The steady state of a dust cloud is described by the condition of the momentum balance (15) with 
the drag force given by (20) combined with the Poisson equation 

A<f> - -T4> = 4TT I Qnd(r) - n0 X) eaKa(r) 1 . (22) 
rD \ a / 

Consider first the force balance far from the cloud. Since the total number of particles is finite, 
the dust density should decrease at large distances, nd(r) < 1/r3. This means that the drag force 
(20) behaves like A- « ßN/iirr2. As it follows from the integral (19), Ka(r) oc 1/r2 at r -S- oo, that 
is the potential <j>(r) oc 1/r2 and the electric field ET oc 1/r3. Therefore, the force attracting grains 
at large distance always exceeds the repulsing electric force. 

In this situation, the only way to satisfy the momentum balance equation (15) is to put nd(r) - 0. 
However, the dust density is not identically zero, that is, there should exist some limiting radius, 
Ro, such that nd{r) = 0, QET < Ar for r > Ro, and nd{r) ^ 0, QET = AT for r < RQ. In other 
words, the plasma-dust cloud is not a diffuse object with smooth density profile, but it is a compact 
formation with a sharp boundary. It should be stressed that the asymptotic behaviour of attracting 
and repulsing forces is of geometrical origin, that is, this conclusion is independent of the problems 
with evaluating the drag coefficient (21). 

To determine the radius of the dust cloud let us consider the force balance inside it. Assuming 
the Ro » AB, we implement Eq. (20) and the plasma neutrality condition £„ ean„ - Qnd = 0 to 
rewrite the force balance equation as 

1  d   2 d f n0v, , .\ nd(r) 

p/s^i?«"ij--™' <23) 

where 
b2 = 4nQ2Xl (24) 

fixes the spatial scale of the cloud, that is, Ro oc b. According to the estimations written above, 
62 « \3

D/a. The second term in the left-hand side of Eq. (23) arises due to the absorption of plasma. 
It is estimated as nda/\D, therefore, evaluating the electric field inside the cloud we can neglect the 
absorption. Eq. (23) is now easily solved resulting in 

nd{r) = C^M.        r < it» (25) 
r 

where C is a normalising coefficient. Since the expression (25) changes its sign as r exceeds nb, the 
cloud radius must be smaller than w6. On the other hand, any stepwise discontinuity of dust density 
would result in high electric field at the edge of the cloud, and it is impossible to counterbalance the 
strong repulsing force by the attracting drag force. Thus, the only way to maintain the force balance 
is to put Ro = itb. In this case, the dust density at the edge of the cloud is zero, and no high electric 
field arises.  The normalising coefficient, C, is now easily expressed in terms of the number of dust 
grains: 

C = -^—. (26) 



C4-222 JOURNAL DE PHYSIQUE IV 

The range of validity of the expansion in powers of the dust density may now be written as 
N -C Au/a. With larger number of dust grains, the absorption of slow ions becomes significant. 

It should be noted that although all equations we have solved are linear, the problem in general is 
nonlinear — the condition of force balance (15) is quadratic in nd- In a sence, the obtained solution 
may be regarded as a standing shock wave bounding a dust cloud. 

5    Experiments 

The Lesage force should act between any massive bodies immersed in a plasma. Although one can 
hardly perform direct measurement of the forces between small dust grains, recently two attempts 
were made to detect the force between larger objects immersed in a plasma. 

Sergeichev and Sychov [15] used two pieces of optical fiber 300 p.m in diameter and about 20 cm 
long fixed horizontally in the rf discharge. They observed some attraction of these strings with a 
microscope, but since it was very small, less than the diameter, no detailed measurements were 
performed. 

Another attempt was made by the group from Arzamas-16 [11]. They have studied the attraction 
of massive bodies in the glow discharge in air (0.01 - 0.1 Torr). First, two glass threads about 
100 fim in diameter and 45 cm long were freely hung along the direction of the discharge current. 
The distance between threads was 6 mm. Obseved with an unaided eye, the approach of their ends 
was roughly proportional to the discharge current. However, when the direction of the discharge 
current was perpendicular to the threads no approach was observed. It was supposed that in this 
situation the attraction is provided by the Ampere force in the current-carrying plasma. 

In the second series of experiments they used two thin (10 urn) mylar ribbons (8 x 100 mm) 
5 mm distant from each other hanging down across the discharge current. With the growing current, 
the attraction between ribbons increased, so they could even clap. Seemingly, with this geometry of 
the experiment, the Ampere force is excluded, while due to the difference in surface areas of ribbons 
and threads all surface effects should be strongly enhanced. That is why one can assume that the 
attraction between ribbons is provided by the discussed above Lesage force. 
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Abstract: The plasma addressed liquid crystal display (PLAC) is a flat, large area, full-colour 
television and monitor technology made possible through the unique application of the properties 
of an ionized gas. Liquid crystal displays require an active switching element at the location of 
each pixel. The PALC display uses a plasma switch to address each of the display pixels, 
replacing typically used semiconductor devices. The use of the plasma switch permits the 
manufacture, in very large sizes, of a display possessing excellent image quality. The performance 
of the PALC display is intrinsically related to the behaviour of the plasma used as the switching 
element. This paper reviews the trends that led to the development of the PALC display, describes 
the operating principals, and examines, in detail, one of the many areas of ongoing plasma physics 
research. The successful development of a model, which agrees with the measured decay 
behaviour of the plasma, contributed to a significant improvement in the performance of the PALC 
display. 

1. INTRODUCTION 

For decades, "Hang on the wall" TVs have been conjured up in the minds of display researchers and 
science fiction writers alike. The writers have recently been infuriated by the limits being placed on their 
imaginations as display researchers have been successful in developing flat panel displays (FPD). Several 
display technologies have been invented by groups intent on replacing the CRT. These devices are found in 
a multitude of applications from calculators to lap-top computer monitors. Most of these technologies, 
however, are limited in maximum diagonal size to less than 65 cm and are not suitable for use as TVs or 
desktop monitors. Even the ubiquitous Thin Film Transistor (TFT) active matrix liquid crystal display 
(AMLCD)—the performance leader in FPDs used in the majority of the world's lap-top computers— 
becomes exceedingly difficult to manufacture in sizes approaching 50 cm. This size limitation rises from 
the use of semiconductor devices and their related manufacturing constraints. Wafer scale integration on 
substrates with surface areas exceeding 1,000 cm2 is a tremendously difficult task. 

Two alternative display technologies have emerged as the replacement for the CRT in large sizes. Both 
of these technologies have in common their use of a plasma, and are referred to as plasma addressed 
displays. The first is the plasma addressed liquid crystal display or PALC, the other is the plasma 
addressed phosphor display or PDP. The difference between these two technologies is the reliance on 
different plasma phenomena for their operation. PDP panels utilize the UV emission from a plasma to 
excite phosphorfl]. In contrast, the PALC display uses the electrical properties of a glow discharge to act 
as a high performance, and easily manufactured, switching device[2]. PALC technology, invented in 1990, 
permits the manufacture of a very large AMLCDs The PALC display embodies the performance 
characteristics of current AMLCDs—high contrast, high brightness, full motion video and full gray scale 
fidelity—but without the size limitation. As a testament to the ease of scalability for the PALC display 
technology, it is edifying to compare the recent advances in the size of the PALC display. In 1990 a 15 cm 
display was introduced, a 40 cm PALC monitor was demonstrated in 1993[3], a 64 cm wide format TV 
was developed in 1996[4], and most recently, plans were announced for the demonstration of an over 100 
cm PALC display in early 1998. For comparison, size increases for semiconductor devices have averaged 
about 2 cm a year during the past two decades. 
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We organized this paper as follows. In Section 2, we detail the operating principles of a PALC 
display. In Section 3, we describe the computational model used to investigate the dynamics of the plasma 
switch. Finally, in Section 4, we illustrate how the knowledge gained from the computations and 
measurements resulted in a significant improvement in the performance of the PALC display. 

2. PLASMA ADDRESSING OF LIQUID CRYSTAL DISPLAYS 

The quality of the visual image of an AMLCD is influenced by the performance and properties of the active 
matrix switch. For TFT AMLCDs, which rely on semiconductor switches, the physics of the device is 
reasonably well understood. In contrast, the switch in the PALC display represents a relatively new regime 
of study, as the physical geometries, time scales of interest, and operating conditions differ significantly 
from typical experimental devices. The following sections illustrate how a glow discharge functions as an 
active matrix switch and how the properties of this switch influence display performance. 

2.1 The Glow Discharge Tube as a Three Terminal Switch 

The plasma addressing technique relies on the properties of a confined, ionized gas and is embodied in a 
structure that can be used as an electrical switch. It is well known, from probe measurements, that the 
plasma potential of a cylindrically symmetric discharge tube is very near the anode potential for most of the 
tube volume, except near the cathode region where one measures the profile of the cathode fall. This effect 
allows one to construct a hypothetical three terminal switch using a discharge tube and a voltage probe as 
illustrated in Figure 1. 

The cathode connection can be thought of as a control or "gate" electrode. When the cathode voltage is 
switched on and the gas is ionized, the probe electrode appears electrically connected to the anode, here 
shown at ground potential. This would permit charging of the sampling capacitor. When the control 
electrode voltage is reduced below the plasma sustaining voltage, the plasma is extinguished and the probe 
electrode is no longer connected to the grounded anode. The charge stored on the sampling capacitor would 
remain fixed. The device sketched in Figure 1 behaves like a simple sample-and-hold circuit. 

Sampling 
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Analog 
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Probe 
(drain) 
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Anode 
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Virtual 
connection 

Figure 1: A sketch of a discharge tube configured as a sample-and-hold circuit using the tube as a three terminal.switch. 

The circuit would work equally well if the plasma switch were replaced by a conventional silicon field- 
effect transistor (FET). When compared to a FET switch, the plasma cathode electrode plays a role similar 
to a transistor gate electrode; the anode and probe electrodes take on roles similar to the transistor source and 
drain electrodes; and the plasma sustain voltage is analogous to the gate-source threshold voltage. 
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2.2 Plasma Addressing of a Liquid Crystal Display 

A description of how a display device can be developed utilizing the switching device described in the 
previous section can be accomplished with the aid of Figure 2 which illustrates a partial cross-section of a 
PALC display. An electro-optic layer—a twisted nematic liquid crystal layer—and a protective dielectric 
layer are contained between two sheets of glass. The top sheet is patterned with transparent indium-tin- 
oxide (ITO) conductive stripes; the bottom sheet has in its surface parallel grooves or channels. Each 
channel contains two parallel electrodes that run the entire channel length. The anodes are shown as 
grounded. The cathodes are partially hidden by the channel walls and electrically connected to the strobe 
drivers. The function of the "probe connection" is achieved by the storage of charge on the bottom surface 
of the dielectric which acts as the "bottom" of the pixel capacitor. 

Active matrix displays update images by writing each horizontal line of an image frame sequentially. 
During one horizontal line time, analog data corresponding to a single line of video appears on the data 
outputs and the transparent conductors. Except for the one row where the gas is ionized, the analog voltage 
has no effect on light transmissivity of the liquid crystal since there is no electrical connection or conductor 
on the bottom side of the liquid crystal. Along the line above the ionized channel, however, the pixel 
capacitance can charge to the value determined by the data voltage. In effect, the plasma completes the 
electrical circuit between the data electrodes and the grounded channel anode. 

For each pixel along a channel, the gas discharge functions as an electrical switch that changes between 
a conducting (plasma) state and a nonconducting (de-ionized) state in response to the applied data strobe 
signal. Analog data values are sampled and held in a row-by-row basis, sequentially addressing an entire 
image field of the liquid crystal layer. It is important to note that this is not an emissive plasma display: 
there is no image in the barely visible plasma glow. Power consumption is low: only one line of plasma is 
on at any given time, and then on only for a fraction of a horizontal line time. 

- Transparent conductor 

■ Electro-optic layer 

i— Thin dielectric sheet 

Data2;£^z^s 
Data 1 -^>~ 

(^WTWYd 

Strobe 1  Strobe 2 
(off)        (on) 

Cathode 
Gas-filled channel 

Anode 

Figure   2: A partial cross-section of a PALC panel showing several channels and data electrodes.   Channel 2 has a 
strobe voltage applied, filling that channel with conductive ions and electrons. Voltages from the data electrodes are captured at 
the intersections where the data electrodes cross channel 2. 

2.3 Addressability, Data Capture, and Switching Speed Requirements 

The addressability of a display—the number of lines that can be addressed in a single frame time—depends 
upon the speed with which any single line can be addressed. A modern high information content display, 
like a computer display or a high definition television display, requires an addressability of at least 1,000 
lines with 60 Hz frame rates. This implies a minimum line time of approximately 16.6(xs for progressively 
scanned displays, and 33.3 u.s for interlaced displays. 
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For a PALC display, line time is determined by the sum of the plasma initiation, data capture, and 
plasma decay times. Figure 3 illustrates this relationship. 

Line N -1 Line N 

16.6- 33.3 us 

Line N +1 

Data 

Initiation 

Capture 

Decay 

(1-2 us)        -» 
} Cathode-Anode 

,    ,     .    -* Voltage Applied 
( < 1 jJS)                         6         HF 

^  Ideal     1 

Error "%■•■■■'■'■:. •■ •. 

Figure   3: Horizontal line time requirements.   One horizontal line time contains time segments for plasma initiation, 
data capture, and plasma decay. 

The initiation time is the time it takes to turn the plasma on. This time is typically one to two microseconds. 
Although the initiation time can be established before the beginning of line time, the savings of time is 
minimal given the short time required for initiation. 

.. The data capture time is the time for plasma to reach a steady state condition which is referred to as the 
active phase of the discharge. During this time, the pixel capacitance is charged to the value nominally close 
to that of the data voltage. Because of the low value of the pixel capacitance, data capture is very fast and 
can usually be held to less than one microsecond. 

The most important time segment in a line time is the plasma decay time. The plasma must decay to a 
high resistivity before the image data can be changed to the values required for the next line. If the data is 
changed before the plasma has had an opportunity to decay, data from the subsequent line will be 
incorrectly captured. This is shown schematically in Figure 4, where for simplicity, the sheath layer present 
at the end of the active discharge was ignored. 

Figure 4a) shows the conditions that exist just after the cathode voltage has been removed. A large 
density of charged particles exists in the gas volume, but there is nominally no net charge except at the 
surfaces. Correspondingly, the electric field exists predominately across the LC and dielectric layers and 
terminates near the bottom surface of the dielectric where a net negative surface charge layer is present for 
an applied positive data voltage. The voltage across the LC and dielectric layers is much larger than the 
applied voltage V, at t = 0. This is due to the fact that the initial charge distribution reflects the cathode 
potential during the active phase. If the data voltage remains constant, then all of the free charge will diffuse 
to a surface or recombine. If no changes to the data voltage are made, the situation at t=°° is shown in 
Figure 4b). A surface charge layer at the bottom of the dielectric surface produces an electric field across 
the LC layer corresponding to the applied data voltage V,. The gas volume is essentially field free. 

In Figure 4c), we examine the situation where at an intermediate time Th the data voltage V, is switched 
to a smaller value V2. At Th the surface charge layer is similar to that t=°°, and an electric field is impressed 
in the discharge volume. Although the net charge density is nominally zero, there can still be a large 
charged particle density. These charges are created through processes such as metastable-metastable 
collisions in the afterglow and will move in response to this applied field. In Figure 4d) we see that a 
change in applied voltage results in a different charge density and electric field at t=°°. However the final 
surface charge density, field and potential across the LC and dielectric layers is not equal to V2 but to some 
admixture of V, and V2. Thus, if the plasma has not completely decayed before the data voltage is changed 
for the subsequent horizontal line, an error occurs in the stored charge. Under these conditions, incorrect 
data capture can only be avoided by extending the line time, resulting in lower addressability 
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Figure 4: Figures a) and b) sketch the evolution of the charge and field profiles when the applied data voltage remains 
constant during the plasma decay period. Figures c) and d) illustrate the changes that occur when the data voltage is switched 

during the decay phase. 

3.   PLASMA COMPUTATIONAL MODEL 

Due to the size and structure of the plasma channel in a typical PALC display, many experimental 
measurements are difficult, if not impossible. Accordingly, an efficient computational model of the PALC 
display was developed to further the fundamental understanding of the device characteristics and possible 
approaches to improving the performance. In this section, we first outline the computational method used 
to simulate the plasma and then describe some of the results from the model. 

3.1 Computational Model 

The computational approach used in simulation of the plasma channel is a formidable task. During the 
'active' or 'on' state of the plasma channel, large variations of the electric field occur inside a small plasma 
region The typical approach of using hydrodynamic equations with the local field approximation (where 
the electron collision rates depend only on the ratio of the electric field and neutral number density) would 
lead to large errors in collision rates spatially, temporally, and in magnitude. In addition, during the 
'afterglow' or 'off state of the plasma channel high energy electrons are produced from metastable- 
metastable atom ionization thus making the electron energy distribution function non-Maxwelhan which is 
what is usually assumed in such schemes. In contrast, a completely kinetic approach where the Boltzmann 
equation is solved for each particle species would be completely computationally unfeasible at the large 
neutral densities due to the extreme range in time scales: electron collision (-10" s) to neutral diffusion 
(~10'4s) times. To overcome these computational obstacles, a hybrid approach was used. In this scheme, 
the hydrodynamic equations along with Poisson's equation are solved semi-implicitly. Instead of assuming 
an electron energy distribution function, which is needed to close the system of equations, it is calculated 
periodically according to the instantaneous field and particle density profiles. Once computed, various 
moments are computed and used to complete the hydrodynamic transport equations. 

The model used to solve the hydrodynamic equations along with Poisson's equation has been discussed 
elsewhere[6] and so we only outline the basic equations here. For each charge species, the continuity 
equation is solved: 
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|l = -V • nv + R (1) 
dt 

where n is the species number density, v is the drift velocity and R is the net production rate per unit 
volume. Neutral species are assumed to be described by the diffusion equation: 

~ -VD-Vn   =.R (2) 
of 

where D is the diffusion coefficient. The electron drift velocity is assumed to be described by the 
drift/diffusion approximation, while the ion drift velocities are solved via solution of the momentum 
equation: 

^=-V.(^ + ^-£Vz,*T,-2n^ (3) 
j 

where q (m) is the charge (mass) of the ion, E is the electric field, v. is the collision frequency of j'th ion- 
neutral collision and T-t is the ion temperature, which is assumed to be constant and uniform. Due to fierce 
ion-neutral collisions, this approximation is valid and therefore the ion energy equation does not need to be 
solved. In addition, the electron energy equation is redundant since we will be calculating the actual electron 
energy distribution function directly. 

Ion and metastable impact onto the electrodes and dielectric surfaces can result in electron emission and 
this is simply characterized by a number, y, which is the probability that an electron will be emitted for each 
ion and/or metastable impinging on a surface element. Obviously, different surfaces and species 
combinations have different values of gamma. 

Finally, Poisson's equation, 

VeVO = -V-eE = £ qtnk (4) 
k 

where O is the electrostatic potential and e is the permitivity of free space, is solved subject to the boundary 
conditions. To avoid tight numerical constraints on the time step, Poisson's equation along with the 
electron continuity equations are solved simultaneously[6]. As mentioned previously, the electron energy 
distribution function (EEDF) is calculated periodically according to the instantaneous electric field and 
particle density profile. From this EEDF, the electron collision frequencies and temperature profiles are 
computed and used to advance the hydrodynamic equations until the fields and/or particle density profiles 
change significantly so that a new EEDF is needed. The method chosen to calculate the EEDF is by use of a 
Monte Carlo[7] technique which uses a fourth order Runge-Kutta integrator[8] for advancing the electron 
trajectory and uses a null-collision technique[7,9] for collisions. However, to increase the computational 
efficiency of the Monte Carlo technique, electrons are split into two groups. The first group is unconfined 
electrons which are defined to be electrons whose total energy (kinetic plus potential) is greater than the 
minimum confining potential. The second group consists of all other electrons. If there is no confining 
potential, then the number of electrons in the second group is zero. Unconfined electrons, by definition, 
have a finite lifetime in the plasma region—either they escape to a surface or they lose sufficient kinetic 
energy to become confined. Unconfined electrons are initially produced from electrons emitted off surfaces 
from ion and/or metastable impact or from heavy particle collisions in the plasma bulk which lead to 
lonization. A large number of unconfined electrons (~1000s) are launched according to the emission and 
heavy particle ionization collision profiles. The EEDF and total time are tracked until they either leave the 
discharge or become confined electrons. Any electrons produced in electron-impact ionization are also 
followed. A smaller number (~100s) of confined electrons are then followed which are initially launched 
according to the newly confined electron profile and the previously saved confined EEDF from the last 
iteration. These electrons are followed, tracking their EEDF and total time, until either they leave the 
discharge (either by having a superelastic or Coulomb collision which transfers the needed kinetic energy), 
become attached, or the total time followed reaches the time between calls to the Monte Carlo routine. The 
computational advantage is that the confined electrons are low energy electrons which do not participate in 
the plasma chemistry and are expensive because they must be followed for a long time. Following only a 
few of the confined electrons thus represents a large savings in computational time. After following each 
group of electrons, we have determined two EEDFs: confined and unconfined electrons. However, we 
scale the confined EEDF before adding it together with the unconfined EEDF to get the full EEDF. This 
combined function is then used to compute the electron temperature and collision frequency profiles. This 
scaling is found by using the hydrodynamic electron density. From the instantaneous electron number 
density profile, the total number of electrons in the discharge is computed by a simple volume integral. This 
number must be equal to the number of unconfined electrons plus the number of confined electrons. The 
number of unconfined electrons is simply the rate (number/s) they are being created (surface emission plus 
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volume heavy particle ionization collisions) times the average lifetime of these electrons (and their progeny) 
in the discharge. The difference between these two numbers must be the number of confined electrons and 
is how the scaling of the confined EEDF is found. 

3.2 Results of Computational Model 

c) t = 4us, V,->V d) t = ~, V,->V2 @ t = 4us 

Net Charge Density (1/cc)   -10" 10'4 

Figure 5: Figures 5 a) and b) illustrate the charge density at t=0 and t=°° for a fixed data voltage.. Figures 5 c) and d) show 
the profiles at t=4u.s when the data voltage changes from V, to V2 and the resultant profiles at t=<*>. 

c) t = 4|IS, V,^V2 d) t= °°,V,->V2@ t = 4us 

Electric Field (V/^m) 

Figure 6: Figures 6 a) and b) illustrate the electric field profile at t=0 and t=~ for a fixed data voltage.. Figures 6 c) and d) 
show the profiles at t=4|is when the data voltage changes from V, to V2 and the resultant profiles at t=°». 
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In this section we present some of the results of the computational model which was presented above 
The model was used for both the 'active' and 'afterglow' discharge. Results from the afterglow period are 
presented here. The simulation starts by specifying the voltage on the electrodes and the voltage on the 
address electrode. Once steady state solution is achieved corresponding to the ertd of the data capture phase 
in Figure 3, the applied sustaining voltage across the electrodes is removed and the plasma is allowed to 
decay. Figure 5 shows the charge density when the sustain voltage is first turned off (t=0) and the final 
profile at long time (t=°o) when the address voltage is kept constant. Also shown is the charge density 
when the address voltage is changed to a lower voltage 4 its after the sustain voltage is turned off and again 
at long times. Figure 6 shows the corresponding electric field perpendicular to the address electrode for the 
same cases. 

4. PERFORMANCE IMPROVEMENTS IN THE PALC DISPLAY 

The results of these types of calculations gi$e an indication of the length of the decay period and are used to 
determine the maximum addressability for a particular architecture and gas mixture. Measurements and 
modeling indicated that the typical decay time for pure He was 20^s which is sufficient for NTSC or VGA 
addressability (480 lines), but not for high addressability monitors or HDTV (>1,000 lines). The 
calculations indicated that it is ionization from the metastable atoms which affect the charge density on the 
dielectric at long times. This is seen with the aid of Figure 7 in which we plot the density evolution for the 
ions, electrons and metastable particles in the afterglow. In Figure 7, the differences in the particle densities 
from the case when the data voltage is switched at 4(is are compared. The stairstep in the electron density 
profile is due to the acceleration technique which does not follow the true electron density once it falls below 
a level where it no longer affects the rest of the plasma. In the absence of these metastables, the ion and 
electron densities would decrease in a few microseconds Thus to reduce the decay time, it is necessary to 
reduce the metastable density in the afterglow. This can be done by decreasing the diffusion time of 
metastables (geometry changes and or neutral pressure changes) or by creating a more efficient means of 
metastable ionization through Penning ionization. Recent experimental results with He-H2 mixtures have 
produced a display system with a decay time of less than 3|xs which is equivalent to over 3 000 lines 
addressability at 60 Hz frame rates[10]. This performance improvement has made the PALC display the 
only technology suitable for a direct view HDTV monitor with full motion and full gray-scale capability, 
without the use of dual scan electronics or other cost prohibitive techniques. 

He metastables 

10 15 

Time (u.s) 

20 25 30 

Figure 7:  Density evolution of the particles in the afterglow. The symbols show the change in the density evolution when 
the data voltage is switched to 0 Volts at t=4us. 
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5.    SUMMARY 

The plasma addressed liquid crystal display is a new application for the properties of a glow discharge. By 
replacing a semiconductor switch with a three terminal plasma equivalent, a display technology that can be 
manufactured in large sizes was invented. Subsequent study of the properties of the plasma in these 
devices, a regime that has not previously seen a significant amount of attention has provided pathways to 
performance enhancements. The successful development of a model of the active discharge and afterglow 
provided insight into the underlying phenomena that were constraining the displays addressability. With a 
improved understanding, these limitations were removed. The result is a technology that is destined to 
replace the CRT in a size and format not previously thought possible. 
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Production of Large Diameter ECR Plasma 

Y, Kawai and Y. Ueda 

Interdisciplinary Graduate School of Engineering Sciences, Kyushu University, Kasuga, Fukuoka 816, 
Japan 

Abstract. The production of a large diameter ECR plasma with microwaves of frequency 2.45 GHz is 
reviewed, including our experimental results with a multi-slot antenna and a TEoi mode microwave 
converter. It is pointed out that the electromagnetic waves play an important role in plasma uniformity as 
well as plasma production. Furthermore, it is found that the X wave contributes to plasma uniformity for 
electron density of (l-2)xl017m"3 which almost corresponds to the L cutoff. 

1.   INTRODUCTION 

Recently the development of a large diameter plasma source has become one of the most important 
subjects in plasma processing such as etching and CVD. Above all, there has been great interest in an 
electron cyclotron resonance (ECR) plasma [1-3] because of the high density plasma at low pressure 
(<5mTorr) and quite low ion energy (tens of eV) at the wafer, compared with the RF plasma. Usually the 
principal mode in waveguides, TEW or TEn mode, is adopted to produce an ECR plasma [1-3]. In this 
case, the wavelength of microwaves in vacuum is about 120 mm at 2.45 GHz so that it is hard to produce 
an ECR plasma whose diameter is more than 120 mm without any ideas. Now, a large diameter plasma 
with the diameter more than 200 mm has been required for etching and CVD from industry. Thus, the 
production of an ECR plasma whose diameter is more than 200 mm has become interesting topic in plasma 
processing. 

Many attempts [4-11] to produce an ECR plasma of 200 mm in diameter were made and interesting 
results were reported. We also developed two types of ECR plasma sources using a multi-slot antenna [5- 
6] and a circular TE mode microwave [7-8]. A multi-slot antenna has an advantage that the diameter of 
the antenna can be chosen independently of the microwave frequency so that the production of a large 
diameter ECR plasma is expected. In fact, a large diameter uniform plasma 200 mm in diameter was 
produced with a multi-slot antenna 280 mm in diameter [6,9]. Furthermore, it was found [9] by measuring 
wave patterns that both the whistler wave (R wave) and the L wave(Left-handed wave) [12] exist in the 
plasma. ig   3 

A high plasma density such as 10 m is necessary for higher speed etching or deposition. In order to 
realize a uniform and dense ECR plasma, we developed a new type of ECR plasma source [7] using a 
circular TE microwave mode which is converted from the principal rectangular mode TElQ The ion 
saturation current density of 360 A/m was achieved for the input microwave power of 3 kW at nitrogen 
pressure of 5 X 10~4 Torr. The uniformity of the ion saturation current density was within ±3% over 200 
mm in diameter. It was also confirmed that when the electron density is higher than 1017m'3, the whistler 
wave (R wave) propagates, while when the electron density is lower than 1017m", both the R wave and L 
wave propagate [8]. 

Above mentioned results suggest that the electromagnetic waves such as the R wave and L wave play an 
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important role in plasma production. Aydil et al [13] investigated how the radial profile of the ion 
saturation current depends on input microwave powers and discussed the relationship between the radial 
profile and the L wave. However, it is still not clear what the dominant mechanisms are in ECR plasma 
uniformity In order to clarify the physical mechanism of ECR plasma uniformity, we have performed the 
experiments on the propagation of the electromagnetic waves in the radial direction as well as in the axial 
direction, where an ECR plasma was produced with a conventional TEn mode. Recently, it was found 
[14] that the extraordinary wave (X wave) mainly contributes to plasma uniformity around the electron 
density of 1017m"3, which corresponds to the cutoff density of the X wave ( L cutoff) [12]. This result will 
be useful for producing a 300 mm diameter ECR plasma which has been required as a next generation 
plasma source from industry. 

In this paper, we describe some attempts of producing a large diameter ECR plasma, including our 
experiments, and point out that the X wave as well as the R wave contributes to plasma uniformity. 

2. ATTEMPTS OF PRODUCING A LARGE DIAMETER ECR PLASMA 

2.1 Typical results on the production of a 200 mm diameter ECR plasma 
Matsuo et al [3] developed an ECR plasma source for plasma processing using a divergent magnetic field 
configuration. Microwave powers (frequency 2.45 GHz, TEn mode) were introduced into the plasma 
chamber through a waveguide and a quartz window. Then, a highly activated plasma was produced at low 
gas pressures in the range from 10"5 to 10"3 Torr. The plasma parameters were : ne=1016-10'V3,Te=5-10 
eV and plasma potential Vp =15 - 20 V. Now this ECR plasma system has been widely used for etching 
and CVD However, this conventional ECR plasma source does not provide a uniform plasma because a 
divergent magnetic field distribution is used as a magnetic field configuration. 

Samukawa et al. [4] succeeded in the production of a large diameter ECR plasma of 200 mm in diameter 
by optimizing both the size of the discharge chamber and the gradient of the magnetic field. In this case, 
note that the 875 gauss equimagnetic field plane was located on the substrate holder, that is, uniform 
magnetic fields were adopted instead of divergent magnetic fields. They obtained the ion saturation current 
density of 160 A/m at nitrogen gas pressure of 5 X l o" Torr, where the uniformity of ± 5 % was achieved. 
Furthermore, they carried out the etching using their system and obtained a lot of interesting results [4]. 
There were many attempts [5-11] to produce an ECR plasma whose diameter is larger than 6 inches with 

other methods. Plasma sources employing multi-pole magnetic fields are compact and less expensive. 
Furthermore, magnetic field coils to confine plasmas are not necessary. Sato et al [10-11] tried to produce 
a large diameter plasma with a plane multi-slot antenna and obtained the uniformity within ±3% for a 
diameter of 200 mm. A microwave of 2.45 GHz traveling through a rectangular waveguide was converted 
into a coaxial mode. The plane antenna consisted of a back-plate with permanent magnets behind and a 
slotted plate connected to the inner electrode of the coaxial waveguide. The antenna surface was covered 
with a glass plate of 1 mm thickness to prevent direct contact with plasma particles. The ECR condition 
was satisfied in a limited region within 10 mm from the magnet surface. The density and temperature of 
electrons were about^x 10 m and 3 eV, respectively, at the microwave power of 50 W under the 
argon pressure of 10 Torr. The plasma density was almost proportional to the microwave power They 
succeeded in producing a uniform ECR plasma of 400-450 mm (16-18 inches) in diameter with a plane slot 
antenna. However, the physical mechanism of plasma uniformity has not been clarified, so far. 

2.2 Production of a large diameter ECR plasma with a multi-slot antenna 
We have succeeded in producing a uniform and large diameter ECR plasma using a large diameter multi- 
slot antenna (MSA). The MSA has an advantage that the plasma diameter does not depend on the 

frequency of the incident microwave [5-6].  So far, the MSA has been regarded to be an assembly of a lot 



C4-237 

of thin-slot antennas distributed uniformly on the surface of a cylinder [5]. A uniform plasma (8 inches, ± 
5%) was realized [9] by the MSA under the optimized conditions of microwave power, pressure and 
magnetic field configuration. Especially, the uniformity of the radial profile of the ion saturation current 
density depended greatly on magnetic field configurations. It was also found that the ion saturation current 
density axially increased after the resonance point under the certain magnetic field profiles. Usually, an 
ECR plasma has been produced by two methods: resonant acceleration of electrons by microwave electric 
fields, and resonant interaction between the whistler wave and electrons. The mechanism of the production 
of an ECR plasma using a multi-slot antenna has been considered as the former. The above mentioned 
results suggest that there may exist normal modes relating to the plasma production. Thus, we examined 
the effect of the magnetic field configuration on the uniformity of the ion saturation current density in 
order to clarify the mechanism of the ECR plasma production using the MSA. Furthermore, it was 
examined by measuring the dispersion relation of electromagnetic waves whether normal modes in the 
plasma exist or not. 
A schematic diagram of the experimental apparatus is shown in Fig. 1(a). The vacuum chamber is made of 
stainless steel with 290mm in inner diameter and 1200mm in length. An ECR plasma was produced with a 
multi slot antenna which is made of stainless steel of 280 mm in diameter, as seen in Fig. 1(b). The length 
and width of slots are 70 mm and 2 mm, respectively. The magnetic coil assembly consisted of six coils; 
some coils to make uniform magnetic fields, while, the other to form the magnetic mirror and control the 
current for magnetic mirror. The gas used was He, and the typical pressure was 2X 10"4 Torr. In this 
experiment, the substrate which is at floating was placed at 800 mm from the multi-slot antenna (Z = 1000 
mm). In discussing a large diameter plasma, it is important whether or not a substrate is placed in the 
chamber, because the plasma is disturbed by the substrate. Here we examined the uniformity of plasma in 
the presence of a substrate of 8 inches in diameter. The ion saturation current density, I;s, in the absence of 
the substrate were two times larger than in the presence of it. Plasma parameters were measured with a 
cylindrical Langmuir probe in front of the substrate. Electromagnetic waves in the plasma were measured 
with a loop antenna movable along z axis and the wave patterns were obtained by the interferometer 
method [15] as usual. 
It was achieved under the gas pressure 2 X 10"4 Torr, 2 X 10"3 Torr and microwave power 470W, 1000W 
that the radial uniformity of the ion saturation current density, is within 5 % over 200 mm in diameter, as 
seen in Fig.2(a). The electron density and the electron temperature of the uniform plasma in front of the 
substrate were 7X1016/m3 and 6eV, respectively. The radial profile of the floating potential, Vf, in the 
case of 470W where the plasma is uniform is shown in Fig.2(b), which indicates that the profile of Vf is 
uniform, ±0.75V over 200 mm. The value of Vf are slightly positive although Vf in the case where the 
radial profiles are not uniform were in the range from -5V ~ -20V, which means that there are little high 
energy electrons under the condition of the uniform plasma. 
It has been pointed out [13,16] that the whistler wave (or R wave) plays an important role in the 

production of a large diameter ECR plasma. As already mentioned, it seems that a multi-slot antenna can 
excite normal modes in the plasma. Thus, electromagnetic waves in the plasma were measured [9] with a 
small loop antenna in order to clarify the dependence of the radial profiles of Iis on the magnetic field 
configurations from the point of view of plasma production. Figure 3(a) is a typical interferometric wave 
pattern of Bx in the uniform plasma. As seen in Fig.3(b), the wave pattern was decomposed graphically 
into two traces assuming that it consisted of two waves with different wave numbers. Figures 4(a) and 4(b) 
show the dispersion relations before the ECR point and after the ECR point where the solid line is the 
theoretical dispersion curve. Here, the local wave numbers were estimated from the wave patterns in the 
regions between the MSA and ECR point and after ECR point. Figure 4 shows that both the R-wave and 
the L-wave propagate in the region between the MSA and ECR point, and the only L-wave propagates 
after the ECR point, which is the same results as those obtained with a conventional ECR plasma source 
[15]. 
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Thus, it is concluded from above results that the MSA is regarded a sort of microwave antennas with 
higher order modes. 

2.3 Production of a high density-large diameter ECR plasma with TE   mode 

It is a little hard to produce a plasma whose density is higher than 1017m"3 with a multi-slot antenna. On the 
other hand, higher density plasma will be required from industry, in particular for plasma CVD or 
sputtering. We have developed a new ECR plasma source using a circular TE mode and succeeded in the 
production of a uniform high density ECR plasma. A microwave source of 2.45 GHz frequency was used 
to generate an ECR plasma. Microwaves generated by the magnetron propagate into an ECR plasma 
through the waveguides. There are many waveguide modes of microwaves, such as TE mode and TM 
mode. In the case of a conventional ECR plasma source, microwaves are introduced into cylindrical 
chambers as the circular TEn mode converted from the rectangular TE mode. In the case of the TE 
mode, the electric field has a strong peak at the center of the waveguide, which causes the peaking of the 
plasma density at the central region. On the other hand, in the case of the TE mode, the electric field near 
the wall is stronger than that at the center of the waveguide. This strong electric field near the wall may 
compensate the density decrease near the chamber wall. Furthermore, as for the TE mode, the electric 
field distribution along the circumferential (9 ) direction is uniform at the same radial position. Conversely, 
the TEn mode has a different electric field strength for different 6 values. Consequently the TE mode 
will be more convenient in generating a uniform ECR plasma. 
Figure 5 shows the experimental apparatus. The microwave power of 2.45 GHz could be varied up to 5 
kW. The rectangular TElQ mode was converted to the circular TEQi mode and introduced into the ECR 
plasma source. The diameter and length of the ECR plasma source are 300 mm and 620 mm , respectively. 
The distance between the magnetic coils and the substrate is variable along the z axis. The magnetic field 
profile was controlled by changing the coil current and the coil locations. The base pressure was kept less 
than 1 X 10"7 Torr. The ion saturation current density and the plasma potential were measured by a plane 
Langmuir probe 1 mm in diameter. 
Actually we measured the electric field distribution of the microwave emitted from both the TE and 

TEu mode converter. Figure 6 is typical profiles of the measured electric field distributions. Because of the 
interference by the probing microwave antenna, the distributions are not always symmetric. It is obvious 
that the electric field intensity from the TEQi mode converter has a couple of peaks around R = ±65 mm 
and is almost zero at R = 0 mm. As predicted, the electric field of the TE mode converter peaks at R = 0 
mm. 

Figure 7 shows the dependence of the ion saturation current density on the input microwave power. The 
nitrogen gas pressure is 5 X 10 Torr and the ion saturation current density is measured at Z = 350 mm and 
R = 0 mm. As seen in Fig.7, the ion saturation current density increases nearly in proportion to the input 
microwave power. In order to examine the uniformity of the ECR plasma, the radial distribution of the ion 
saturation current density was measured with a movable Langmuir probe. The result is shown in Fig. 8 for 
different microwave modes. In this case, the input microwave power was 3 kW and the nitrogen gas 
pressure was 5 X 10~4 Torr. In Fig.8(a), note that the ion saturation current density is uniform within ± 
3 % over 200 mm in diameter and 360 A/m   is achieved with the TE    mode. The measured electron 

17      -3 °1 
temperature (Tc) and the plasma density (Nc) were 6 eV and 6 X 10   m , respectively. 
On the other hand, the ion saturation current density distribution with the TE   mode is less uniform. Note 

here that all external parameters were the same except for the microwave mode. Thus, it is obvious that 
the TEQi mode is better than the TEn mode from the standpoint of obtaining a radially uniform plasma. 
To clarify the production mechanism of a large diameter uniform ECR plasma generated by a circular 

TE01 mode microwave experimentally, wave propagation characteristics in the plasmas were measured, as 
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in the case of a multi-slot antenna. It was found [8] that a microwave introduced into the chamber is 
transformed mainly into the electron cyclotron wave (R-wave) and then absorbed around the resonant 
point. 

In conclusion, it was found that an ECR plasma source with a circular TEQl mode is very convenient for 
achieving a high and uniform ion current density. The ion saturation current density was uniform within ± 
3 % over 200 mm in diameter and 360 A/m was achieved. 

3. MECHANISM OF PLASMA UNIFORMITY 
As described in Sec.2, an ECR plasma of 200 mm in diameter came to be realized experimentally with a 
multi-slot antenna and a TEoi mode converter. However, the conditions where such a uniform ECR plasma 
is produced strongly depended on the external conditions such as magnetic field distribution, pressure, 
input microwave power and so on. In addition, it seems that the electromagnetic waves play an important 
role in ECR plasma uniformity. Stevens and Cecchi [15] pointed out that the R wave contributes to 
plasma uniformity by calculating the ray trace of the R wave. Aydil et al [13] and Carl et al [18] found a 
uniform profile of the ion saturation current and tried to explain it by the L wave although electromagnetic 
waves were not measured. Thus, we have performed the experiments on electromagnetic wave 
measurements in order to clarify the physical mechanism of plasma uniformity. It was found that the 
extraordinary wave (X wave) radially propagates and contributes to plasma uniformity. 

Figure 9 shows the experimental apparatus which is the same apparatus as that of Sec.2.2 except for the 
introduction of the microwaves. In this case, the TEn mode was adopted in order to compare with the 
experimental results [13,15,18] reported so far .The microwave power could be varied up to 5 kW. The 
used gas was N2 and the pressure was ranged from 0.5 to 5 mTorr . An electron cyclotron resonance point 
was set at Z=230 mm. The plasma parameters were measured with a 1 mm-diam Langmuir probe. The 
electric fields were picked up with a movable loop antenna connected to a crystal diode or a mixer and the 
wave patterns were observed by the interferometer method [8-9,15] to obtain the dispersion relation of 
electromagnetic waves. In this experiment, a phase shifter was used to measure whether waves propagate 
or not. 

The radial profile of the ion saturation current density I;s was examined as a function of input microwave 
power. It was found that as the input microwave power was increased, the radial profile of Iis became 
initially convex, wavy, concave, uniform and finally convex, which is the same tendency as observed so far 
[13,18]. Whenever the radial profile of Iis was uniform around the center, it had a peak near the chamber, 
as shown below. In order to clarify such behavior, we measured the radial propagation of electromagnetic 
waves using a radially movable loop antenna which was installed at Z=450 mm. Figure 10 and Fig. 11 
show the interferometric wave patterns for different input microwave powers Pm, where the wave patterns 
of electromagnetic waves were taken by changing the phase of the reference signal with the phase shifter. 
These figures indicate that there are radially propagating waves. Note that as seen in Fig. 11(a), the 
wavelength of the waves is very short near the chamber wall,while it is long around the center. 
Furthermore, Fig. 11(b) shows that the output of the crystal diode which is proportional to the electric field 
intensity of waves peaks near the chamber wall. On the other hand, Fig. 12 shows that the radial profile of 
Ii, peaks near the chamber wall. Thus, it turns out that the peak of Iis corresponds to that of the electric 
field. When the input microwave power was increased further and the electron density exceeded about 
2xlOl7m"3, the radially propagating waves disappeared. In this case, the L wave propagating along the axial 
direction was not excited and only the R wave propagated to the electron cyclotron resonance point. 

In order to identify what kind of electromagnetic waves were excited, the dispersion relation was plotted 
for different electron densities. Here the wavelength was estimated from the wave patterns of Fig. 10 and 
Fig.l 1. The obtained dispersion relation agrees with the theoretical one of the X wave, as seen in Fig. 13 
where cocc and kx are the electron cyclotron frequency and wavenumber of the X wave. According to the 
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linear theory[12], when the wavelength of the X wave becomes short, upper hybrid resonance takes place. 
Thus, a peak of the ion saturation current density near the chamber wall is considered to be caused by 
upper hybrid resonance. The observed cutoff density, 2xl017m"3,at which the X wave disappeared 
corresponds to the L cutoff [12]. In conclusion, the X wave contributes to ECR plasma uniformity 
around the cutoff density of the X wave and the L wave does not play a dominant role in plasma 
uniformity. 

4. CONCLUSION 

We reviewed the production of an ECR plasma whose diameter is 200 mm with microwaves of frequency 
of 2.45 GHz and pointed out that the R wave plays an important role in the plasma production. 
Furthermore, it was found the X wave contributes to ECR plasma uniformity for the electron density 
around the L cutoff, (l-2)xl017m'3, which will be useful for designing larger diameter ECR plasma sources. 
Recently, it seems that Watanabe et al at Hitachi [19] succeeded in producing a 300 mm diameter ECR 
plasma with TE0i mode [7]. An ECR plasma with the electron density higher than the L cutoff will be 
necessary for CVD to increase the deposition rate, which is one of future problems concerning ECR 
plasma sources. 
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Fig.   1.  Schematic  diagram  of (a) the  experimental 
apparatus and (b) the multi-slot antenna. 

Fig. 2. Radial profile of (a) the ion saturation current 
density and (b) the floating potential for the uniform 
plasma. The input microwave power and gas pressure 
were 470 W and 2 mmTorr, respectively. 
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Fig. 7. Dependence of the ion saturation current density on the input microwave power, where the nitrogen gas 
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Fig. 10. (a) Radial wave patterns for different phases and (b) the output of the crystal diode, where the input 
microwave power is 0.8 kW and the pressure is 2 mTorr. The electron temperature is 5.3 eV. 
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Fig. 11. (a) Radial wave patterns for different phases and (b) the output of the crystal diode, where the input 
microwave power is 1.5 kW and the pressure is 2 mTorr. The temperature and density of electrons are 8.5 eV 
and (1 - 2) x 1017 m"3, respectively. 



C4-246 JOURNAL DE PHYSIQUE IV 

-120     -100       -80 -40 -20 

Radial Position (mm) 

Fig. 12. The radial profiles of the ion saturation current density, floating potential, output of the crystal diode 
where the electric field is large near the chamber wall. 
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Fig. 13. The dispersion relations of the X wave for different electron densities. The closed circles and the solid 
lines correspond to the experimental values estimated from Fig. 10 and Fig. 11 and the theoretical dispersion 
relation of the X wave, respectively. 
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Abstract. Stark spectroscopy of hydrogen Balmer lines and neutral helium lines with forbidden components is used 
for the study of an analytical glow discharge. 

Splitting of the hydrogen Hp and H, lines is applied for simultaneous determination of local electric field and 
temperature of excited H atoms in pure hydrogen and in 'argon-hydrogen mixture. Temperature measurements 
showed that, in pure hydrogen discharge, at least two groups of excited atoms exist: "slow", with average energies in 
the range from 3.4 eV to 8.2 eV and "fast", ranging between 80 eV and 190 eV. In argon-hydrogen discharge, 
excited hydrogen neutrals with average energies between 32 eV and 43 eV are detected only. The origin of these 
energetic neutrals is related to the presence of H+ and H3

+ ions in pure hydrogen, and to the dominant role of H3
+ ion 

in argon-hydrogen mixture. For both gases, in the negative glow region, the increase of the exited hydrogen atoms 
temperature is detected and explanation suggested. 

For the electric field measurements in pure helium and helium-hydrogen mixture, the Stark splitting and shifting 
of the neutral helium 492.19 nm, 447.15 nm and 406.62 nm with respect to their forbidden counterparts is used. 
Good agreement between electric field measurements from these three helium lines is obtained. 

1. INTRODUCTION 

A glow discharge source (GDS) with a flat cathode and cylindrical hollow anode, first described by 
Grimm [1], is a well established excitation source for the analysis of conducting solid samples by optical 
emission spectroscopy [2,3], see also [4]. Owing to sample ablation by cathodic sputtering, matrix effects 
resulting from selective volatilization are absent. Because of the layer by layer ablation of the sample 
surface, the Grimm GDS is used for in-depth profiling analysis [5,6]. Similar advantages are realized 
when atomic absorption spectrometry is performed with a Grimm GDS [7,8]. In the last several years 
various types of GDSs were also used as ion sources for mass spectrometry [9]. For solids analysis, direct 
current (DC) GDSs have been successfully complemented by the radio-frequency (RF) discharges. 
Namely, the use of DC discharges is limited to metals, whereas the RF discharges are applicable for non- 
conducting materials also (see [10] and references therein). A comprehensive list of publications dealing 
with GDSs and their applications is given in [11-13]. 

However, if one scans the literature dealing with Grimm GDS, see e.g. [11,12], it is evident that most 
of the papers are devoted to various applications. Only few report results of the discharge parameter 
measurements and they are mainly concentrated on volt-ampere characteristics, cathode surface studies 
and measurements of relative line intensities for different discharge conditions. This observation may be 
generalized to all analytic GDSs. In order to supply new reliable data, several years ago, we set up in our 
laboratory an experiment to measure plasma parameters of a modified Grimm GDS. First results of 
negative glow plasma diagnostics (electron density and temperature, excitation temperatures and gas 
temperature) are obtained in argon with a small admixture (3%) of hydrogen [14]. Unexpected intensive 
spectral line broadening of the wings of all hydrogen Balmer lines was detected and studied in detail 
[15,16]. 

In this paper we resume results of the experimental studies [17-19] of the cathode fall region (CFR) of 
the Grimm GDS. The study of the physical processes in this part of the discharge is of importance for 
understanding the operation of the GDS and the sputtering processes at the cathode surface which are both 
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of primary interest for analytical applications. Here we use Stark spectroscopy of hydrogen Balmer lines 
for spatial distribution measurements of the electric field intensity and the temperature of excited 
hydrogen atoms in the CFR of pure hydrogen and argon-hydrogen mixture discharges. In pure helium and 
helium-hydrogen mixture, we applied Stark splitting and shifting of the neutral helium 492.19 nm (2p 'P° 
- Ad 'D), 447.15 nm (2p Tu - 4d JD) and 402.62 nm (2p JPU - 5d JD) lines with respect to their forbidden 
counterparts (2p 'P° - 4/'F), (2p 3P° - 4/3F°) and (2p 3P° - 5/3F°), respectively, for electric field spatial 
distribution measurements in the cathode fall region of the Grimm GDS. 

2. EXPERIMENTAL APPARATUS AND PROCEDURE 

Since we describe here two sets of measurements, one in pure hydrogen and in an argon-hydrogen 
mixture, and the other one in pure helium and in a helium-hydrogen mixture, common details of both 
experiments will be outlined first. Their specific details will be given separately. The latter experiment, in 
pure helium and in the helium-hydrogen mixture, is considerably improved and therefore its setup is 
schematically presented in Fig. 1. 

DC power supply 

Fig. 1. Schematic diagram of the central part of the Grimm GDS and experimental setup for side-on observations in the helium- 
based experiments. Symbols: VP - vacuum pump, SM - stepping motors; P - polarizer; L - lens; PM - photomultiplier. 

2.1 Common details 

Our discharge source, a modified Grimm GDS, is laboratory made after Ferreira et al. [20] and described 
in detail elsewhere [14]. Here, for completeness, only minimum information will be given. The hollow 
anode, 30 mm long with inner and outside diameters 8.00 and 13 mm, has a longitudinal slot (15 mm long 
and 1 mm wide) for side-on observations along the discharge axis. The water cooled cathode holder has 
an exchangeable iron electrode, 18 mm long and 7.60 mm in diameter, which screws tightly onto its 
holder to ensure good cooling. Unlike the original Grimm design, the cathode is mounted inside the 
hollow anode. A gas flow was sustained at a selected pressure by means of a needle valve and a two-stage 
mechanical vacuum pump. In order to prevent backstreaming of oil vapors, the zeolite trap is mounted 
between discharge vessel and vacuum pump. To run the discharge, a 0 - 2 kV and 0 - 100 mA current 
stabilized power supply (Kepco BHK 2000-01 M) is used. A ballast resistor of 10 kQ is placed in series 
with the discharge and power supply. 
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After polarization with the Glan-Thomson prism or plastic polarizer, the radiation from the discharge 
source is focused with unity magnification onto the entrance slit of the scanning monochromator- 
photomultiplier system, see Fig. 1. For electric field intensity axial distribution measurements, the 
discharge tube is moved in about 0.1 mm steps along the discharge axis, so the discharge image obtained 
through the observation slot is shifted in the plane of the entrance slit of the monochromator, see Fig. 1. 
The photomultiplier signals were A/D converted, collected and processed by a PC. 

2.2 Specific details 

2.2.1 Experiment in pure hydrogen and in the argon-hydrogen mixture (97% Ar : 3% Hi): 

gas flow: 300-500 cm3/min (at room temperature and atmospheric pressure); 
pressure: 195-250 Pa (pure H2) and 240-425 Pa (Ar-H2); 
spatial resolution: 0.02 mm (pure H2) and 0.01 mm (Ar-H2), along the discharge axis; 
monochromator: 2m PGS-2 Carl Zeiss Jena (Ebert type), 640 mm"1 reflection grating, 0.74 

nm/mm inverse linear dispersion in the first order; 
slit width: same entrance and exit slits of 15 urn and 30 urn for the Hp and H7 spectra 

recordings, respectively, and 15 um entrance and 50 urn exit slits for the integral 
Fe I, Ar I and Ar II line intensities measurements; 

instrumental halfwidth: 0.014 nm with 15 um entrance and exit slits (Gaussian form); 
radiation detection:        photomultiplier EMI 9789QB. 

2.2.2 Experiment in pure helium (99.95%) and in the helium-hydrogen mixture (95% He : 5% H^): 

gas flow: 300 cmVmin (at room temperature and atmospheric pressure); 
pressure: 120-200 Pa; 
spatial resolution: 0.01 mm along the discharge axis, by a PC-controlled stepping motor; 
monochromator: 4m Hilger and Watts (Ebert type), 1200 mm"1 reflection grating, 0.242 nm/mm 

inverse linear dispersion in the first order, equipped with a PC-controlled 
stepping motor enabling wavelength changes in steps of 0.0028 nm; 

slit width: 30 urn both entrance and exit; 
instrumental halfwidth: 0.022 nm (Gaussian form); 
radiation detection:        Peltier-cooled photomultiplier, lock-in amplifier (SR 510 Stanford Research) 

with radiation chopper (SR 540 Stanford Research) operating at 83.3 Hz. 

3. THEORY 

3.1 Theoretical basis for electric field and excited hydrogen temperature measurements using Stark 
splitting of hydrogen Balmer lines 

The splitting of energy levels of the hydrogen and hydrogen-like emitter in an external electric field is 
successfully described both by semiclassical and quantum mechanical theory of the linear Stark effect (see 
e.g. [21,22]). Both theories yield the same result: an energy level with principal quantum number n is 
splitted into 2n-l equidistant sub-levels determined by quantum numbers k (|k|< n). Therefore, the 
spectral line emitted as a transition between energy levels 1 and 2 of the hydrogen atom consists of 
numerous components which are polarized either linearly, parallel to the vector of external field E (Am = 
0, or 71-components), or circularly, in the plane perpendicular to E (Am = ±1, or c-components). Stark 
components are wavelength shifted from the line center by the value 

(niki - n2k2) A^o, (1) 
where AX0 is the smallest shift determined by the local field intensity [22]: 
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AX0 [nm] = 1.52-10"3 E [kV/cm] - for the Hp line, (2) 

AXo [nm] = 1.21 • 10-3 E [W/cm] - for the H, line. 
With the polarizer axis set parallel or perpendicular to the electric field, the appropriate (rc or a) overall 
profile is formed. In order to create overall n and a Stark profiles we assumed that plasma broadening 
effects in the cathode fall region may be neglected; calculations of Bogaerts et dl. [23] show that electron 
densities in the cathode dark space of an analytical glow discharge at 1000 V and 100 Pa do not exceed 
107 cm"3. Thus, to each Stark component we have assigned a Gauss function only. The full halfwidth AXg 
of each Gaussian results from Doppler, AXD, and instrumental, AX./, halfwidths: 

AXa = ^AX2
D+AX). (3) 

For hydrogen, the Doppler halfwidth can be calculated from 
AXD=7.16-10~1 \0ylT, (4) 

where Xo is the central wavelength of the line and T is the temperature of the excited H atoms. The overall 
profile is calculated as the superposition of all components: 

X.-(n,k, -n2k2)iAX0 /(X,£,D = £/0,exp - 
AA.G/2Vln2 

(5) 

where /o, are relative intensities [21] and N is the total number of components (10 - for the both Hß n and 
a profiles, 14 and 13 - for the HT n and a profiles, respectively). The theoretical profiles (5) are fitted to 
the experimental recordings, by varying the electric field intensity E and the temperature T of excited 
hydrogen atoms. In the negative glow region, the difference between 7t and a profiles disappears {E « 0), 
and the fitting procedure is reduced to variation of T only. A detailed explanation of the theoretical basis 
of these measurements, fitting procedure and discussion of the influence of the fine structure splitting on 
the shape of n and a profiles one can find in [17]. 

3.2 Theoretical basis for electric field measurements from Stark splitting and shifting of helium 
lines and their forbidden components 

To measure electric field strengths in the CFR of pure helium and helium-hydrogen mixture discharges, 
we used the perturbation theory for the evaluation of the displacements of helium energy sub-levels in the 
external electric field, see e.g. [22]. Following the classical work by Foster [24], we calculated the 
displacements of the Stark sub-levels of the He 1492.19 nm (2p lP° - 4d 'D), 447.15 nm (2p 3P° - Ad 3D) 
and 402.62 nm (2p 3P° - 5d 3D) lines and their forbidden components (2p 'P° - 4/^), (2p 3P° - 4/3F°) and 
(2p 3P° - 5/3F°), respectively, in the electric field ranging from 0 to 20 kV/cm. For these calculations, 
helium energy levels are taken from Martin [25]. As an example, the results for the 447.15 nm line (in 
wavelength units) are given in Fig. 2. For further analysis we concentrate here to the n (Am = 0) 
components which are usually stronger and easier to measure than a (Am = ±1) components. The mutual 
wavelength separation AA-AF of n components of allowed and forbidden line is calculated in 1 kV steps 
and the results (see Fig. 3) are fitted by polynomial best fits with correlation factors better than 0.9999. 
Here, for an electric field ranging from 0 to 20 kV/cm, we neglected splitting of the common lower energy 
level for all three lines and their forbidden components. From Figs. 2 and 3 (see data for the 402.62 nm 
line) it is clear that, within the investigated range of electric field strengths, Stark components arising 
from transitions between sub-levels with magnetic quantum numbers m = 0 and m = 1 of both allowed 
and forbidden lines are practically unresolvable with our spectral resolution. Therefore with the polarizer 
mounted with its axis parallel to the external field only one allowed and one forbidden n component are 
detected. Thus, to evaluate the separation AAAF (in nm) between corresponding lines we have taken an 
average value for the mupper = 0 -> mlm,er = 0 and mupper = 1 -» m!mver = 1 displacements. The obtained 
results are fitted with following polynomials (see Fig. 3): 

3rd order for the He 1492.19 nm line: 
AAAF = -1.87(9)10-5 ■ E3 + 8.8(3)10"^ • E2 + 1.4(2)-10_a = £ + 0.1316(5), (6) 
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Fig. 2. The calculated sub-level displacements (in wavelength 
units) of 4rf 3D and 4/3F helium energy levels, which are the 
upper levels of the He I 447.15 ran allowed and its forbidden 
line, respectively. 

Fig. 3. The polynomial best fits of the calculated wavelength 
separation AX.AF of n components of the 402.62 nm line and its 
forbidden line: mupper = 0 -» mhwer = 0 transition (dashed 
line), m„; = 1 -> m/OT 1 transition (dotted line) and 

    average between m = 0 and m = 1 displacements, Eq. (8) 
(solid line). For the 492.19 nm and 447.15 nm lines only 

average values (solid lines, Eqs. (6) and (7) respectively) are given. The results (scattered graphs) of the experimental testing of 
Eqs. (6-8), obtained by measuring A^AF for all three He I lines vs. electric field strength determined from the n shape of Hp 

profile in helium-hydrogen mixture, are also given. 

3rd order for the He 1447.15 nm line: 
A^AF = -1.06(3)l<r5 • E3 + SSWyiOT* ■ E1 + 2.5(7)-l<r* -E+ 0.1479(2), 

4th order for the He 1402.62 nm line: 
AAAF = 1.9(2>l<r* • E* - 9.8(7)-10"5 • E3 + 1.86(9)-10"3 • E2 - 2.6(4)10'3 -E + 0.0638(6), 

(7) 

(8) 

where E is the electric field strength in kV/cm. In addition, this averaging can be justified by the fact that 
mupper = 0 -» mhwer = 0 and mupper = 1 -» m/ower = 1 components of both allowed and forbidden lines are 
approximately of the same intensity [24]. 

In order to test Eqs. (6-8), we performed an experiment in a helium-hydrogen mixture where electric 
field strengths are independently determined from the shape of Hp(7i) profile (see Eq. (14) in [17]) at 
various positions along the CFR of our discharge. At the same positions (same electric field strengths) 
AAAF for the He I lines are determined and the results are given in Fig. 3. If one takes into account errors 
of both sets of measurements, the agreement with Eqs. (6-8) is very good. 

4. RESULTS AND DISCUSSION 

4.1 Pure hydrogen discharge 

The examples of experimental recordings, best fits and the results of electric field intensities at various 
distances from the cathode derived from the Hp and Hy lines are given in Figs. 4 and 5, respectively. Here 
it should be pointed out that, in the pure hydrogen discharge, best fits of experimental profiles are 
obtained assuming that two groups of excited hydrogen atoms exist: one with temperatures around 5 eV 
(so called "slow" neutrals) and another group with temperatures around 100 eV ("fast" neutrals). In the 
negative glow region, a third central narrow profile is observed, with a width determined by the Stark and 
Doppler (Tg « 1000 K, see [14]) effects in the plasma as well as instrumental broadening [14], see Figs. 4 
and 5. It is important to mention also, that by fitting a single experimental profile with a theoretical one 
(5), results of local electric field, temperatures of "slow" Ts and "fast" Tf excited hydrogen atoms and then- 
relative concentrations are obtained simultaneously, see [17]. 

The comparison of experimentally determined electric fields from n and a profiles, see Figs. 4 and 5, 
shows systematic discrepancies, with the field measured from a being always smaller. These 
discrepancies have been discussed in detail in [17]. To determine the electric field intensity distribution in 



C4-252 JOURNAL DE PHYSIQUE IV 

485.6    485.8    486.0    486.2    486.4 485.6   485.8   486.0   486.2   486.4   486.6 

X (nm) X (nm) 
433.6   433.8   434.0   434.2   434.4   434.6 433.6   433.8   4X0   434.2   434.4   434.6 

X(nm) J.(nm) 

Fig. 4. Measured Balmer H„ Stark profiles and their best fits 
(solid lines) at several distances from the cathode. Intensities 
are given in arbitrary units. Discharge conditions: pure 
hydrogen at 228 Pa, 30 mA, 920 V. 

Fig. 5. As in Fig. 4, but for the K, line. 

the cathode fall region of the Grimm GDS, for the local field strength we used an average value 
determined from n and a profiles, see [17]. The obtained data are used to calculate the cathode fall 
potential U: = \0Edz, which is compared with the measured cathode-anode potential U0. If one takes into 

account the uncertainties in electric field measurements, one may conclude that the agreement within 
+10% between electric field measurements from the Hp and Hy line profiles is satisfactory, see [17] The 
agreement between the measured cathode-anode voltage C/0and the potential fall derived from the electric 
field measurements indicates that, for the present experimental conditions, the whole potential applied to 
the electrodes is consumed in the cathode fall region. 

Typical results of electric field axial distribution, obtained by fitting n and a profiles of both Hp and 
Hy lines through the cathode fall region, are presented in Fig. 6. The usual linear fit of the electric field 
intensity in the CFR is applied and shown in Fig. 6 also. 

+ The origin of two groups of excited hydrogen atoms may be related to the presence of BT H2
+ and 

H3 ions which are accelerated in the cathode fall region. Striking the cathode, these ions are neutralized 
fragmented into atoms and reflected back towards the negative glow region. After the reflection from the 
cathode, neutrals collide mainly with H2 and excite, see e.g. [16]. We have shown [17] that only two 
groups of hydrogen atoms, originated from H+ and H3

+ ions, have enough energy to exceed threshold for 
Balmer lines excitation. "Slow" H atoms, whose average temperatures in. different experimental 
conditions vary in our case from 3.4 - 8.2 eV are, most likely, excited in collisions of hydrogen atoms 
from H3 with H2. On the other hand, the origin of "fast" excited H atoms, with average temperatures 
between 80 eV and 190 eV, may be related to energetic ET ions only, see [17]. The typical axial 
distributions of both "slow" and "fast" excited hydrogen atoms temperature are shown in Fig 7 The 
temperature distributions show a decrease with the distance from the cathode, which corresponds well 
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Fig. 6. Electric field distribution in the cathode fall region of Fig. 7. Axial distribution of "slow" and "fast" excited 
the Grimm GDS, operating in pure hydrogen at 228 Pa, 30 hydrogen atoms temperature in the cathode fall region of the 
mA 920 V. Solid line corresponds to the usual linear fit. Grimm GDS, operating in pure hydrogen at 228 Pa, 30 mA, 

920 V. 

with decreasing energy of the reflected atoms. An unexpected rise of the temperature in the negative glow 
region, see Fig 7, could be related to the additional collision processes with electrons, whose 
concentration is rather large («1014 cm"3, see [14]). Here, most likely, one has a superposition of profiles 
originating from two different excitation processes: one resulting from collisions with heavy particles, and 
another - collisions of fast neutrals with electrons. Assuming an exponential decrease of the number of 
reflected energetic atoms due to collisions with the matrix gas, a simple calculation using total cross 
section data [26] for collisions of neutral hydrogen atoms at 133.4 eV with H2 at/? = 228 Pa, Tg = 1000 K 
and L = 0.158 cm shows that about 18% of the reflected "fast" H atoms arrive at the negative glow 
without a collision. In this region they collide with both electrons and matrix gas which results in two 
groups of excited atoms with different temperatures. Since electrons change the internal atom energy only, 
the group with larger temperature is the one from atomrelectron collisions. Therefore, the resulting profile 
is broader than in the cathode fall region. Unfortunately, the spectral resolution does not allow us to 
separate these two profiles, and the results for average temperatures in the negative glow region in Fig. 7 
represent some kind of an average value. In addition, the axial intensity distributions of the Balmer lines 
in hydrogen, see Fig. 8, show a second maximum in the beginning of the negative glow region, which 

could be another indication of the described fast 
atom - electron excitation. 

From the spatial distribution of the emission of 
hydrogen and sputtered material, shown in Fig. 8, 
one can see that the mechanism of hydrogen 
excitation is different from the mechanism of 
excitation of the metal atoms. Hydrogen atoms are 
excited in collisions with H2, while Fe atoms are 
excited in collisions with electrons. The intensities 
of H lines are the largest close to the cathode 
surface where the energy and concentration of fast 
H atoms are the largest. The intensity of the iron 
line however, increases gradually from the cathode 
and this behavior may be related to the gradual 
increase of electron energy which reaches the 
optimum for excitation at the beginning of the 
negative glow region. 
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Fig.  8.  Normalized  axial  intensity  distributions  of the 
hydrogen Hp and H, Balmer lines and neutral iron line. L is 
the length of the cathode fall region. Discharge conditions: H2 

at 228 Pa, 30 mA, 920 V. 
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4.2 Discharge in an argon-hydrogen mixture 

In comparison to pure hydrogen, the discharges in 
an argon-hydrogen mixture are located closer to 
the cathode, with smaller lengths of the cathode 
fall region, so the gradients of electric field in the 
radial direction are larger. Due to the interference 
of the Ar I and Ar II lines with the hydrogen Hr 

line in argon-hydrogen mixture, the electric field 
measurements are performed using n and a 
profiles of the Hp only. Typical examples of the Hß 
Stark profile recordings, best fits and results of 
electric field measurements are given in Fig. 9. A 
small central peak superimposed on the n and a 
profiles even close to the cathode arises out of the 
part of the discharge which is inevitably protruding 
through the observation slot into the field-free 
space. Again, differences between results of 
electric field measurements from n and a profiles 
are detected, and they are also discussed in [17]. 

Typical results of the electric field distribution 
in the cathode fall region of the discharge 
operating in an argon-hydrogen mixture are 
presented in Fig. 10. As a consequence of the 
smaller cathode fall region, in comparison with 
pure hydrogen, see Fig. 6, the electric field 
intensities at the cathode surface are larger, as well 
as electric field gradients. Again, experimental 
electric field distributions are fitted by usual linear 
fit, presented by the solid line in Fig. 10. 

Contrary to pure hydrogen, here one cannot 
distinguish several groups  of excited hydrogen 
atoms with different velocities in the procedure of 
Hß 7i and a profiles fitting. Namely, only excited H 
atoms with energies in the range 32 - 43 eV exist, 
see [17]. The overall profiles are smooth, without 
distinct characteristic peaks induced by "slow" 
excited atoms, see Fig. 4, which helped us measure 
the electric field in hydrogen accurately. As a 
consequence, two typical peaks of Hß (a) - profiles 
can be resolved only in the first few observation 
positions from the cathode. This certainly affects 
the accuracy of our measurements. 

It is very interesting to note that hydrogen lines in the argon-hydrogen mixture exhibit much stronger 
wings of the lower part of profile, see Figs. 4 and 9, while the temperatures of excited hydrogen atoms are 
between those of "slow" and "fast" atoms in pure hydrogen, see [17]. In the gas mixture the role of argon 
is important for the very efficient production of H3

+ after the following reactions: 
Ar+ + H2 -> ArET + H, (g, 
ArEf + H2 -> H3

+ + Ar. ( } 

Another two reactions contribute considerably to the increase of H3
+ concentration in argon-hydrogen 

mixture: 

Fig. 9. As in Fig. 4, but in the Ar+3%H2 mixture. Discharge 
conditions: 320 Pa, 30 mA, 820 V. 

0,02 0.10 0.04 0.06 0.08 
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Fig. 10. Electric field distribution in the cathode fall of the 
Grimm GDS, operating in the AH-3%H2 mixture at 320 Pa, 
30 mA, 820 V. 
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Ar+(3p5 2P°,/2) + H2 -> Ar + H2
+, (10) 

H2
+ + H2->H3

+ + H, 
see [16]. A large concentration of H3

+ ions increases the intensities of the hydrogen line wings. Therefore, 
H3

+ is now the dominating hydrogen ion and backscattered H atoms from the cathode originate mainly 
from this ion. In comparison with the pure hydrogen discharge, where "fast" H atoms originate from 
reflection of if, and "slow" from reflection of H3

+ ions, here we have excited atoms formed in reflection 
of H3

+ ions only. However H3
+ ions gain more energy in the cathode fall region due to the higher 

transparency of argon (mass ratio 3:40) than the hydrogen matrix (3:2). Typical axial distribution of the 
excited hydrogen atoms temperature in the argon-hydrogen mixture discharge is shown in Fig. 11. 
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Fig. 11. Axial distribution of the excited hydrogen atoms 
temperature in the cathode fall region of the Grimm GDS, 
operating in the argon-hydrogen mixture at 320 Pa, 30 mA, 
820 V. 
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Fig. 12. Normalized axial line intensity distributions of the 
hydrogen Hp, neutral and ionized argon, and neutral iron line. 
L is the length of the cathode fall region. Discharge 
conditions: Ar+3%H2 at 320 Pa, 20 mA, 490 V. 

From Fig. 11 one can see that the effect of the excited hydrogen atoms temperature increasing towards 
the negative glow region is even more pronounced in the argon-hydrogen mixture than in pure hydrogen, 
see Fig. 7. The similar explanation could be drawn: in addition to the excitation of back-reflected 
hydrogen atoms by collisions with matrix gas, they are excited in collisions with electrons. Once again, 
assuming an exponential decrease of the number of reflected energetic atoms due to collisions with matrix 
gas, a simple calculation using total cross section data [27] for collisions of H atoms at 75 eV with argon 
at a pressure of 320 Pa and gas temperature (Tg) of 1000 K, shows that, for a cathode fall length of 0.1 cm, 
as many as 66% of the reflected neutrals reach the negative glow region without any collision. Their 
higher concentration in comparison with pure hydrogen, makes this effect more pronounced in the argon- 
hydrogen discharge. 

The axial distributions of the Ar I, Ar II, Fe I and Hp line intensities are given in Fig. 12. Again the 
maximum of intensity of the Hp line is close to the cathode surface. However, contrary to pure hydrogen, 
where the maximum of intensity is at the cathode surface, see Fig. 8, steep rise of the Hp intensity in 
argon-hydrogen mixture is detected. This difference may be explained by a more efficient collisional 
energy transfer between reflected energetic hydrogen atoms and H2 molecules (mass ratio 1:2) than in 
case of argon (1:40). The second maximum in the Hp line intensity axial distribution, clearly observed in 
pure hydrogen, see Fig. 8, is partially covered here by the first maximum, which is slightly shifted away 
from the cathode surface towards the negative glow, see Fig. 12. 

4.3 Discharge in pure helium and in a helium-hydrogen mixture 

To obtain local electric field strengths in pure helium and in helium-hydrogen mixture discharges, we 
used polarization-dependent Stark splitting and shifting of helium lines, as described in Section 3.2. As an 
illustration of the influence of the electric field strength on the wavelength position of the He 1492.1 nm 
and He 1447. lnm allowed and their forbidden lines, the typical 7t polarized spectra, recorded at several 
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Fig. 13. Typical n polarized spectra of the He I 492.19 nm and He I 447.1 nm lines and their forbidden counterparts, recorded 
at several distances from the cathode surface of the Grimm GDS operating in pure helium. Discharge parameters- 128 Pa 20 
£N u°J' VnShlfted pe3kS den°ted by#(field-free) are emitted from the plasma protruding through the observation slot 
the forbidden lines are recorded with 10 times larger detection sensitivity. 

distances from the cathode of the Grimm GDS, are given in Fig. 13. The unshifted maxima in these 
figures originate from the discharge protruding through the observation slot into the field-free space To 
facilitate mutual agreement of the results obtained from three He I lines for the same experimental 
conditions, we have measured the electric field distribution in the CFR of our glow discharge and the 
results are given in Fig. 14. 

0.04 0.08 012 0.16 
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Fig. 14. The axial distribution of the electric field determined 
from AXAF for all three He I lines in the CFR of the Grimm 
GDS. Experimental conditions as in Fig. 13. 
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Fig. 15. The axial distribution of the electric field strength in 
pure helium and in the helium-hydrogen mixture for the same 
discharge conditions: 202 Pa, 20 mA, 1050 V. 

To compare the results in pure helium and in the helium-hydrogen mixture, we had to establish the 
same discharge conditions (pressure, current and voltage) in both gases. This is achieved by changing the 
gas flow ratio m two vacuuming branches of our Grimm GDS lamp, see [19]. The typical results of 
electric field axial distribution, measured using the He I 492.19 nm line, are given in Fig. 15. It is 
important to notice that even a small amount (5%) of hydrogen decreases the electric field intensity at the 
cathode surface by «25% and extends the length of the CFR by «30%. 

In pure helium, the measurements are performed using the He I 492.19 nm line for a 20 mA 
discharge current at three different pressures (128, 145 and 202 Pa). It is interesting that for all pressures 
the maximum electric field at the cathode surface remains the same, and only the length of the CFR 
changes, see Fig. 16. This result suggests that, in this range of discharge conditions, the electric field 
strength at the cathode surface does not depend upon the applied voltage and the pressure. To check our 

experimental results of the local electric field intensity, the cathode fall potential U, = %Edz is calculated 

and compared with the measured anode-cathode voltage U0. As in our above described measurements in 
pure hydrogen and the argon-hydrogen mixture [17], U, is approximately equal to the total anode-cathode 
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Fig. 16. The results of the electric field axial distribution Fig. 17. Spatial distributions of He+ ion mean energies in the 
measurements in pure helium at three different pressures. CFR of the Grimm GDS in pure helium. 

voltage U0, indicating that most of the applied voltage is consumed in the CFR of the Grimm GDS. The 
obtained axial distributions of the electric field strength in pure helium are used to calculate the mean free 
paths of the He+ ions generated in symmetrical charge exchange processes and their mean energy 
distributions in the CFR. For this purpose, the theory of Wronski [28] is applied, the basics of which are 
given in detail in [17,19]. The results of these calculations, i.e. spatial distributions of the He ion mean 
energies for three investigated pressures of pure helium, are given in Fig. 17. It is interesting to notice that 
the maximum mean ion energy at the cathode surface (190 - 290 eV) represents approximately 20% of the 
anode-cathode voltage, see Fig 17. The same correlation is found between the mean free path and the 
length of cathode fall region, see [19]. 

5. CONCLUSIONS 

In this paper we presented results of the experimental study of the cathode fall region of a Grimm-type 
glow discharge in pure hydrogen, an argon-hydrogen mixture, pure helium and a helium-hydrogen 
mixture. First, the details of the experimental setup are given, with the emphasis on the improvements in 
the helium-based experiment. This is followed by the short reviews of the theoretical basis of our 
measurements: Stark splitting of the hydrogen Balmer Hp and HY lines in an external electric field, and 
Stark splitting and shifting of the neutral helium 492.19 nm, 447.15 nm and 406.62 nm lines with respect 
to their forbidden counterparts. 

In the pure hydrogen discharge, the results of electric field strength axial distributions obtained from 
the Hp and Hr lines show good mutual agreement, see Figs. 4 - 6. Doppler spectroscopy of the same 
Balmer lines showed that at least two groups of excited hydrogen atoms with considerably different 
velocities exist in the discharge. The origin of "slow" neutrals, with average energies in the range 3.4 - 8.2 
eV is related to the existence of H3

+ ions which are accelerated in the CFR, neutralized and fragmented 
into atoms at the cathode surface, and back-reflected towards the negative glow region. The other group of 
"fast" hydrogen atoms, with average energies ranging between 80 and 190 eV, most likely originate from 
the neutralization and reflection of energetic H+ ions. These back-reflected atoms, on their way to the 
negative glow region, collide mostly with H2 and excite. Approaching the negative glow region, the 
increase of both "slow" and "fast" hydrogen atoms temperature is detected, see Fig. 7, and related to the 
additional excitation in collisions with electrons. 

The discharge in the argon-hydrogen mixture is located closer to the cathode and, therefore, higher 
electric fields at the cathode surface as well as higher field gradients are detected, see Fig 9. Due to the 
shorter CFR and the absence of "slow" hydrogen atoms, the electric field measurements are less accurate, 
see Fig 10. Namely, in the argon-hydrogen mixture only one group of excited hydrogen atoms is detected, 
with average energies in the range 32 - 43 eV. Their origin is related to the dominant role of H3 ions in 
the discharge. The temperature increase towards the negative glow region is even more pronounced than 
in pure hydrogen, see Fig. 11, due to the higher number of energetic neutrals which reach the negative 
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glow without any collision. In both gases, the axial intensity distributions of hydrogen Balmer lines and 
lines of sputtered material and matrix gas, see Figs. 8 and 12, confirm the different excitation mechanism 
of hydrogen lines in comparison with all others. Balmer lines are excited in collisions with heavy 
particles, while the excitation of lines of other species results from the collisions with electrons. 

Finally, in pure helium and helium-hydrogen discharges, the method of electric field measurements 
using Stark splitting and shifting of neutral helium allowed and forbidden lines is demonstrated. Good 
mutual agreement between electric field measurements from three helium lines is obtained, see Fig 14. It 
is detected that even a small amount of hydrogen considerably changes («25%) the electric field intensity 
at the cathode surface and the length of CFR, see Fig. 15. In pure helium, for all three investigated 
pressures, the electric field at the cathode surface remains constant (around 17 kV/cm), and the length of 
CFR changes only, see Fig. 16. By applying the theory of Wronski [28], the spatial distributions of He+ 

ion mean energies in the CFR of pure helium discharge are obtained, see Fig. 17. At the cathode surface, 
maximum mean ion energies range from 190 - 290 eV at the present discharge conditions, see Fig. 17. 
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Abstract. The parameters of both low-current and high-current modes of DC negative corona discharge are 
described. The experiments were carried out in point-plane gaps in stagnant media of pure nitrogen, nitrogen, 
ambient air and in a dust-free air flow. A number of different types of point electrodes were used, including points 
covered by layers of Ti02 and Hf02 of controlled thickness. An overview of different methods of the triggering of 
the high-current mode is given. Discharges were initiated using x-ray radiation, laser radiation, UV radiation from 
different sources, and flux of positive ions. The correspondence of the model of dielectric switching mechanism as 
the triggering mechanism of high-current mode to the experimental results is discussed. Besides, the possible 
mechanisms limiting the repetition rate of Trichel pulses at its lower values (< 10* s"1 ) are analysed. 

1. INTRODUCTION 

There are two modes of DC negative corona: the low-current (LCM) and the high-current (HCM) ones. 
These modes are observed in electronegative as well as in non-attaching gases ([1], [2]). Near the onset 
potential in electronegative gases the HCM exists in a pulsed manner and the parameters of the pulses are 
determined by the processes in the discharge gap. In non-attaching-gases the HCM is controlled by the 
outer circuit: the discharge may be a steady-state one [1] or relaxation-type oscillations may occur [3]. 
The processes leading to the oscillations are not treated here; i.e. we assume that the outer circuit ensures 
the establishment of a steady-state discharge of the HCM. 

The study of the triggering of negative corona has a long-term history: the first systematical studies 
of pulsed corona (Trichel pulses) in air were carried out in a point-plane gap by Loeb et al [4], Their most 
important findings were: 
• The onset potential of repetitive Trichel pulses is badly reproducible, it has a strong dependence on the 
point prehistory. 
• The onset potential of pulses does not depend on point material. 
• The stable triggering of Trichel pulses was achieved when the points where covered by the specks of 
some insulating material. It was concluded that the Malter effect has a crucial role for the triggering of the 
pulses. 
• Measurements of initiation of Trichel pulses by UV light gave contradictory results. Radiation of 
higher intensity suppressed the pulses, at lower intensities the pulses were well triggered. 

We had two important reasons to carry out a cycle of studies of the triggering of the HCM of negative 
corona. Firstly, as was shown by experiments [1], during the first tens of nanoseconds of the LCM-HCM 
transition neither the spatio-temporal development of the light emitted by discharge nor the temporal 
changes of the current depend on gas composition. So, very likely the mechanisms of the triggering 
processes are similar. Furthermore, there is a striking similarity between the LCM-HCM transition and the 
development of instabilities in high pressure bulk discharges in a homogeneous field [5]. For this reason 
the study of the triggering of the HCM of negative corona might serve as a model of the rise of near- 
cathode ionisation instabilities in the case of bulk discharges. Secondly, the negative corona proved to be 
a very sensitive detector of electronegative trace gases: recording the repetition rate of corona pulses as a 



C4-260 JOURNAL DE PHYSIQUE IV 

function of the mean current of corona, it is possible to determine ppm-level concentrations of SFö in 
argon [6] from the slope of the dependence. Unfortunately the effect of ageing interferes: in a stagnant 
medium at a certain gas composition the slope of the dependence altered with time [7]; i.e. the probability 
of the rise of a Trichel pulse changes with time. Whether the effect was caused by the changes of the gas 
composition or the point emissivity was not clarified. 

As the field strength at the cathode surface (~ 105 V/cm) is close to that of vacuum breakdown, it was 
suggested [8] that the triggering mechanisms should not differ much and so the HCM of corona is 
triggered by the Fowler-Nordheim type burst-like emission of electrons. The studies of two research 
groups strongly influenced the set-up of this assumption: 
• The similarities between the triggering mechanisms of vacuum breakdown and that of high pressure 
discharges have been emphasised and experimentally studied by Latham et al [9]. According to a detailed 
model developed (e.g. [10]), the emission starts from the site of the cathode covered by a dielectric 
inclusion. This 'dielectric switching mechanism' is supported by the measured energy distribution 
function of emitted electrons. 
• In a number of publications Mesyats et al (e.g. [11]) have dealt with the viewpoint of the common 
nature of the triggering mechanisms of vacuum breakdown and gas discharges. They explain that in a 
wide range of discharge types (inc. corona) any discharge starts due to the formation of explosive centres - 
'ectons'. 

The purpose of the present paper is to give an overview of the different methods used for the 
initiation of negative corona, the experimental results, and to discuss the correspondence of the results 
with the model proposed. 

2. EXPERIMENTAL 

2.1. Discharge gaps and gas media 

All the experiments were made in point-plane gaps. In most of the cases (if not mentioned otherwise) the 
gap spacing was 4 cm and the point electrode was stressed. The point electrodes were hemispherically 
capped wires of diameter 1 mm. The point electrodes were made of platinum (Pt), aluminium (Al), copper 
(Cu), molybdenum (Mo) and graphite (C). Their curvature radius differed from 0.5 mm not more than 10 
um. Both previously non-oxidised Cu and Mo electrodes and the ones oxidised in hot air were used. A 
number of Mo and Cu points were covered by layers of TiC>2 and HfC>2 of different thickness (1-100 nm) 
[12]. The morphological changes caused by discharge at the point surface and the microprobe x-ray 
spectra of different sites at the point surface were recorded with the help of scanning electron microscope. 

The experiments were made in four different media: stagnant media of pure nitrogen, nitrogen, 
ambient air, and in a dust-free air flow. 

Pure nitrogen: the discharge chamber was evacuated to 5TO"8 Torr and warmed up to 100 °C, the 
duration of a pumping was at least 10h. The chamber was filled with pure nitrogen (nitrogen 4.6). 

Nitrogen: the discharge chamber was evacuated to < 10"5 Torr and was filled with the nitrogen of the 
same purity as in the first medium. 

Ambient air: the measurements were made with laboratory air. 
Dust-free air flow: before the entering in a discharge chamber the air flow passed a high efficiency 

fibre filter; only the particles of less than 10 nm were recorded and their concentration was < 10  l/cm\ 

2.2. Common regularities of LCM-HCM transition 

A sketch of a typical current pulse corresponding to the transition is presented in figure 1. Depending on 
the gas medium, its pressure and point material, a step is at the leading edge of the current pulse is more 
or less pronounced, hi nitrogen a well-pronounced step is recorded in the case of C point in a wide range 
of pressures (up to atmospheric) while for Mo point a step is observable only in the limits of 100-150 Torr 
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[8]. If the other experimental conditions (pressure, point 
type etc.) are maintained the same, the leading edge does 
not depend remarkably on the gas composition used. 

In contrast, the decay of a pulse has a strong 
dependence on medium. At atmospheric pressure in pure 
nitrogen and also in un-used nitrogen the current peak imax 

is followed by a slow decay and after 1.5 us a steady-state 
HCM is established [1, 13]. After the discharge running 
some time in nitrogen, the steady HCM is replaced by a 
pulsed discharge (figure 1). The pulse duration r 
diminishes gradually with the increasing running time of 
discharge. In ambient air and air flow only a pulse form of 
the HCM exists and at the atmospheric pressure the typical 
decay time of the current is ~ 100 ns. 

2.3. LCM in stagnant media 

The LCM in stagnant media are self-sustained ones, i. e. 
they exist without external irradiation. 

The curve ABCDEF presented in figure 2 belongs to 
the discharge in pure nitrogen at near-atmospheric pressure 
[1]. The part AB is the i-Ucharacteristic for the LCM. The 
current of LCM is time-dependent: at a certain voltage the 
current diminishes with time, the decay-time has the range 
of tens of minutes. In [2] a similar curve of LCM was 
recorded in pure nitrogen at higher pressures. At the point 
B the transition BCDE to the HCM starts. If the protective 
resistor is small enough, the current pulse corresponding to 
the transition is very close to the one presented in figure 1. 
The part EF belongs to the HCM, the current is determined 
by a protective resistor. 

It should be pointed that the point electrode was used 
for a long time and its surface was covered by craters. 

In ambient air [1] the /-[/curve of the LCM (A'B' in 
figure 2) is more erratic, the dependence both on the point 
type and the sample was observed; e.g. for an oxidised Al 
point the current >10"'2 A was recorded only at voltages U 
> 7 kV. At the point B' the discharge transits to the HCM; 
i.e. to the regime of repetitive Trichel pulses. The voltage 
Uo corresponding to B' is the onset potential. 

p = 200 Torr 

U = 3.8 kV 

Figure 1: Typical current pulse in nitrogen, 
AI point; is - current step; imla - current peak; 
r - pulse duration. 

3 4 5 6 7 8 9 
DISCHARGE GAP VOLTAGE U, (kV) 

Figure 2: i-U characteristics for negative 
coronas, Pt point; ABCDEF - pure nitrogen, 
stagnant medium, self-sustained discharge; A'B' 
- ambient air, self-sustained discharge; A"B", 
A"'B"' - air flow, two different intensities of UV 
light, non-self-sustained discharge. 

2.4. Dependence of repetition rate of Trichel pulses on point properties 

As it is described in sections 2.2 and 2.3, the LCM-HCM transition as well as the LCM are dependent on 
the point properties. In [14] the influence of the point properties on the parameters of the HCM (i.e. on the 
repetition rate and the mean current of Trichel pulses) in ambient air is described. Cu points oxidised in 
hot air (thickness of an oxide layer is > 250 nm) and those covered by Ti02 layers of 5 nm and 100 nm 
thickness were tested. In the case of thick layers (250 and 100 nm) there is a huge difference between the 
repetition rate (RR) - voltage (U) dependencies for a virgin point and for a point influenced by discharge 



Z, 5000 
Q: 
a 4ooo 

2  3000 "."-"    '.. \y/%~ 
c 
.2  2000 

R
ep

et
 

o o 
o 

   
 o

 

U——► o ► o °*»-J 
8.2 8.4 

C4-262 JOURNAL DE PHYSIQUE IV 

for a longer time. The curves presented in figure 3 belong to 
one and the same point and are recorded in a similar manner: 
firstly the voltage is increased by a 0.2 kV step (8.0 kV —> 8.2 
kV-> etc.) and then decreased (as 8.5 kV -> 8.3 kV -> ). In 
the case of a virgin point a memory effect is observed: at 
every voltage the RR depends on its value at the previous 
voltage and not on the voltage established. At a certain 
voltage the RR is time-dependent: it gradually increases with 
time. This change lasts for several minutes and its duration "'" Voltage u (kvj* 
depends on voltage. After this process the point becomes 

j-4.-       J      J ^   nn  nj J • i       i- Figure 3: Repetition rate as a function 
conditioned and the RR-t/dependence is nearly a linear one. of voltag6i oxidised Cu point; v . 

For the points  covered by thin layers there  are  no dependence for virgin point;      C - 
remarkable differences between linear RR-U dependencies dependence for conditioned point, 
for virgin and used points. 

The observations with a scanning electron microscope indicated that due to the surface-discharge 
interaction a number of micrometer-size craters appeared at the surface of the points covered by thick 
layers while in the case of thin layers the craters were badly observable or they were missing at all. 

The linear dependence of the RR on the mean current of corona seems independent of the point 
properties. 

2.5. Initiation of LCM-HCM transition in stagnant media 

During the LCM-HCM transition occurring at a certain voltage the current suddenly increases by several 
orders of magnitude. To understand the nature of these huge changes it is not enough to study only the 
self-excited (spontaneous) corona pulses. The external triggering gives much more information on the 
processes leading to the transition. 

2.5.1. X-ray initiation 
In ambient air a flash of x-ray radiation of 5 keV mean quantum energy and of 50 ns half-width was 
directed through an aperture in anode to the discharge gap [1]. The repetition rate of flashes was 10 s"'. To 
minimise the influence of spontaneous pulses the measurements were carried out at voltages close to the 
onset U0. The distributions of delay times of Trichel pulses from the beginning of x-ray pulse were 
measured for different points. The distribution function varies with the point sample and voltage but 
always the highest probability of the rise of a Trichel pulse is in the limits 30-40 ns. When a Pt point is 
covered by a layer of transformer oil the current of the LCM is practically absent and the onset of 
spontaneous pulses rises remarkably (up to 1 kV) compared with U0 for non-covered points. Nevertheless 
the initiated ones start at voltage U0. At higher voltages an x-ray flash initiates a series of Trichel pulses. 

2.5.2. Laser initiation 

In nitrogen where the onset U0 ~ 9 kV is considerably higher than in ambient air the corona pulses were 
triggered using the radiation of a pulsed XeCl laser (X = 308 nm, pulse duration » 60 ns) [13]. The 
radiation was directed to the gap through an aperture in the central part of the plane electrode and it was 
focused near the point surface. The maximum intensity ~ 107 W/cm2 is much lower from that needed for 
the optical breakdown. It is possible to record laser-triggered current pulses starting from the voltage U 
«3 kV and starting from £/« 7 kV the waveform of a current pulse becomes similar to that of spontaneous 
pulses in nitrogen (figure 1) with its typical long tail. Decreasing the intensity of radiation by an order of 
magnitude the time interval between the beginning of a laser pulse and the beginning of current pulse 
changes from 5 to 90 ns. Very likely the triggering in this case is caused by the heating of the point 
surface up to the temperatures where the thermionic emission becomes effective. It is proved by the linear 

dependence ofln(imax) on 4U for a number of different radiation intensities. 
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The main disadvantage of this way of initiation is that due to the high temperature of the point a large 
amount of impurities is liberated and the gas composition changes during a short time interval. 

2.5.3. Laser-formed plasma initiation 
Although the initiation of corona pulses by laser radiation described in the previous section is an efficient 
one, it is hardly possible that such thermal mechanism takes place in the case of spontaneous corona 
pulses. For that reason another laser-based triggering method was developed [15]. In ambient air the 
radiation of a pulsed XeCl excimer laser (pulse of » 50 mJ energy, repetition rate 10 s"1) was focused on 
the Pb target at the anode surface. The plasma formed at the target radiates in a wide range of spectra: we 
recorded a quasicontinuous spectrum in the limits of 200-600 nm. A pulse of plasma radiation has the 
rise-time of 5 ns followed by an exponential decay. The pulse duration is « 40 ns. The method used allows 
to trigger corona pulses both below and above the onset potential U0. The minimum voltage where the 
triggering is achieved depends to some degree on point type. The delay time changes from 30 ns at the 
minimum voltage to 10 ns at the onset U0; at higher voltages the delay time remains nearly constant. 
Slow but systematic changes of the delay time take place with running time of pulses. Very likely they are 
caused by the fine dust particles emitted from the target: as detected with an Auger spectrometer there 
were specks of Pb at the point surface. 

2.6. Device for the study in dust-free air flow 

During experiments in a stagnant medium a 
number of accumulation processes may occur: fine 
dust particles created by discharge accumulate; gas 
composition changes due to plasma-chemical 
reactions; the heating of gas takes place. All these 
factors may influence the ionisation processes in 
gas as well as the emissivity of the cathode. 
Experiments in moving media give a possibility to 
diminish the number of uncontrolled parameters. A 
detailed description of the device presented in 
figure 4 is given in [12] and [16]. 

The rate of the air flow was changed from 10 
to 45 1/s. With the help of a heat exchanger HE it 
was possible to fix the temperature in the limits 15- 
30 °C. The dust and ions in the entering ambient 
air were removed by the filter Fi and the ion trap 

Tr,    respectively.     The    temperature,    relative 
Figure 4: Device for studies in dust-free air flow; Oscl Ocs2 -   humidit   and sure were recorded. 
oscilloscopes; A - ammeter; PC personal computer; HE - heat J .,,,..•      .     a        c       •*•      • 
exchanger; Fi - fibre filter; Tr - ion trap; AddC - source of It was possible to direct a flux of positive ions 
additional corona; Gr - calibrated grids; HL - hydrogen lamp;   into   the   discharge   chamber   using   a   source   of 
Ch - chopper; RH%, °C - hygrometer; PA - preamplifier. additional positive corona AddC. Depending on 
the point shape of AddC the ion flux was a steady state or pulsed (>104 1/s) one. The flux was changed by 
the grids Gr. The mean current of ions was recorded with the ammeter A. 

To radiate the point with UV light (A. > 200 nm) a hydrogen lamp HL (20 W) was used. The intensity 
of light was changed by calibrated slits. For temporal studies a chopper Ch with variable apertures was 
used. 

A high voltage supply HV allowed to change the voltage with the smallest step of 10 V. Mean 
currents were measured with the ammeter A and an electrometer. The waveforms of Trichel pulses were 
recorded with an oscilloscope Oscl and the repetition rates with a counter 1 and a personal computer PC. 
The counter 1 was also used for the measurements of time intervals between light pulses and the Trichel 
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ones. Slow (> 1 s) temporal changes were recorded by an X-Y recorder. For the detection of faster 
processes of the LCM a preamplifier PA, an oscilloscope Osc2 and a counter 2 were used. 

0.000001 

0.0000001 

<       1E-08 

=       1E-09 

=       1E-10 

1E-11 

1E-12 

3 H 
i                        ■ 

t«                     i 

■              o 

./■ 

^iK/ ! 

L^J^ y, /jMo| 1 

5 6 7 8 9 

Voltage U (kV) 

Figure 5: i-t/ curves of LCM; Ti02 layers are on Mo 
substrate; Cu point is a previously oxidised one. 
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2.7. LCM in air flow 

If the gap is not influenced externally, in an air flow 
at voltages less than U0 (onset in a stagnant air) a 
self-sustained LCM is missing (i < 10"12 A). The 
discharge current appears only when the UV 
radiation is directed to the point. At the same gas 
density, voltage and the intensity of the UV light the 
current recorded depends on the prehistory of the 
point: for how long the air flow has been switched 
on; whether before the recording the point has been 
illuminated and whether the discharge has been 
running. At an applied voltage U < U0, after 
switching-on the air flow and the light the current 
increases gradually and it takes tens of minutes 
before a more or less stable current value is 
established. 

2.7.1. Static characteristics 
For the reasons described above, before the 
recording of the mean current / of the LCM as a 
function of voltage U every point passed a 
conditioning procedure described in [12]. After the 
conditioning a good day-to-day as well as sample-to- 
sample (for a certain point type) reproducibility was 
achieved. In figure 5 (for Pt point see also figure 2) a 
set of i-U curves registered at a constant light 
intensity / is presented. The recording of a curve was 
stopped at the voltage where the first Trichel pulses 
appeared. The i-U characteristics for different point 
types have the same typical parts: at lower voltages 
the slope of the dependence is nearly constant and 
does not depend on point type; at higher voltages an 
upcurving of the dependence takes place. At every 
voltage the current has a strong dependence on the 
insulating film which covers the point surface as 
well as on its thickness; the maximum difference of 
currents is more than three orders of magnitude. The Figure 7: nomialised CUITent of LCM as a ^^ of 

current is determined by the insulator layer and not intensity for two point types; imra corresponds to the 
by the substrate material; in figure 6 the i-U curves maximum intensity used. 

for two different substrate material coincide. Another finding follows from this figure: at a certain voltage 
the relation of currents ///, is not equal to that of light intensities I2/I, « 50. At every voltage the current / 
is a non-linear function of intensity /, as is demonstrated by the curve in figure 7. It should be emphasised 
that the dependence is nearly the same for all the curves although the difference between imax is up to two 
orders of magnitude. 

1E-12 

6 6.5 7 7.5 8 8.5 9 

Voltage U (kV) 

Figure 6: i-U curves for points covered by 3 nm layer 
of Ti02; open and filled symbols - Cu and Mo 
substrate, respectively; relationship of light intensities 
h'h ~ 50. 
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Figure 8: Recordings of spikes; duration of 
initiating light pulse is 1.8 ms. 

29.7' c 
8.15 kV 

2.7.2. Temporal dependencies 
The results presented in this section are our very recent ones 
[16]. The temporal changes of the LCM were recorded using 
a preamplifier of 1 MHz bandwidth. The noise level allowed 
to record signals starting from 5 nA. A chopper Ch was used 
to form light pulses (pulse duration of 1.8 ms, rise-time of 50 
us and repetition rate of 50 s"1). Typical recordings of the 
current of LCM are presented in figure 8: on a steady level of 
a current pulse (which duration equals to that of the initiating 
light pulse) there is a number of sharp current spikes of 
varying amplitude. The noise level allowed to 
record spikes not more than 150 V below the voltage where 
the Trichel pulses started. 

The distribution of spikes of different amplitudes during 
a light pulse is non-random; overlapping a number of 
recordings presented in figure 8A a certain regularity appear: 
spikes of larger amplitudes start preferably at the initial part 
of the light pulse. The probability of the rise of another large 
spike during the same light pulse is very low. 
The amplitude distributions of the spikes for Pt point were 
measured as functions of voltage and light intensity. At a 
constant intensity the increasing of the voltage by 150 V 
causes a 10-fold rise in the number of spikes whose peaks 
exceed a certain value while no changes of the distribution 
function (figure 9) was found.. At a fixed voltage the light 
intensity influences both the steady level of the current and 
the total number N of spikes. The lowering of the intensity 
from its maximum value to 1/64 of it reduces the steady component from tens of nanoampers to a non- 
detectable level. The dependence of the total number of spikes N on intensity is a non-linear one 
having a trend of saturation. The amplitude distribution of spikes remains unchanged. 

The number of spikes depends strongly on temperature: its alteration by only a few degrees causes 
remarkable changes in the number of spikes. At the temperatures < 30 °C and the RH < 40% there are no 
spikes between light pulses. At higher humidities the number of spontaneous spikes increases drastically. 

The spikes recorded were integrated ones. To estimate the actual waveform of them a faster but less 
sensitive preamplifier was used: the rise-time of spikes is less than 10 ns and the halfwidth of a pulse has 
a 100 ns order of magnitude. Only the largest spikes were recorded this way and their peak value is « 10" 
A. No changes of the halfwidth of the spikes were noticed. 

2.8. Triggering of Trichel pulses in an air flow 

As a rule in an air flow the spontaneous Trichel pulses do not start at voltage U0 « 8 kV corresponding to 
the onset in stagnant air; for that considerably higher voltages (up to 9 kV) are needed. The voltage where 
the spontaneous pulses start is determined by the point sample: the less dust specks and/or protrusions are 
observed at the point surface the higher the voltage is. For external triggering experiments the samples 
having the highest mentioned voltage were selected from every point type. 

2.8.1. Triggering by an ion flux 
'Dielectric switching mechanism' [10] as well as Malter-like emission [4] assume the presence of 
insulating inclusions at the cathode. Indeed, as it was proved in our studies even in the case of previously 

Current peak (nA) 

Figure 9: Amplitude distribution of spikes; 
number at category (X) axis is the lower limit of 
the column. 
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non-covered Pt point Trichel pulses start from a site 
where insulating inclusions are present. So there are sites 
at the point where the accumulation of the charge is 
possible and it may trigger Trichel pulses. To test it, a 
flux of externally created positive ions was directed to the 
point: the experimental procedure is described in [12]. 
The triggering becomes possible already at voltages 
below Uo- A set of dependencies typical for every point 
type is presented in figure 10. It is remarkable that there is 
an onset flux of ions starting from which the triggering 
becomes possible. Unlike the i-U characteristics of the 
LCM it was not possible for the RR to fix clearly a 
dependence on point type. 

Using triggering by a pulsed flux of ions the 
dependencies of the RR on the mean current of ions were 
similar to those in figure 10. The only difference is that 
the fluctuations of the RR are somewhat larger than those 
for a steady flux. 

2.8.2. Triggering by steady radiation of integral UV light 
A hydrogen lamp like that in section 2.7 was used. A very 
stable triggering was achieved starting from very low 
values of the RR as it is demonstrated in figure 11. 
Already a very faint radiation (e.g. light scattered from the 
walls of the chamber) triggers Trichel pulses. Higher 
intensities of radiation suppress Trichel pulses. The latter 
effect depends on the point type and it is especially 
remarkable for the Pt point (figure 2, curves A"B", 
A"'B"'): 50 times higher intensity increases the starting 
potential of the initiated Trichel pulses by « 500 V. 

The RR as a function of intensity is presented 
in figure 12: the point used did not pass the preliminary 
training procedure (section 2.7.1.) and so its current of the 
LCM is small compared with that achieved after training; 
the RR saturates already at low intensities of light. 

2.8.3. Triggering by monochromatic light 
In these experiments the gap spacing was 1.3 cm. For 
triggering the light from a Xe lamp (1 kW) which passed a 
monochromator [16] or that of an excimer source (k = 308 
nm) [17] was used. 

The spectral intensity at the point plane as a function 
of wavelength (figure 13) was determined by measuring 
the spectral power and estimating the radiated area. 
The RR depends on wavelength (figure 13) and the 
dependence is different for different point types. The 
dependencies of the RR on intensity recorded for two 
different wavelengths (figure 14) have the same trend of 
saturation as in the case of the measurements with integral 
light (figure 12). The difference between the values of the 
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Figure 10: RR as a function of current of ions /,: 
previously oxidised Cu point. 
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point surface. 
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RR where the saturation is achieved is remarkable. 
Furthermore, for the Trichel pulses initiated using an 
excimer source [17] the saturation occurs at the RR ~ 10 
s-1. 

Again (see section 2.7.2.) the temperature changes had 
a huge influence on the discharge parameters. Temperature 
seems to be an independent parameter, as concluded from 
reducing the experimental results to the same gas density. 
The influence of temperature are demonstrated also by 
experiments with infrared (X = 1-3 urn) radiation of a 50 
W halogen lamp [17]. In an air flow of the rate 20 1/s and 
temperature of 28 °C the radiation of excimer lamp 
initiates 103 Trichel pulses per second. During a 70 s 
action of infrared radiation the RR increases to > 5000 s" . 
In the mentioned experimental conditions radiation warms 
up only the point surface and maybe' a very thin gas layer 
near it. 

2.8.4. Temporal characteristics of triggering 
Trichel pulses were triggered by light pulses similar to 
those described in section 2.7.2. The limits of voltage were 
chosen so that the number of Trichel pulses created during 
a light pulse was close to one [16]. At a certain voltage the 
delay time (the time interval between the beginning of the 
light pulse and beginning of a Trichel pulse) as a function 
of light intensity was recorded. Delay time distribution 
(figure 15) becomes narrower with the increasing intensity. 
The same trend takes place while recording the 
distribution as a function of voltage at a constant light 
intensity. 

Both formative and statistical time lags were 
determined from Laue plots. In the limits of the intensities 
and voltages used the formative time lags are < 50 us; i.e. 
close to the rise-time of the light pulse. Statistical time 
lags determined from the initial linear parts of Laue curves 
in figure 16 for light intensities /, 7/4, 7/8 are 82 us, 149 us 
and 350 us, respectively. 

3. DISCUSSION 
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Figure 14: RR as a function of UV intensity for 
two different wavelength; U= 6.9 kV. 
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Figure 16: Laue curves of delay time distribution 
of Trichel pulses for three intensities of UV light. 

3.1. Triggering mechanism 

As it is modelled by Morrow [18], at lower pressures only few electrons are needed for triggering and an 
avalanche series supported by a cathode feedback y mechanism leads to the rise of a Trichel pulse. At 
atmospheric pressures the onset potential is independent on point material. This effect may be caused by 
gas layers absorbed at the point surface thus making the actual /insensitive to the point material [4]. In 
contrast to this assumption, in an air flow the current of the LCM caused by UV light is very sensitive to 
the cathode type (figure 5). In spite of this the voltages starting from which the triggering becomes 
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possible for different point types lie within narrow limits (« 200 V, figure 5). So it is unlikely that the 
avalanche series of ypl, feedback lead to the rise of Trichel pulses. The other possibility that the avalanche 
series are caused by ion feedback y, is invalid as well: the number of Trichel pulses created by a pulsed 
flux of ions depends on the mean value of the current of ions (section 2.8.1.) and not on the peak value 
which is three orders of magnitude higher. Consequently, the ordinary cathode feedback mechanisms are 
not responsible for the processes leading to the triggering of corona pulses. 

For triggering at atmospheric pressures it is not enough to liberate few electrons from the cathode: 
although during an initiating light pulse (section 2.7.2.) there is always a steady component of the current, 
the temporal distribution of the probability of the rise of Trichel pulses (figure 15) corresponds to the 
temporal distribution of the current spikes of the LCM having large amplitudes (figure 8A). So it is 
natural to suppose that a Trichel pulse is triggered by a larger current spike. A correspondence between 
the time intervals between larger current spikes (figure 8B) and the statistical time lags of Trichel pulses 
(section 2.8.4.) supports this assumption. The spikes recorded are not the fluctuations of the photoassisted 
current caused by the avalanche statistics; already the non-random distribution of spikes during a light 
pulse (figure 8) proves it. Consequently, the 'particles' which trigger Trichel pulses are current spikes of 
the LCM. 

So the problem of the triggering of negative corona is reduced to the mechanism of the rise of the 
current spikes of the LCM. It is likely that spikes are caused by the switch-on of an extra emission 
mechanism. As a Trichel pulse always arises from a site where an insulator inclusion is present [12], let us 
analyse the nature of the initial currents from the viewpoint of a metal-insulator-gas (MIG) system like it 
is done for metal-insulator-vacuum systems [10]. 

A sketch in figure 17 corresponds to the situation where an 
emissive site is switched on; i.e. both traps and surface states are 
filled, the metal-insulator barrier is thin enough for tunnelling , 
and the barrier of the insulator-gas interface is lowered to the 
level which allows the emission of thermoelectrons [10]. As in 
our conditions the current is not recorded without UV radiation 
(section 2.7.), the voltage drop across the MIG system is too low 
for stable tunnelling. Another difference from the sketch 
presented is that in our case the layers of Ti02 and Hfö2 were 
very thin ones and so the linear parts at the sketch belonging to 
the bulk of the insulator may be absent. 

So without external assistance both the surface states and traps are empty and the emission current is 
absent. Under the influence of UV radiation the electrons are transferred from the valence band to the 
conduction band. These elections may be emitted thermionically (thus causing the steady component of 
the LCM current) or captured by empty traps and surface states. The higher the UV intensity is the more 
surface states are filled. The electrons filling the surface states will screen the bulk of the insulator from 
the applied field. This is a probable reason for a non-linear dependence of the mean current of the LCM 
on UV intensity (figure 7). UV radiation not only causes the emission but also changes the band 
configuration. Due to the UV action the traps and surface states are more-or-less filled the increasing of 
the applied voltage makes the tunnelling possible and a burst of electrons is injected to the insulator. A 
part of them is thermionically emitted, another part is captured by surface states, thus interrupting the 
emission. Of course the similar burst-like emission may be caused not only by UV light but also by ions 
accumulating at the insulator and thus increasing the voltage drop over the MIG system (section 2.8.1.) or 
by the heating of the point due to the laser radiation (section 2.5.2.). 

The burst of electrons emitted is amplified due to gas amplification and is recorded as a current spike. 
The higher the voltage is the larger the spikes are and the shorter is the time interval between spikes. The 
experimental findings described in this paper (including long-term changes of emissivity during the 
conditioning) are qualitatively explainable on the basis of the model proposed. 

Besides, some speculations on the influence of the gas composition on the triggering characteristics 
are possible. Depending on the gas absorbed at the electrode it may cause upward as well as downward 

Metal 

Figure 17: Configuration of energy gaps; 
F.L. - Fermi level; C.B. - conduction band; 
V.B. - valence band; T - traps; S.S. - 
surface states. 
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bending of energy zones near the insulator-gas interface, thus changing the efficiency of emission. 
Oxygen and water vapour are bending the zones downward; maybe that is a reason why in humid air 
spontaneous spikes (and so Trichel pulses) arise more frequently (section 2.7.2.) and the onset of negative 
corona in nitrogen (section 2.5.2.) is considerably higher than in air. 

3.2. Repetition rate 

At a certain voltage and under conditions where spontaneous corona pulses are practically missing the RR 
is controlled by a flux of ions and/or by some kind of radiation (e.g. figures 10, 12). Whether the control 
of these triggers is caused by their action to the gas or to the cathode is not obvious. 

The radiation may cause the detachment of electrons from negative ions existing in the gap, thus 
diminishing the influence of negative space charge. As a result Trichel pulses may arise more frequently. 
The same effect may be caused by a flux of positive ions - the concentration of negative ions may 
diminish due to the ion-ion recombination. The experiments with monochromatic light contradict the 
described explanations: the dependencies in figure 13 give the basis to confirm firmly that the repetition 
rate is determined by the emission of the point as there is a strong dependence of the RR on the point type. 

The RR as a function of the intensity of initiating particles/radiation has always a trend of saturation. 
First of all the limitation of the rise of the RR may be caused by the space charge of negative ions created 
by the Trichel pulses. Calculations based on literature data for field distribution [19] and the mobility of 
negative ions [20] give drift times Td = (2.2-2.6) ms for 4 cm gap and voltages used (figures 10, 11, 12) 
and Td « 0.25 ms for 1.3 cm gap (figure 14). It means that starting from RR > \ITd the negative space 
charge created by Trichel pulses accumulates in the gap thus reducing the field (and also field-dependent 
emission) at the point surface. Indeed, the saturation of the dependencies recorded starts at the values of 
the RR close to the calculated. 

For 4 cm gap at close voltages the level of saturation of the RR differs for different point types 10 
times (figures 10, 12); so there must be another reason for the creation of limiting space charge: it may be 
created by the steady component of the current existing between Trichel pulses. This steady component 
should be different for different point types like in the case of the LCM (figure 5) and for this reason the 
value of the RR at which the saturation is achieved is different for different point types. The limitation of 
the RR by the steady component is also the probable reason why higher intensities of UV light prevent the 
rise of larger current spikes and so at higher UV intensities Trichel pulses start at higher voltages (figure 
2). 

A number of different methods were used for the triggering of negative corona. Once triggered a 
corona pulse becomes independent on the way of its creation; i.e. its parameters are determined by the gas 
composition. For this reason in a gas flow where the discharge does not change the gas composition, a 
linear dependence of the RR on the mean current of corona has the same slope in spite of the fact that 
spontaheous or in some way initiated pulses are recorded. This statement based on a number of 
experiments in a dust-free air flow. So the slope of the RR-mean current dependence in a gas flow may be 
used as an indicator of the gas composition. 

CONCLUSIONS 

• Study in a dust-free air flow allows to record the parameters of negative corona with a good 
reproducibility. 

• Even at atmospheric pressures in air the current of the LCM is very sensitive to the surface properties. 
• Negative corona is triggered by a short-duration burst-like emission of electrons. 
• The dielectric switching mechanism explains a number of experimental findings without any 

contradictions. 
• The common nature of the processes leading to the breakdown both in vacuum and in gases have 

found its further verification. 
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•    Study of current spikes of the low current mode is an easy way to collect information about the 
processes preceding the switch-on of emissive sites. 
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Abstract: A ID in position and 2D in velocity Particle in Cell with Monte Carlo Collision model of a low-pressure 
nitrogen discharge plasma has been coupled to a ID reaction-diffusion kinetics for the whole vibrational ladder of the 
N2(X) state, for the vibrationally lumped N2(A), N2(B), N2(C), N2(a') states as well as for N atoms. The model 
includes several electron-molecule as well as molecule-molecule processes. The effect of the self-consistent coupling of 
the two models on the results in the case of a parallel-plate RF discharge is discussed for two different values of the RF 

frequency. 

1. INTRODUCTION 

Most non-equilibrium plasmas of interest are characterized by a large number of electrons in the Debye 
sphere: in these conditions the interaction between charged particles can be approximated by a particle- 
space charge field interaction. This point of view is assumed in the so-called Particle-in-Cell, or PIC 
approach [1-5]. The advantage of particle methods such as the PIC over macroscopic 'fluid' approaches is 
the possibility of calculating the electron energy distribution function, or eedf, fie). This function is 
defined in such a way that the fraction of electrons with kinetic energy between £ and e+de is given by 
e1/2 f(e) de. It gives an information on the electron kinetics that cannot be summarised by any single 
macroscopic parameter in the non-equilibrium case, differently from the near-equilibrium one, where the 
translational energy is distributed according to the Maxwell-Boltzmann law, which is completely 
characterized by the translational temperature T. Despite the impressive power and success of PIC/MCC 
approach, in order to apply it to the free electrons in low temperature plasmas it is necessary to include 
the interaction between the gas chemistry and the electron dynamics in the non-equilibrium case/that is, 
including state-to-state chemical kinetics with all the relevant electron-molecule collisions. The most 
important effect of the interaction between vibro-electronics kinetics and free electron kinetics is due to 
the effect of the super-elastic, or second kind collisions of electrons with excited molecules in the 
discharge plasma, leading to a change in shape of the eedf and thereby influencing the values of the rate 
coefficients for the state-specific kinetics [6]. In the following the present status of a comprehensive 
coupled particle (lDr2Dv) / continuum (ID) model for discharge plasmas in pure Nitrogen realized in the 
last two years will be described. 

2. DESCRIPTION OF THE MODEL 

In the PIC approach the Newton equations for a large ensemble (104 - 105 particles) of electrons and 
positive ions are solved taking into account the local electric field as it results from local interpolation 
within a cell of a mathematical mesh (from what follows the name 'Particle in Cell'). After any calculation 
step of the motion equations, the electric charge in any cell of the mesh is determined from the number of 
electrons and positive ions found in the cell itself. Known the electric charge density, the electric 
potential and field are determined by solving the Poisson Equation on the same mesh. Symbolically 
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A<p(r) = -p(r)/£0 

E(r) = -Vp(r) 
2 

^Tri(t) = (q/m)iE(r) (1) 

dr 

(ri.qi)au particles->^r> 

Any simulated particle is really a 'superparticle', characterized by a 'weight' w which must be 
taken into account when sampling particles to deduce the charge density p but does not affect the q/m 
ratio. Therefore 'superparticles' follow the same equation of motions of the physical electrons or ions 
but they contribute wq to the space charge. 
In the following we will consider a ID model in space, with two limiting surfaces at x=0 and x=L. The 
mesh used for space charge and the Poisson equation consist on n+1 equispaced points at the positions jh, 
with j=0,l,...,n, and h = L/n is the grid spacing. 

To sample the particles in space we use the so-called CIC (Cloud-in-Cell) sampling which assigns 
the (super)particle charge wq to the two neighbouring grid points (one on the right and one on the left of 
the particle) in two fractions depending on the particle position, 

for any particle i: 

jh<Xi<(j + l)h 

Q(J + l)^Q(j + l) + wqi^^ (2) 
h 

Q(j)<-Q(j) + wqi
(j + 1)

t
h~Xi 

h 

where the index j labels the mesh cells white i runs over particles. The mesh-interpolated space charge is 
calculated from the quantities Q(j) as 

p(j) = (hS)-1Q(j) (3) 

where S is the plasma cross section, which can be put equal to 1 (actually in a ID system superparticles 
are infinitely thin 'sheaths' of charge, and the relevant charge density is a line density, measured in 
coulomb nr1. The factor S disappears when calculating E from p). The same formulas must be used to 
weight (interpolate) the electric field acting on any particle, otherwise non-physical self-forces appear. 

The Newton equations are solved using a simple scheme with interlaced grids for velocity and 
position, the so-called Leapfrog method: 

v'i = vi+(qi/mi)E(r,t)At 

rF
i = ri+v'iAt (4) 

Note that the difference with respect to the explicit Euler method is just the substitution of v with 
v' in the second equation. This simple method is excellent for PIC provided it operates within its stability 
domain itv^At < 1, where Vpi is the electron plasma frequency. The Poisson equation, is solved 
numerically. The grid spacing h selected must be not too much higher then the electron Debye length and 
possibly smaller, and at the same time sufficiently large to avoid average-speed electrons travelling more 
than h in a single timestep. In order to apply the PIC method to collisional discharge plasmas, the electron 
(ion) / neutral collisions must be included. The inclusion is realized by the test-particle, null-collision 
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Monte Carlo method. The overall simulation technique is called PIC/MCC, where MCC stands for Monte 
Carlo Collisions PIC/MCC simulation of plasmas produced by high-frequency electnc discharge has 
given results in remarkable agreement with experiments for what regards the election dynamic quantities, 
in particular the eedf [7]. . . 

The cross section for the electron-null species collision is chosen to obtain a constant total 

collisions frequency vtot» glven by 

not £np(x)o-p(£) (5) 

where the sum runs over collision process, ap(e) is the cross section and np(x) the number density of the 
collision partner. The A range is defined as 0<x<L and e<eiim, where eiim is the limit of the scale of 
kinetic energy used to interpolate the cross sections. It is exential to maximize the frequency in space as 
well as in energy to calculate vtot, since the gas composition is a function of position in the model. In this 
case the collision times are in fact distributed according to the law of free (flight) times 

f(0= Vtot exp(-vtot t) 
(6) 

and the time to the next collision can be calculated by 

tc=-Vt"otlnT C7) 

where 77 is an element of a set of random numbers uniformly distributed between the values 0 and 1. The 
kind of collision process (including the null one) which occurs after the free flight is also randomly 
selected according to the related collision frequencies. After any collision, the new electron energy and 
the scattering angle is easily determined depending on the nature of the collision itself. The new charged 
particle speed is calculated according to the energy loss (or gain, for an exothermic 'super-elastic' or 
'second-kind' collision). Elastic collisions also contribute to the energy loss (gain) because a superthermal 
particle transfers an energy fraction about 2m/M to the neutral, while subthermal particles are heated by 
elastic collisions with neutrals at the gas temperature T: this is important for ions in the bulk region of the 
RF discharge. 'Superelastic' collision cross sections are calculated from the corresponding inelastic one in 
order to guarantee a Maxweel eedf in the equilibrium case, by 

ge<Tsup(e) = g*(e + Ae)c7in(£ + Ae) (8) 

wUl    111     LIU-'    WVJUl.l.AL/l.iV**"    ^l*UV)     KSJ 

^sup(£) = g*(e + Ae)<7in(£ + Ae) 

where g and g* are the intrinsic statistical weight of the target molecule for the two processes. 
Treatment of scattering is very simple if isotropic scattering is assumed: 

cost? = 1-2/7 

/ r- (9) 
sin# = Vl-cos  # 

where T\ is again a real random numbers in the (0,1) range, but in this case the elastic collision frequency 
must be calculated using the momentum transfer cross section in order to match the drift and diffusion 
coefficients in the energy space. In order to fit the Monte Carlo random collision times and the PIC 
timestep, the particle timestep flow-chart must be modified in order to allow collisions to take place at 
any intermediate time within the timestep, even more than once within a single PIC timestep [1]. The 
alternative method to treat collision events exactly at the end of the PIC timestep [3] is faster but can be 
used only for very low gas pressure (on the order of the mtorr). The code described in this paper as well 
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as in ref. [4,5] is based on the modified timestep cycle: any particle is represented by the set of numbers 
{i, r(i), v(i), tc(i), f(i)}. Here i identifies the i-th simulated particle, r and v are the position and velocity 
vectors assigned to the particle, tc is the time left to the next Monte Carlo collision event, and f is a flag 
representing the nature of the particle (electron or ion, f=0 is used for particles to be deleted from the 
simulation at subsequent steps). 

Let us now describe the coupling of the code described above with the reaction-diffusion kinetics 
of neutrals (fig.l) 

Boundary 
Conditions Poisson Equation 

electric 
field 

▼ 
Reaction/diffusion 
Equations 

space 
charge 

eedf 

electr./ion 
density 

gas composition 

Particle 
Dynamics 

Figure 1: model scheme 

During the calculations, the densities of different species subjected to several chemical reactions 

vrl Al + Vr2A2 +•.. -> V rl Aj + v' r2 A2 +... (10) 

must be updated by solving the equations for their reaction and diffusion kinetics, taking into account that 
the parameters entering these equations will not be constant, but on the contrary they will result by 
applying some linear functionals to the local electron energy distribution function f(e,x,t), this last is 
sampled on the kinetic grid from the PIC-MCC simulation. The grid used for the chemical kinetics is not 
the same as the one used for the Poisson equations. It consist of N grid points located at XJ = (j-l/2)H, 
with j=l,...,N, where H=L/N is the grid spacing. Particles are assigned to the grid by the NGP (Nearest 
Grid Point) sampling: 

for any particle i: 

(j-l)H<Xi<jH 

(k-l)A£<£i<kA£ (11) 

Fj,k^F j,k+w 

where Ae is the energy grid spacing, and z\ the kinetic energy of the electron. The local eedf, particle 
density and mean energy are calculated from the function Fit 
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f(j,k) = ■ j'k  ^  (12) 

ne(J) = H"1Xk
Fj,k (13) 

e(j) = Xk(k-i)3/2Ae5/2f(j,k) (14) 

The treatment of ions is exactly the same. 
In reacting plasmas usually the relaxation times of the chemical kinetics are by far higher that the 

corresponding ones for the electron kinetics, therefore an adiabatic approach to the solution for the steady 
state can be applied. Our method consists in solving the vibration and diffusion kinetics up to the steady 
state at different times {tn} during the PIC-MCC simulation (which is by far more computationally 
expensive). At each tn the space-dependent values of rate coefficients and electron density are obtained 
from the PIC-MCC, time-averaged over the period tn-tn-l- The solution of the chemical and diffusion 
kinetics gives a new state-to-state composition and related electron-molecule collision frequencies for the 
PIC-MCC. The state-to-state gas composition is obtained differently for charged and neutral particles. 
Charged particle densities are infact obtained by the PIC/MCC simulations. As for neutral densities, they 
are obtained by finding a stationary solution for the following set of non-linear, one-dimensional reaction 
and diffusion equations 

^^s^ + E/^s-Vrs)^]!.^ <15> 

which holds if the reactions (14) are elementary: otherwise the proper kinetic laws must be included. Here 
ns is the particle density and Ds is the diffusion coefficient of the given species, while kr is the rate 
coefficient of the r-th reaction and the product is extended to reactants only. The chemistry of gas 
molecules interacting with the reactor walls is connected with boundary conditions of the system. Let us 
consider only first order or pseudo first order reactions 

As -> vrlA + vr2A2 +• • • (16) 

taking place on surface, with probability prs. The catalytic boundary conditions are: 

da 
-D, —t 

dx 
x=0 x=L 

= ~ZrsPrs^ + Xr's'sPr's' Vr'S^S' (17) 

where <|>s is the thermal diffusion flux of As particles to the wall surface, given by 

0s=(KT/27mis)
1/2ns(x = O) (18) 

for x=0, and analogously for x=L. Let us now consider some examples of chemical reactions included in 
the model. A typical example is the so-called mono-quantum VV or VT relaxation process 

VV:   N2(v) + N2(w)->N2(v-l) + N2(w + l) 

VT:   N2(v) + N2->N2(v-l)-l-N2 (1 } 
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These processes have rate coefficients which depends on the vibrational status of the colliding molecules 
as well as on the translational temperature. 

kvv =f(T,v,w) 

kVT = f(T,v) 
(20) 

The explicit expression of k is calculated fitting by the SSH theory the results of molecular dynamics 
calculations, as in [8]. Another important class of chemical processes in plasmas is the eV one, i.e. the 
transition between two different states of a molecular species due to electron impact, for example: 

e + N2(X,v)->e + N2(X,v') (21) 

The rate coefficient of the process in this case has a more complex expression because of the 
strongly non-Maxwellian shape of the electron energy distribution in typical cold plasmas. It depends on 
the whole eedf and cannot be written a function of macroscopic parameters, say the electron 'temperature' 

k = A&l?(e)CT(e)d£ (22) 

where f is the electron energy distribution, me the electron mass and CT(E) the cross section of the 
elementary process. 

In the model described, the ID reaction-diffusion equations after introducing the mesh is solved 
for the steady state by a partially-linearized Gauss-Seidel relaxation method [5]. 

r 

3. CASE STUDY: RF DISCHARGE IN NITROGEN 

The model was applied to a discharge in pure Nitrogen, produced into a parallel-plate high frequency 
reactor within the two plane electrodes. One of the plates (the so called 'grounded electrode') is constantly 
kept at zero voltage, while the other one (the 'powered electrode') is driven by an external generator, not 
explicitly simulated, to an oscillating voltage. This approximate treatment neglects the circuit as well the 
surface charge effects. 

Table I: simulation parameters 

RF voltage 500 
RF frequency (MHz) 13.5 (case a) 

,,           ,, 27 (case b) 
discharge gap (cm) 4 
pressure (torr) 0.1 
simulated particles 15000 (case a) 

//           // 36000 (case b) 

timestep (s.) IG"10 

simulation time (s.) 310"4 

PIC grid spacing (cm.) 0.01 
kinetic grid spacing (cm.) 0.1 
secondary emiss. coeff. 0 
particle reflection coefficient 0 

accomod. coeff. (vibrational) 10"3 

accomod. coeff. (electronic) 1 
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The boundary conditions are accordingly 

<p(0,t) = 0 

<p(L,t) = Vrf cos27tft 
(23) 

where f is the RF frequency. Only electrons and N2+ ions are moved as particles. The choice of the 
prevalent ion is discussed in [4]. Numerous electron-molecule collision processes are included, while for 
the ion/neutral we have included the elastic and charge transfer N2+/N2 processes. Details are in [4,5]. 
As regards the simulation conditions, they are reported on table I.Concerning the vibrational kinetics, the 
model includes 46 vibrational levels of N2 and a 47th pseudo-level to take into account dissociation by 
the 'ladder-climbing' mechanism [6]. The e-V excitation processes of N2 molecules have been included 
by using the formula (22) with scaled e-V cross section from the literature in order to cover the whole 
vibrational ladder. Details in ref. [5]. 

A simplified electronic kinetics of nitrogen molecules has also been included in the 
reaction/transport code. We considered the following electronic states: XJ£g (ground state), A3E (6.17 
eV), B3II(7.35 eV), a^E^^O eV), C3n(11.03 eV). The excited states are primarily produced in 
discharge conditions through electron-impact excitation processes. At the same time, bimolecular 
processes involving heavy particles collisions have been considered using the kinetic scheme of 
Garscadden and Nagpal [9], but taking into account the threshold of internal energy for the X partner in 
the A+X->B+X reaction channel, i.e. we wrote 

N2(X,v>5) + N2(A)->N2(B) + N2(X) (24) 

as shown experimentally by Piper [10]. This last point is very important because vibrational kinetics 
affects the electronic kinetics also through the strong dependence of the rate coefficient of reaction above 
on the vibrational temperature. Let us examine the results. Figure 2 shows the time-averaged electron and 
ion density at the steady state, while fig.3 shows the result for the particle mean energy. The known 
phenomenological characteristics of the RF parallel plate discharge are displayed by the model results. 
High energy electrons are produced in the sheath region when they enter a 'contracted' sheath region and 
are consequently subjected to strong electric fields during the sheath expansion stage ('a regime RF' 
discharge). 

0.01 0.02 0.03 0.04 

position (m) 

11'i■■II"' i ■ 

i ' 

0,01 0,02 0,03 0,04 

position (m) 

Figure 2: electron (full line) and ion (dashed line) density calculated at (a) 13.5 MHz and (b) 27 MHz 
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Figure 3: electron (full line) and ion (dashed line) mean energy calculated at (a) 13.5 MHz and (b) 27 MHz. a: full 
model, ß: neglecting the change of gas composition on the PIC/MCC 

The fast electrons diffuse in the bulk, and as a result the mean electron energy in the bulk plasma 
is by far higher than the one which could calculated by solving the quasi-isotropic, uniform Boltzmann 
Equation according to the bulk effective electric field ('non local' electron kinetics). At the same time, 
positive ions in the bulk plasma are at room temperature because of the effective energy exchange with 
neutrals, while they are accelerated up to quite high values of the mean energy close to the electrode 
surfaces. Furthermore, it can be observed the effect on the results of increasing the RF frequency. In a 
pure a regime as the one shown here the RF frequency f is expected to have a strong effect on the 
discharge characteristics, since the sheath expansion frequency is equal to f and the peak sheath expansion 
speed is an increasing function of f. It can be seen that, due to the larger energy depositions, the 

fc 

5 10 15 
electron energy (eV) 

5 10 15 
electron energy (eV) 

Figure 4: electron energy distribution functions calculated at (a) 13.5 MHz and (b) 27 MHz. a: bulk plasma, ß: close 
to the left electrode (x=0.8 cm), y: bulk plasma, but neglecting the change of gas composition on the PIC/MCC 
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Figure 5: vibrational distribution function in the bulk plasma calculated at (a) 13.5 MHz and (b) 27 MHz. a: full 
model, ß: neglecting the change of gas composition on the PIC/MCC 

bulk ionisation degree is larger. The ionisation degree is higher also in the sheath region, and 
consequently the peak sheath region extension is reduced: this kind of 'buffering' effect reduces the 
energy transfer to the bulk discharge, but the overall effect of increasing the RF frequency is by far higher 
pumping. In fig.4 it is shown time/averaged, steady state eedf calculated in two different positions in the 
discharge gap. As can be seen, the eedf near the electrode surface has a very long tail, which can be 
retraced in the high energy tail of the bulk plasma eedf, again confirming the strongly nonlocal 
conditions. In the same figure it is also shown the effect of the coupling of the PIC/MCC with the vibro- 
electronic kinetics, by comparison with a bulk plasma eedf calculated for a 'cold' gas in the same 
conditions. 
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Figure 6: density of selected electronic states of N2 molecules calculated at (a) 13.5 MHz and (b) 27 MHz 
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Figure 7: relative difference between the time averaged electric field near the left electrode calculated with the full 
model and neglecting the change of gas composition on the PIC/MCC 

It can be observed that the eedf in the bulk plasma is strongly influenced by the coupling with the 
chemical kinetics in the energy range of vibrational excitation processes in both cases, while at the higher 
frequency the eedf is also influenced in the energy range for electronic excitation processes, due to 
electronic super-elastic collisions, specially e/N2(a'). In fig. 5 one can observe that the change in shape of 
the eedf is able to influence strongly the shape of the vdf, by increasing the energy input through e-V 
inelastic processes to be redistributed by VV processes (and quenched by VT one on the very tail of the 
vdf, as can be seen from the figure). Finally fig 6 shows the calculated space dependent densities of the 
selected electronic states of Nitrogen molecules. For these calculations an accomodation on the wall equal 
to 1 was selected, and the result is a strong gradient of concentration at the boundary: the value of the 
accomodation coefficient is however not an essential parameter here, since electronic states are mainly 
destroyed by volume processes (collisional and radiative). 

The effect of the vibro-electronic kinetics on the PIC/MCC particle dynamics is reflected in turn 
on the electric field itself, as it is shown in fig.7, showing the relative difference between the time 
averaged value of the local electric field with and without self-consistent coupling. 

Table II: simulation results for the bulk plasma 

13.56 MHz 
(full model) 

electr. density (cm"3)   6.2 10" 
electr. m. energy (eV)   0.94 
Toi (K) 2800 

13.56 MHz 
(decoupled) 

64 109 

0.80 
2200 

27 MHz 
(full model) 

2.11010 

1.22 
4600 

27 MHz 
(decoupled) 

2.5 1010 

0.71 
2700 

The combined effect of chemical kinetics and discharge frequency is better observed by 
inspecting table II, which also reports the Toi 'bulk vibrational temperature' defined according to the 
'Boltzmann' relation for the ratio vdf(l)/vdf(0). As can be shown, the effect of the super-elastic collisions 
on the PIC/MCC kinetics is an increasing of the electron mean energy and a slight reduction of the 
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plasma density. This last point may sound strange compared to the phenomenology of OD plasmas, but it 
can be understood for an RF discharge: the most of the low-energy electron are infact trapped by the 
rather shallow ambipolar potential well. Super-elastic collisions raise the mean energy of the bulk 
electrons allowing them to reach the oscillating sheath regions, thereby increasing the energy deposition 
in the vibrational excitation channel but with no significant effect on the tail of the eedf. At the same 
time, charged particle loss takes place by ambipolar diffusion as the ions enter the pre-sheath region at 
Böhm velocity VB = (KTc/mO, and this dynamics is automatically reproduced by the PIC/MCC: therefore 
the increasing of the electron mean energy due to super-elastic collisions also increase the ambipolar 
diffusions losses. 

4. CONCLUSIONS 

A lDr2Dv PIC/MCC model for bounded Nitrogen plasmas has been coupled self-consistently to a ID 
vibrational, electronic and diffusion kinetics for molecules. The coupling produces effects on 
macroscopic plasma parameters and on the vibrational kinetics through a complex interplay of plasma 
dynamics and heavy particle kinetics which has no analogues in the uniform plasma models. Results 
confirm the necessity of full self-consistent modelling of chemical plasmas for ID (and presumably 2D) 
RF discharge studies, specially at the higher frequencies. 
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Abstract. For arcs at atmospheric pressure which have cathodes that are thermionic emitters, it is possible to 
calculate the major properties of the arc and the electrodes as a function of current, by accounting for electrode 
shape and the heat transfer processes occurring at the surface of the electrodes. Such processes occur due to 
electron and ion emission and absorption and also from radiation emission and absorption. Electrical resistance of 
the plasma near the electrodes is calculated either by taking account of ambipolar diffusion or simply using the 
local plasma value, with mesh sizes sufficiently large to account for ambipolar diffusion. Derived temperature 
profiles are in fair agreement with experiment. Results of electrode temperatures and arc melting effects, including 
such phenomena as the transition from globular to spray modes in arc welding, are also in good agreement with 
experiment. Prediction of properties for non-thermionic cathodes still constitute a major problem. Approximate 
calculations indicate that electrons at the surface of the non-thermionic cathodes may be produced by photo 
ionisation of neutral atoms rather than by field emission. 

1. INTRODUCTION 

Properties of electric arcs at atmospheric pressure depend not only on the arc plasma medium, but also 
on the electrodes. In particular they.depend on the electrode shape and whether or not the cathode is a 
thermionic emitter. With the availability of modern high speed computers, it has recently become 
possible to make detailed predictions of properties of electric arcs from basic material properties, 
provided the arcs have thermionically emitting cathodes. Thus, given the electrode shape and the 
material properties of the plasma and the electrodes, it is possible to calculate the maximum temperature 
of the arc, the diameter of the arc, whether the electrodes will melt and the velocity profiles of the 
plasma flow within the arc, for any given arc current. 

To make this type of prediction, we need to understand the physical processes that are occurring. 
We also need to know which of these processes are dominant, so that we can make adequate 
approximations to be able to make computations in a reasonable computation time. It is often the case 
that we understand the many atomic processes very well, but even with the enormous improvements in 
the speed and availability of computers, we still are unable to make economic computations in a 
reasonable time. The art of making valid approximations is then all important. 

The major requirement is to include an account of the electrode shape [1] and the heat transfer 
processes that are occurring at the surface of the electrodes. For thermionic cathodes, the non 
equilibrium electrical conductivity of the plasma near the cathode surface can be obtained by calculating 
charge densities taking into account ambipolar diffusion [2]. Calculations indicate that for arcs with 
thermionic cathodes, the regions where positive and negative charges are unequal are small and can be 
neglected [3]. 

The calculation of detailed properties of arcs with non thermionic cathodes represents a major 
unsolved problem. Experimental evidence indicates that there is a sheath at the surface of cathodes with 
a voltage drop of 15-20 V, which has a remarkably small dependence on cathode material, plasma 
composition or arc current ; Kesaev [4], Matsumura et al [5]. There must be some mechanism for the 
production of the electrons for the arc current, at, or in front of the cathode. For vacuum arcs, the 
electron emission is generally accepted as being due to field emission caused by a high field produced 
by a sheath of positive ions in front of the cathode [6]. For high pressure arcs there is another possibility 
- photo-ionisation in the cathode sheath of neutral atoms in front of the cathode by ultra-violet photons 
from ions in the plasma. 
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We discuss the arc column in section 2, the cathode and cathode sheath for thermionic cathodes in 
Section 3, the anode and anode sheath in Section 4, and the cathode and cathode sheath for non- 
thermionic cathodes in Section 5. Finally, in Section 6, we present specific predictions compared with 
experiment of (a) the tips of sharp tungsten cathodes melting off at high current, (b) the effect on arc 
and electrode properties of adding hydrogen to argon, (c) the change from globular to spray transfer of 
molten metal in "Gas Metal Arc Welding (GMAW)" for arcs in argon, and (d) the different properties 
of electrode melting for arcs in carbon dioxide. 

2. ARC COLUMN 

It has been known for a long time that the column of electric arcs can be well represented as a plasma in 
local thermodynamic equilibrium; Finkenburg and Maecker [7]. The basic equations defining the 
temperature are conceptually simple, namely the equations for conservation of mass, energy, momentum 
and current. The equation for conservation of mass is 

3p      l   3 3 
— + - — (rpur) + — (puz) = 0; (1) 
dt      r 3r 3z 

p is the density, and ur and uz are the radial and axial velocities in the r and z directions. The equation 
for conservation of energy is 

3(ph)    I   3 .,3,      .,     1   3frk3rA    d fk dh\   j^+jz2 
-T- + 7 -(rpurh)+— (puzh)= - -——+_— +JJ-Jz_ -U; (2) 

ot       r 3r 3z r 3r^cp3rj   3z|^p3zj        a 

h is the enthalpy, k is the thermal conductivity, U the radiation emission coefficient, cp the specific heat, 

o the electrical conductivity, and jr and jz the radial and axial current densities. 
The equations for the conservation of radial and axial momentum are 

3(pur)     13,3 3P    . l   3 /     3ur 
-r~+ - -(rpur^) + — (puru2) = -— -jzBe + - - Uni-1 

ot 3r 3z 3r r 3r|^      3r 

3 Ai3uz      ySujA ur + ^t~37 + ^7j-^r2 (3) 
and 

3(pu2)      13, 3 ,     9,        3P      . d f   3u7 —Z— + 7 ^(rpuzur) + — (puz2) = - — + Jr Be + —2^ 
ot ' 3r 3Z 3z dx\    3z 

1 3 (r n.3uz   r |j.3ur 

P is the pressure,   \i  is the viscosity, g the gravitational acceleration and Be the azimuthal magnetic 
field. Be is determined from Maxwell's equation 

r 
3 
— (rB6) = |ioyz ; (5) 

where \i0 is the permeability of free space; j = aE, where E = -VV and V is the potential. The current 
continuity equation is 

1   3 ,    3V       3      3V 
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The above conservation equations also apply to the solid electrodes, and the molten metal, if the 
electrodes are molten, as is the case for welding arcs, discussed later in Section 6.3 and 6.4. Then the 
boundaries of these three phases need to be specified on the grid system and the material functions at 
each grid point chosen appropriate to each phase and the local temperature. 

3. THERMIONIC CATHODES AND CATHODE SHEATHS 

3.1 Electrode Heat Exchange Processes 

Calculations at points on the electrode surface need to include the heat transfer processes occurring at 
the surfaces. Additional to the usual energy fluxes by thermal conduction are energy losses by thermal 
radiation from the hot electrode, cooling or heating by the electrons leaving or entering the solid and 
heating by ion bombardment. Heating of the electrodes by radiation from the arc is neglected. For the 
cathode, the additional energy flux, F, is 

F = -eaT4 - ljel(|> + IJilVi; | (7) 

e is the emissivity of the surface, T is the surface temperature, Q is the work function, je and jj are the 
electron and ion current density, a is the Stefan Boltzmann constant, and V, is the ionisation potential of 

the plasma. The term in § represents the loss in energy from electrons leaving the cathode and 
overcoming the work function potential. The ion current density, ji, is taken to be j - jR at the cathode 
surface, where j is the cathode surface current density from the current continuity equation (6) and jR is 
the theoretical electron current due to thermionic emission obtained from jR = AT2exp(-<]>e/kT); e is 
the electronic charge, k is Boltzmann's constant and A is the thermionic emission constant for the 
surface of the cathode. If jR is greater than j we take jj to be zero. The assumption that heating of the 
cathode is given by Ijjl Vj is supported by the experimental results of Winters et al [8]. These 
experiments suggest that the full ionisation potential Vj is delivered to the cathode, there being no 
reduction in Vj by <|>, presumably because the electron for neutralisation of the ion is provided within the 
cathode surface. 

3.2 Cathode-Arc Sheath Resistance 

There is a major problem associated with electrode effects. We need to decide how to calculate the 
electrical resistance of the plasma near the electrodes, where the plasma temperatures are relatively low. 
If we assume local thermodynamic equilibrium and a collision dominated sheath, the electron density 
would be effectively zero at the melting temperature of the electrodes, so that then the equilibrium 
electrical conductivity would be zero. For finite electrical conduction, there must be some mechanism 
such as thermionic emission or ambipolar diffusion to make these regions highly conducting. To 
account for ambipolar diffusion an effective electrical conductivity has been calculated for mesh 
intervals at the cathode surfaces [2,9-11]. 

First, the electron continuity equation is solved for the electrode sheath mesh interval ie 
V.(DAVne) + S-lfie

2 = 0; (8) 

DA is the ambipolar diffusion coefficient [10] for the local temperature given by 2kTu.j/e, \i[ is the ion 

mobility, ne is the electron number density and yis the electron-on recombination coefficient. A source 

term, S, representing the production of electrons and ions by thermal ionisation, is defined as S = y neq2, 
where neq is the equilibrium plasma value of electron density for the local plasma temperature. Then 
solutions for ne in the sheath will be the equilibrium values if there is no diffusion. For the solution of 
equation (8), boundary conditions are needed for ne. On the plasma side of the mesh interval the 
equilibrium plasma value is used. On the electrode side we take ne = jR/evt, where the thermal velocity 
vt is obtained from mvt2/2 = 2kT; m is electron mass. 

Second, using the values of electron density as a function of distance within the sheath, the effective 
electrical conductivity of the sheath, oeff, is derived. A generalised form of Ohm's Law [9] is used: 
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J = 
rue 

(n0 /nT jjgE + 2e ne neq(T) /ny G E) 
(9) 

n0 is the equilibrium neutral particle density, |ie is the electron mobility and nT=no+2ne is the total 

particle density. This expression reduces to j=o E in the plasma where no=0 and to j=nee(agE in a cold 
gas where n0 ~ nT and neq ~ 0. Equation (9) is used to derive E as a function of position within the 
sheath for a given j and thus, by integration, the potential drop, Vs, across the mesh interval is obtained. 

Then 0"eff = js/Vs where s is the mesh thickness. 
Equation (9) is a general approximation that can be derived for a partially ionised plasma. We take j 

~ je ,where the electron current density is given by je = ne eW, where the drift velocity, W, of the 
elctrons in a mixture of neutrals and charged particles can be represented to a good approximation by W 

= Ee/mv [12]. The total collision frequency, v, is given by v = vn + vc, the sum of the electron 

collision frequencies, vn, with neutral particles and,vc, with charged particles. Using Wn = Ee/mvn, it 

follows that vn is given by en0/m|ienT, where Wn = MeE is the drift velocity of electrons in neutral 
atoms, and we have weighted this collision frequency with the proportion of neutral atoms, n0/n-r. 

Similarly, vc is given by ne e
2 2neq/manT, where we have used (a) the relationship between the drift 

velocity, Wc, of electrons in an equilibrium plasma and a, ofneeWc= oE, (b) Wc = Ee/mvc and 
(c) a weighting factor of 2nen/nT for the proportion of charged particles. 

Figure 1 shows an example of a numerical solution of equation (8) for a region of the plasma at the 
tip of the cathode for a 200 A arc. The charge densities near the cathode, indicated by open circles, are 
orders of magnitude above the equilibrium values, labelled LTE, due to the influence of ambipolar 
diffusion. It is seen that in the main plasma the influence of diffusion is small, but that there is a region 
of significant non-equilibrium near the cathode surface which extends over a distance of about 0.005 cm. 

To obtain solutions of equation (8), values of y are required as a function of temperature and charge 

density. We have used the classical formula y= l.lxlO"'2 ne T"4-5 cm3 s"1 of Hinnov and Hirschberg 
[13], discussed by Mitchner and Kruger [14]. Other values are given by Biberman et al [15] and 
Hoffert and Lien [16], 

1X10'5'L 

0 0.2 0.4 0.6 

Axial Distance from Tip;   cm 

Fig. 1 Non-equilibrium charge densities al cathode 
for200A[ll]. 

Fig. 3 Calculated [11] and experimental [18] cathode 
surface temperatures. 

Equations (1-6) can be solved for any given arc current [2,10,11] to obtain h, P, ur, uz, B9 and V as 
a function of r and z. Temperature is obtained through the temperature dependence of h. The material 
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functions p, cp, k, o, U, e, <)>, Vi, neq, n0, and y are required input as a function of temperature, from, for 
example, Murphy and Arundell [17]. For p, cp, k and a, values are required for the plasma and the 
electrodes, for both the solid and liquid state. 

Figure 2 shows predicted temperature contours for a 200 A arc in argon with a thonated tungsten 
cathode of 60 degree angle, separated from an anode of copper by 5 mm [10,11]. The bottom face of the 
copper is water cooled to maintain it at room temperature, assumed to be 300 K. Experimental values of 
the arc temperature from Haddad and Farmer [18] are shown as points. Figure 3 shows theoretical 
values of temperature of the surface of the tungsten cathode taken from Figure 2, as a function of 
distance from the cathode tip. Also shown are experimental values of surface temperature, taken 
spectroscopically, and shown as points [19]. For both figures the agreement between theory and 
experiment is very satisfactory. Results are largely independent of mesh size for mesh sizes varying 
from0.003to0.02cm[ll]. 

Radial Distance (mm) 

5 10 15 

~r 

2 000K 

2 500 

Cathode 

-9 000 K, interval 2 000 K 

-23 000 K 

-Theory 

-Experiment 

Fig. 2 Predicted temperature contours for a 200 A arc [11], compared with experiment [18]. 

4. ANODES AND ANODE SHEATHS 

At the anode surface we change the sign of the term in ty of equation (7) as electrons heat the anode due 
to the work function potential. We assume that there is no ion current and hence no ion heating at the 
anode. For the anode it is not possible to calculate the resistance of the anode sheath by using the same 
ambipolar diffusion treatment as used for the cathode. It is usual to set the charged particle densities to 
zero as a boundary condition at any absorbing anode surface. However, the calculated electric field at 
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the anode surface with ne = 0 from equation (9) would be infinite. If current due to diffusion is included 
in the analysis, it is found that because of the large density gradients, the diffusion current is so large that 
the electric field immediately in front of the anode reverses sign. This effect has been found by 
Dinulescu and Pfender [20]. Our use of j = oE in the main iteration algorithm requires a negative 
value of o if there is a reversal in the sign of E to maintain positive current. However, our method for the 
solution of the current continuity equation (6) is unstable for negative values of o. 

Thus in our solutions of the equations we have omitted sheath effects at the anode and simply taken 
the local values of the electrical conductivity near the anode. Numerical solutions are a function of the 
grid spacing at the anode, as can be understood by considering that in the limit of a very fine mesh at the 
anode, the plasma temperature would approach that of the anode, and the electrical conductivity would 
approach zero. The calculated current density at the anode as a function of the mesh size in the z 
direction at the anode for a 200 A arc gives agreement with the experimental results of Nestor [211 if the 
mesh size near the anode is about 0.05 cm. This mesh size corresponds to an ambipolar sheath thickness 
of 0.05 cm [11] calculated from (DA/-yne)1/2 if we use values of y from [16]. The maximum arc 
temperature and properties of the arc at the cathode are largely unaffected by the mesh size at the anode 
since the plasma flow is directed towards the anode. The arc voltage is, however, influenced by the 
anode sheath and is reduced by about a volt when the anode mesh size increases from 0 01 to 0 05 cm 

Fig. 4 shows calculated sheath properties at the anode [3] for a 200 A arc, taking account of space 
charge effects, through a solution of equations (10) - (13), discussed in the next section. The electric 
held in the sheath is reversed, producing a negative anode fall, and electron and ion densities are equal 
to within a few percent to distances of 0.0002 cm of the anode, which is much less than the electron 
mean tree path. 
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Fig. 4 Derived anode sheath properties for a 200 A arc [3]. Fig. 5 Derived cathode sheath properties for S=2xl023 [3]. 

5. NONTHERMIONIC CATHODES AND CATHODE SHEATHS 

For nonthermionic cathodes there is little doubt that space charge effects in the cathode sheath are 
significant. The change in the electric field from these effects is determined by Poisson's equation 

dE      e/ ■ 

dz" =   -("i - ne) (10) 

where e -=8.85x10-14 C V-l cm-1 is the permittivity of free space. The voltage, V, across the sheath is 
obtained by integrating the electric field. Calculations of sheath properties using transport coefficients 
have recently been made by Lowke and Quartel [3]. For non-thermionic cathodes there is a major 
question as to how the electrons are produced at the cathode for the arc. The mechanisms of (a) field 
emission (b) electron impact Ionisation, (c) thermal Ionisation and (d) photo-ionisation by ion radiation 
are now discussed in turn. J ' 

(a) Field emission. The usual view is that electrons are drawn from the cathode by field emission 
L5J, as is generally accepted for vacuum arcs [6]. Electrons moving away from the cathode and positive 
ions moving toward the cathode produce a layer of high density positive ions next to the cathode wh ch 
produces a high electric field. The electric field, Es, necessary for field emission is generally taken to 
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be 4 x 107 /cm for a typical work function of 4.5 eV [22]. Typical cathode sheath voltages, Vs, are 20 
V or less [4]. By integration of equation (10) twice, neglecting the term in ne, we obtain Es = eni b/e, 

and Vs = eni b2/2e, where b is the sheath thickness. Then using the values of Es = 4 x 107 V/cm and 
Vs = 20 V, we obtain b =10-6 cm andni=4x 1019/cm3. Considering that the equilibrium ion density 

in the arc is approximately lO^/cW and that ions will be accelerated and have a lower density on 

approaching the cathode, densities of 4 x 10l9/cm3 to produce field emission seem most unlikely. 
Studies to obtain consistency with fields for field emission and experimental sheath voltages have also 
been made by other workers [23-24]. 

(b) Electron impact ionisation. A further possibility is that the electrons are produced by 
Ionisation from electrons accelerated by the high electric field in the sheath. But the secondary emission 
coefficient for the production of initiating electrons at the cathode surface is only of the order ot 0.1. 
Electron currents can at the very most be doubled for a voltage drop in the sheath equal to the ionisation 
potential With a secondary emission coefficient of 0.1 we need a doubling of more than 3 times which 
would imply sheath voltages of 50 volts or more for argon, where the ionisation potential is 15.8 V. 

(c) Thermal ionisation. A further possibility is that electrons are produced by thermal ionisation in 
the sheath of neutral atoms. These atoms would be brought to a very high temperatures because of the 
proximity of the arc plasma. Such thermal ionisation must exist in the arc, to balance electron ion 
recombination, and is represented by a source term, S, just as in equation (8). For the general case where 
electron and ion densities may not be equal, the electron and ion continuity equations are given by 

^ = eS-eyneni       and        ^ = eS - eyne ni. (11) 

In our calculations we have determined S using neq = 1.4 x lOl? cm"3, which is the equilibrium 
electron density for argon at 15000 K at 1 bar. An approximate estimate of the minimum sheath 
thickness, b, can be obtained by integration of equations (11) to obtain b - je/eS, assuming a constant 
value of S for the sheath. The term in y is neglected because values of ne will be small in the sheath 
because of the high electron mobility. Furthermore, inclusion of the term in y increases the derived value 

of b Using a value of y= lO"1 IcmV1 from [10] and neq = 1.4 x 101?, we obtain b ~ 1 cm, which is 
much greater than experimental values. We conclude that thermal ionisation is insufficient to provide 
the required electrons. , ,    .     , . 

Complete solutions for ne, ni E, je, and ji for the sheath for the above parameters were obtained in 
[3] by solving equations (10) and (11) and in addition equations (12) and (13) for the electron and ion 
current densities; 

je = -e neMe E - e De -^r| (12> 

ji = -e niMi E. (13) 

Such a solution, given in Figure 5. All of the spatial derivatives of the five basic variables je, ji, ne, nj 
and E are set to zero in the plasma and solutions are obtained for a given value of j by integration of the 
simultaneous equations (10) - (13) from equilibrium values in the plasma to the cathode. The solution of 
Figure 5 is unrealistic as the sheath thickness is - 1 cm, in agreement with the approximate calculation. 

(d) Photo-ionisation by ion radiation. It is possible that electrons could be produced by phot- 
ionisation of neutral atoms in front of the cathode by ultra violet radiation from ions in the plasma [3]. 
Neutral atoms will exist at the cathode surface from the neutralisation of positive argon ions impinging 
on the cathode and also from background neutral gas. Ultra violet radiation from the equilibrium arc 
plasma is insufficient to produce the required source electrons as the total emission coefficient for argon 
at 1 bar and 20 000 K and a thickness of 1 mm is 103 W cm"3 ster* [27]. Then, for a 1 mm thick 
plasma and an ionisation potential of 10V, there is only a sufficient energy flux to produce an electron 
current density of 10 A/cm2, whereas experimental cathode current densities are ~ 104 A/cm2. 

However, electrons produced by photo-ionisation of neutral atoms at the cathode will be accelerated 
across the cathode sheath to have an energy equivalent to the sheath voltage, as it is anticipated that the 
sheath thickness will be of the order of an electron mean free path so that transit across the sheath will be 
collisionless. Such electrons can excite ions which then radiate. The threshold potential to excite 
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radiation from ions is -18 V, so that the sheath voltage is sufficient for the excitation of radiation The 
sum of the cross-sections for the first 5 radiation levels for argon ions, all with thresh-holds of ~ 18 V, is 
of the order of 0.2 x 1(H6 cm2 [25]) so that for ion densities in the plasma of 2 x 1Qi7 cm_3 ' 

absorption distance of the electrons will be ~ 0.2 cm. This radiation has photon energies greater than the 
Ionisation thresh-hold of 16 V of neutral atoms, so that it will cause photo-ionisation of the atoms a" She 
cathode. The absorption distance of the radiation is small, ie -0.03 cm for a neutral density of lO1® cm"3 
as the photo-absorption cross-section in argon at this electron energy is -0.3 x 10-16 cm2 [26] It is 
suggested that this photo-ionisation is a principal source of electrons at the cathode for arcs with non- 
thermiomc cathodes. 

6. SPECIFIC PREDICTIONS 

6.1 Cathode tip melting 

A striking effect occurs with tungsten cathodes having a narrow conical tip, in that at high currents a 
temperature maximum and melting occurs several mm from the tip. Thus if the tungsten^electrode in 
"Gas Tungsten Arc Welding" accidentally touches the workpiece, producing high Sf thSSrftte 

TiZlT "brefk'' 0fI' "§ Sh°Wn in Fig' 6' and beCOme ^bedded in the wdd, forXg wha' Kown 
as a tungsten inclusion . Systematic surface temperature measurements [28] have shown that there is a 
maximum in the surface temperature several mm from the tip, as shown in KguST?    TheSSiid 

£Do;S [1 h
L alS° ShOW" in FigUre 8> als° Predict a maximum in the surface temperature away from 

the tip   Thus the tungsten tip actually melts off rather than breaks off. The minimum in the temperature 

Ä? X COOhng. 0fJhe eleCtr°de by thermi0nic emission' and the maximl awaTfrom the tip is due to Ohmic heating by the current within the narrow tip of the electrode [11]. 
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0.6 

Fig. 6 Tungsten cathode melting away from the tip 
from tip for 200 A [28]. Fig. 7  Theoretical [11] and experimental [28] temperatures 

at 200 A for a tungsten cathode of 16 degrees. 

6.2 Effect of 10% Hydrogen in Argon Arcs 

hUSJ°Und\in StUdiCS rdated t0 arC We!ding [29] that a few Percent of hydrogen added to argon causes 
higher arc temperatures, arc constriction, a higher arc voltage, and a significantly largerToume of 
molten metal at the workpiece for a given arc current. Such variations can be edk2d E the presen 
theory omitting convection in the molten anode. Figures 8 and 9 show similar calculadons to pfgure 2 
but with an electrode separation of 3 mm and an anode of mild steel [30]. Figure 8 is forZeaS and 
Figure 9 is for a mixture of argon and 10 % hydrogen. It is found that the addition of fe % hfZgen 

S^^SSSä^SSS^^X?"steeI'the arc 1S slightly more constri?t"d Äs a 
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The only difference in the calculations of Figures 8 and 9 are those of the material functions of 
argon and argon with 10% hydrogen. These material functions generally differ by only the order of 
10%, but with one exception, namely the values of thermal conductivity. At temperatures of around 
3500 K, where the dissociation of molecular hydrogen is significant, the thermal conductivity is almost a 
factor of 10 higher for the mixture than for pure argon [30]. It is this increased thermal conductivity 
which causes the increased volume of molten metal for the mixture containing hydrogen. The larger 
thermal conduction also causes a slightly more constricted arc with a higher central temperature and arc 
voltage. 

200 A 

Pure Argon    \ 

Thoriated längsten Cathode 

3 SQQ K,   interval   500 K 

10 000 K,   interval   2 000 K 

22 000 K 

5 to 

Radial Distance (mm) 
5 10 

Radial Distance (mm) 

Fig. 8 Calculated Contours, 200A, Ar, 
steel workpiece, molten volume black [30]. 

Fig. 9 Calculated contours, 200A, Ar+10% H2 
steel workpiece, molten volume black [30]. 

6.3 Globular and Spray modes in Arc Welding 

One of the most striking properties found experimentally in "Gas Metal Arc Welding", where an arc 
is struck between the welding wire, as the anode, and the workpiece, as the cathode, is that at low 
currents the wire melts producing large molten drops or globules which generally have a diameter which 
is larger than the diameter of the wire. Then, above a discrete current, usually about 300A for an arc in 
argon with 1.6 mm diameter wire, there is a sudden mode change in the metal transfer, in that diameter 
of the drops is then smaller than the diameter of the wire. This mode is described as "spray" transfer; 
Lancaster [31]. The size of the droplets has a marked influence on the properties of the weld. 

These differing modes of metal transfer have been obtained theoretically by Haidar and Lowke [32] 
using the present theoretical methods. The equations used are the same as equations (1) - (6) except that 
in addition account must be made of the molten liquid phase. Also the calculations must be time 
dependent as the arc and electrode properties vary in time as each drop is produced from the wire and is 
detached into the arc. The effect of surface tension acting in the surface of the liquid is to compress the 
drop and effectively increase the pressure at the surface of the drop by Ps, where 

r^ + &• 
(14) 
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T is the surface tension coefficient and Ri and R2 are principal radii of curvature of the surface [33]. 
Thus the effect of surface tension is to introduce in equations (3) and (4) a step function increase in the 
pressure P from the plasma to the liquid at the drop surface of an amount given by Ps from equation 
(14). For a spherical surface of radius R, this pressure is   Ps = 2I7R. 

In the theoretical predictions of the time dependence of drop formation, again in a unified arc- 
electrode treatment, it is necessary to make accurate predictions of the curvature of the droplet surface 
as a function of time, in order to accurately account for the surface tension pressure from equation (6). 
Such a treatment is possible using the "Volume of Fluid" method [32]. Figure 10 shows the prediction 
of a large diameter drop, just before detachment, corresponding to the globular mode, for a current of 
275 A in argon, with a wire diameter of 1.6 mm. Figure 11 shows a small droplet, just before 
detachment, corresponding to the spray mode, for a current of 325 A, also in argon for a wire diameter 
of 1.6 mm. For currents near the transition current, the calculations usually give a mixture of small and 
large drops, occurring at different times [32]. 
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Fig. 10 Calculated drop, 
275A, 1.6mm wire [32]. 

Fig. 11 Calculated drop 
325 A, 1.6mm wire [32]. 

Fig. 13 Calculated drop development, 
Carbon dioxide, 325 A [40]. 

From the detailed calculations of droplet formation of Figures 10 and 11 it is possible to assess the 
order of magnitude of the various physical forces influencing drop detachment. The force of surface 
tension tends to compress the drop and hold it on to the wire. At low currents, magnetic pinch forces due 
to the self magnetic field of the arc are small and drop sizes grow until gravitational forces overcome the 
surface tension force tending to hold the drop on to the wire. These drop sizes are larger in diameter than 
that of the wire, as in globular transfer. 

The self magnetic field from the current in the drop exerts a pinch force which tends to increase the 
pressure inside of the drop. For current, I, flowing in a uniform cylinder, of radius R, Maecker [34] 
showed that this magnetic pinch force increases the effective pressure on the axis of the cylinder by an 
amount Pm, where Pm = ^l2/4ji2 R2; ^ = 4^ io-7 N/A.2 ;S tne permeability. This pressure increase will 

tend to extrude liquid from the base of the drop if it is greater than the pressure of 2y/R from surface 
tension holding the hemisphere to the solid wire. As the current increases the magnetic pinch pressure 
increases so that there will be a critical current given by u,I2/4jr2R2 = 2TIR beyond which surface 
tension will no longer be able to support the drop of radius equal to the wire radius. Thus an 
approximate formula for the critical current for transition from the globular mode of transfer to the spray 
mode of transfer is given by 

I = 2jt(2rRAi)l/2 (15) 

The above derivation is highly approximate in that the effects of gravity, viscous drag forces of the 
gas surrounding the drop and the pressure of the arc on the drop are all neglected. Figure 12 shows 
curves of theoretical predictions from Equation  (15) for the transition current as a function of wire 
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diameter for mild steel and aluminium. The curves marked 'Overhead' and 'Normal' were obtained by 
including a term pg for gravity, in the derivation. For steel the value of T was taken as 1.2 N/m. For 
aluminium the value of T was taken as 0.28 N/m.  Experimental values for the transition current are 
Shown as points from references [35 - 37] for steel and [38] for aluminium. The values of T that have 
been used have been taken for the boiling point of these metals from Smithell's Metals Reference Book 
[39]. It is seen that despite the approximations made in the theory, agreement between theory and 
experiment is very good. The approximate physical model used to derive equation (15), treated more 
thoroughly in [40], provides a simple physical picture of the reason for the onset of the small <iroplet 
mode of spray transfer in GMAW. For arcs in carbon dioxide, however, the simple physical picture at 
the basis of equation (7) does not apply. Arcs in carbon dioxide are much more constricted than arcs in 
pure argon and as a consequence the pressure of the arc on the drop is much larger. As a result drop 
development is different than in argon, as is discussed in the next section. 
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Figure 12: Comparison of experimental resulls of transition current for spray transfer with predictions from the approximate 
formula [40]. 

6.4 Electrode Melting in Carbon Dioxide Arcs 

It is well known that if arc welding is attempted using pure carbon dioxide gas, there is very 
different metal droplet behaviour compared with welding in argon [31]. In particular there is much 
"spatter" of molten electrode material and frequently metal droplets are repelled away from the 
workpiece and welding wire in a direction counter to the imposed gas flow towards the work piece. 

When we make predictions of arc-electrode behaviour, similar to those in argon shown in Figures 2, 
8 and 9, we obtain markedly different arc and droplet behaviour [41]. The central arc temperature for an 
arc current of 300 A is ~ 30 000 K in carbon dioxide compared with a temperature of 24 000 K for argon 
and the arc is much more constricted in carbon dioxide. Instead of there being fairly distinct globular 
and spray modes of droplet behaviour, as shown for argon in Figures 10 and 11, in carbon dioxide we 
generally obtain both modes together, with very large drops, separated by the production of hundreds of 
very much smaller drops, as is shown in Fig. 13. The higher current density for arcs in carbon dioxide, 
produces a high arc pressure at the base of the drop, which for the very large drops can be larger than the 
pressure inside of the drop, tending to repel the drop towards the electrode. Of course our calculations 
[41] impose two dimensional symmetry, so that the "repelled transfer" mode of drop behaviour often 
observed in welding with high carbon dioxide concentrations, cannot be simulated theoretically. 
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Abstract. Discharges in electronegative gases are routinely used for the sub-micron etching of thin films in the 
microelectronics industry. Because of the strong electronegative character of these gases, negative ions constitute 
a significant fraction of the charged particles content of the discharge. The presence of these negative charge 
carriers affects the whole behavior of the discharge and, in particular, its electron power balance. This article 
compares a few characteristics of a high-density plasma produced either in SF6 or in Cl2 with those of an argon 
plasma under similar experimental conditions. We show that the plasma presents characteristics when the gas is 
electronegative that significantly differ from those observed in argon. 

1. INTRODUCTION 

The last decade has seen the development of high-density plasma sources aimed at improving the 
performances of sub-micron etching in the microelectronics industry [1,2]. These reactors operate at very 
low pressure yielding rather high ion-to-neutral flux ratios, and they allow an independent control of the 
energy of the ions impinging on the substrate surface. These features are expected to circumvent the 
limitations of RF capacitive discharges when highly anisotropic sub-micron etching is required. Such high- 
density plasma sources are thus operated in fluorinated and chlorinated gases such as BCI3, SF6 or CI2. 
These highly electronegative gases are chosen for their ability to produce atoms and radicals that 
chemically react with various microelectronics materials thus enhancing their etch rate as compared with 
pure ion bombardment. However, the high electronegativity and consequently the strong electron affinity 
of these gases also result in large concentrations of negative ions in the plasma. In general, negative ions 
do not play a direct role in the etching process since they are repelled by the sheath potential which 
develops on the substrate surface. However, their presence greatly influences the discharge behavior. For 
example, the creation of these negatively charged species lowers the total production of electrons so that, 
for the same amount of absorbed power, these discharges are usually poorer than electropositive plasmas 
(e.g. argon) in terms of electron population. The presence of negative ions also has an impact on the 
charged particles transport. For example, the value of the effective diffusion coefficient strongly depends 
on their concentration. Finally, the value of the sheath potential significantly is significantly decreased by 
the presence of negative ions in the discharge. 

While the production of neutral atoms and radicals in high density plasmas is relatively well 
documented in the literature, it is not the case with the charged particles content of the discharge. This is 
because most studies report the charged particles concentration and distributions in rare gases like argon. 
Then, these studies are often incorrectly extrapolated to reactive gases for optimizing the reactor design 
and performances (unless the optimization is performed by a trial-and-error method). The presence of 
negative ions in the reactive plasmas used for etching has been known for long time, but they remain the 
least studied species in such discharges. This is particularly true for discharges in very low pressure 
conditions (10 mtort or less). Indeed, reactive gases possess a complex chemistry as they lead to the 
formation in the plasma volume of many fragments such as radicals, atoms and ions hence complicating 
their experimental investigation and modeling. 
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The lack of exhaustive experimental investigations of high-density plasmas in electronegative gases 
has prompted us to undertake the characterization of a microwave-excited magnetoplasma designed for the 
etching of thin films. Started a few years ago, this work was initially carried out using SF6 gas at a wave 
frequency of 2.45 GHz and led to the successful sub-quarter micron etching of tungsten thin films [3,4,5], 
However, because of the great difficulty in modeling SF6 discharges, we came to the conclusion that the 
use of a simpler gas (i.e. where the number of species is limited and the reaction rates are known with 
better accuracy) would be more suitable for the development of a model describing the physics and 
chemistry of the plasma as well as its interaction with the substrate surface. This has led us to investigate 
the properties of chlorine plasmas which are relevant for etching of many materials but possess a simpler 
chemistry than SF6; for example, in a first approximation, the sole species to be considered in the gas 
phase are Cl2, Cl, Ch+, Cl+, and Cl~. Furthermore, taking advantage of the flexibility of surface-wave 
plasmas, we also decided to operate at a lower frequency, namely 200 MHz. This frequency allows a 
larger latitude in plasma operation, very stable and reproducible plasmas can be obtained over a large range 
of magnetic fields (0-1 kG) even at very low pressure. This is in contrast with operation at 2.45 GHz 
where easy ignition and good plasma stability require the magnetic field being close to Electron Cyclotron 
Resonance (ECR) conditions (i.e. at 875 gauss). It is thus possible to study the influence of the magnetic 
field on the plasma characteristics, a feature which can give some insight in the differences observed 
between various high-density plasmas (e.g. ECR and helicon). 

In this article, we study some of the characteristics of magnetized high-frequency discharges 
operated in electronegative gases of interest for etching of thin films, namely SF6 and Cl2. We emphasize 
the quantitative differences of several plasma parameters such as the neutral atom concentration, the 
positive and negative ion densities, and the electron power balance, using Ar as a reference gas in some 
cases. In Sec. 2, we present the experimental setup used for the experiments. Section 3 is devoted to the 
presentation of neutral atom concentrations while Sec. 4 concerns the positive ion density. In Sec. 5, we 
examine the negative ion content of the plasma and in Sec. 6, we determine the electron density and the 
electron power balance of the discharge to finally conclude in Sec. 7. 

2.        EXPERIMENTAL SETUP 

The plasma used is based on the propagation of pseudo-surface waves [6] and was described in various 
publications [3-7]. The experimental setup is shown schematically in Fig. 1. The discharge is ignited in a 
6"-diameter fused silica tube connected to a 11 "-diameter stainless-steel chamber in which the plasma 
penetrates. Both in the source region and in the downstream chamber, the plasma is subjected to the action 
of an axial magnetic field of high axial and radial uniformity. 
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Figure 1: Schematic drawing of the plasma reactor 

Two gases (SF6 and Cl2) were investigated.  The SF6 plasma was produced at 2.45 GHz using a 
modified waveguide-surfatron [8] as a wave launcher while the chlorine plasma was generated at 200 
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MHz, using a Ro-Box [9]. At 2.45 GHz, the magnetic field was set close to the ECR condition, i.e. 875 
gauss, which allows for SFö plasma a much easier breakdown and a better plasma stability. At 200 MHz, 
the intensity of the magnetic field can be changed continuously from 0 to about 1 kgauss without 
significantly affecting either the ignition of the discharge or its stability. The range of pressures 
investigated is typically 0.1-10 mtorr, i.e. a domain pertinent for etching studies in magnetoplasmas. 

The diagnostics used for plasma investigation were electrostatic probes, ion acoustic waves, laser 
photodetachment, and emission spectroscopy (in particular actinometry). The validity and application of 
most these diagnostic techniques to our experimental conditions are described in other publications 
[5,7,10,11,12], A brief description of the various diagnostic techniques used in our studies are provided in 
the following sections. 

3. FLUORINE AND CHLORINE ATOM DENSITY 

Actinometry was performed for determining the relative F and Cl atom density in SF6 and Cb respectively, 
using argon as actinometer gas in a proportion varying between 2.5 and 5 % of the total gas pressure. 
This technique [13,14,15] allows in a simple way to determine the relative concentration of ground state 
species which cannot easily be measured by other techniques. It has been shown to provide reliable results 
for determining the dependence of the fluorine atom concentration upon plasma conditions [15]. In the 
case of fluorine, we used the lines F I 703.7 nm and Ar I 750.4 nm. In chlorine, two different Cl lines were 
examined (Cl I 808 nm and Cl I 837.6 nm) while the chosen argon line was Ar I 811.5 nm. In the specific 
case of chlorine, the actinometry technique can also be applied to the determination of the absolute density 
of molecules according to a method recently proposed by Donnelly [16]. Actinometry was then performed 
on molecular chlorine using 5 % xenon as actinometer by monitoring the Cl2 band at 306 nm and the Xe I 
line at 823.2 nm. 

The pressure dependence of the concentration of F atoms in SF6 and of Cl atoms in Cl2 is shown in 
Figs. 2 and 3, respectively. In both cases, the magnetic field intensity was 875 gauss. As can be seen for 
both fluorine and chlorine, the neutral atom concentration increases with gas pressure. We note that for 
SF6, the F atom density increases rapidly with pressure up to about 1 mtorr and then shows a linear 
increase. This is related to a higher dissociation degree below 1 mtorr, with this dissociation degree 
becoming constant at higher pressure [10]. For chlorine, the Cl atom density increases linearly with 
pressure up to 5 mtorr, the two Cl lines used yielding the same result. However at higher pressure (p > 5 
mtorr), we observe a slight discrepancy. This may be due to an overestimation of the Cl concentration 

2 3 

p (mtorr) 

Figure 2: Relative concentration of F atoms in a pure SF6 plasma as a function of the initial gas 
pressure. The measurements were obtained for a wave frequency of 2.45 GHz, at 35 cm from the wave 
launcher gap. The absorbed power was 475 W and the magnetic field intensity was set to 875 gauss. 
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obtained from the Cl I 808 nm line. One possible explanation could be that the upper level of the transition 
is populated by radiative cascade from higher levels or by Cl2 dissociation (dissociative excitation). 
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Figure 3: Relative concentration of Cl atoms in a pure chlorine plasma as a function of the initial gas 
pressure. The measurements were taken for a wave frequency of 200 MHz, at 20 cm from the wave 
launcher gap. The absorbed power was 270 W and the magnetic field intensity was set to 875 gauss. 

In SF6, there is no straightforward method of determining the absolute concentration of fluorine 
atoms. In contrast, for chlorine, as already mentioned, the absolute value of the Cl atom concentration can 
be determined from the actinometry measurement of the molecular chlorine density [16]. This allows in 
particular the determination of the dissociation degree of Cl2 molecules as a function of the experimental 
conditions. Such a dissociation degree measured as a function of the gas pressure for a magnetic field 
intensity of 875 gauss and 350 W absorbed power is shown in Fig. 4. As can be seen, it decreases linearly 
as gas pressure increases going from almost 90% at 0.2 mtorr down to 20% at 8 mtorr. The data obtained 
at p larger than 5 mtorr should however be considered with caution since we have observed a discrepancy 
in the results obtained from direct Cl actinometry and the indirect method from the Cl2 actinometry. We 
suspect that it may be due to the failure of Cl actinometry. 
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Figure 4: Dissociation degree of chlorine as a function of the initial gas pressure in a pure chlorine 
plasma. The data were obtained for a wave frequency of 200 MHz, at 20 cm from the wave launcher 
gap. The absorbed power was 350 W and the magnetic field intensity was set to 875 gauss. 
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4. POSITIVE ION DENSITY 

The positive ion concentration was determined from electrostatic probe measurements. The density was 
calculated from the ion saturation current of the probe characteristics. The measured current was related 
to the positive ion density using either the Laframboise or the ABR theory (in general both theories 
provide similar density values). In the case of SF6 where a large number of different ions can be present, 
we used an average weighted mass M+ of 50 a.m.u. based on the mass spectra obtained by Petit and 
Pelletier in low pressure magnetoplasmas [17]. In the case of chlorine, depending on the relative 
concentrations of Cl+ and Cl2

+, the average weighted mass should vary between 35.5 and 71 a.m.u.. 
However, we assumed that the dominant ions should be atomic chlorine ions and we considered M+=35.5. 
This assumption is supported by the high dissociation degree observed in our experiment and by the model 
recently developed by Lymberopoulos et al. [18] for a high-density chlorine plasma. In this work, they 
found that Cf is the dominant ion even at a pressure of 10 mtorr and in the presence of a very weak 
magnetic field (about 50 G). 

Figure 5 shows the variation of the positive ion density n+ with gas pressure in SF6 and argon. 
Clearly, while n+ monotonously increases with pressure in argon, it is almost constant at lower pressure in 
SF6 and then strongly decreases. For example, at 4 mtorr, the positive ion density is two orders of 
magnitude lower in SF6 than in Ar. As will be seen later, this feature is correlated to the less favorable 
electron power balance in electronegative gases that results from additional losses as compared to rare 
gases, in particular through electron attachment. 

In Fig. 6, we present the positive ion density measured in chlorine under the same magnetic field 
conditions as inSF6 (875 gauss). The pressure dependence of the positive ion density is similar to that 
observed in SF6, i.e. an almost constant density at lower pressure and then a decrease. Combining these 
results with those presented in the previous section, and considering that the ions (Cf) strike the substrate 
surface with a typical 20 eV energy while the neutrals (Cl) have only 0.025 eV, one can calculate that at 1 
mtorr, the ion-to-neutral flux ratio is about 5% for an absorbed power of 270 W. In addition, taking 
advantage of the flexibility of the 200 MHz plasma in terms of magnetic field intensity, we have studied the 
dependence of the ion density on this parameter. We found that for an absorbed power of 270 W and a 
gas pressure of 0.5 mtorr, the positive ion density increases rapidly up to 200 gauss (by about a factor of 
5) and then increases more slowly (a factor of 2 from 200 to 900 gauss). 
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Figure 5: Variation with initial gas pressure of the positive ion density at the plasma axis in pure SF6 

and pure argon. The data were obtained at a wave frequency of 2.45 GHz, at 35 cm from the wave 
launcher gap. The absorbed power was 475 W and the magnetic field intensity was set to 875 gauss and 
950 gauss for SF6 and Ar, respectively. 
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The electron temperature Te was also derived from probe measurements for SF6, Cl2 and Ar. We 
found that Te was decreasing with increasing pressure for SF6 (typically from 4.5 to 3 eV between 0.25 and 
5 mtorr) and Ar (from 4 to 2.5 eV between .1 and 4 mtorr). In the case of chlorine, this decrease was 
much less important (2.8 eV for p=0.1 mtorr and 2.5 eV for p=2 mtorr). 

The data presented in Figs. 5 and 6 were analyzed by assuming that M+=50 and 35.5 a.m.u. for SF6 

and Cl2 respectively. An increase by a factor of two of these masses would yield a density higher by about 
40%. Despite these uncertainties, we see however that the positive ion density in chlorine is higher than in 
SF6 by factor of 2 to 4. These results suggest that the electron power balance is more favorable in chlorine 
presumably because volume losses such as electron attachment, dissociative attachment and recombination 
are less important. 

Figure 6: Variation with initial gas pressure of the positive ion density at the plasma axis in pure 
chlorine. The data were obtained for a wave frequency of 200 MHz, at 20 cm from the wave launcher 
gap. The absorbed power was 270 W and the magnetic field intensity was set to 875 gauss. 

The results presented here clearly demonstrate that the characterization of an argon plasma cannot 
be simply extrapolated to electronegative gases. While in argon, the highest positive ion concentration is 
observed above a few mtorr, the maximum density in SF6 and Cl2 is at lower pressure. As we will show in 
the following section, the formation of negative ions in SF6 and Cl2 yields a discharge behavior which 
drastically differs from that of electropositive plasmas. 

5.        NEGATIVE ION DENSITY 

Negative ion concentrations were measured using two diagnostic techniques: laser photodetachment 
(LPD) by means of a XeCl laser and ion acoustic waves (IAW). Laser photodetachment consists in 
detaching electrons from negative ions by means of a high energy laser beam. Following the detachment, 
an excess of electrons is present in the discharge for a few microseconds. These electrons are then 
detected, for example by an electrostatic probe biased in the electron saturation regime. This technique is 
very sensitive and its analysis rather straightforward. However, it necessitates a complex and costly 
experimental setup. The ion acoustic wave (IAW) diagnostic was recently proposed by St-Onge et al. [12] 
as a simple and cost-effective technique which allows a correct determination of the negative-to-positive 
ion concentration ratio provided the mass ratio of these ions and the electron temperature are known. This 
technique was validated in SF6 by comparison with laser photodetachment. In the case of complex gases 
which yield a large number of fragments like SF6, it was found that the two methods were in good 
agreement above about 1 mtorr while the IAW method was underestimating the negative ion concentration 
at lower pressures. The cause of this discrepancy was shown to be probably due to the uncertainty on the 
positive ion mass used to analyze the data.   In a much simpler gas like chlorine, we expect that this 
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uncertainty should be less important since the dominant ion should be atomic chlorine.   Laser photo- 
detachment experiments in chlorine are presently in progress in order to validate this assumption. 

Figure 7 shows the variation with gas pressure of the ratio between the negative and positive ion 
concentration in the SF6 plasma at two different axial positions. Keeping in mind that n_+ne=n+, these data, 
obtained from the laser photodetachment technique, clearly show that over the range of pressures 
investigated (0.25-5 mtorr), the majority of the negative charges are negative ions rather than electrons. 
For example, at a gas pressure of 4 mtorr, the negative ions constitute about 80% of the negatively 
charged particles even for a relatively short distance from the wave launcher gap. Even at pressures as low 
as 0.25 mtorr, they still are more numerous than electrons. The formation of this important population of 
negative ions is detrimental to the maintenance of electrons in the plasma and results as will be seen later in 
larger electron power losses. Figure 7 shows that the negative ion concentration is larger as the distance 
from the wave launcher increases. This can be explained by a larger formation rate (through electron 
attchment) and/or a smaller destruction rate (through ion-ion recombination or electron detachment). 
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Figure 7: Negative-to-positive ion density ratio in SF6 as a function of the initial gas pressure at the 
plasma axis and for two different axial positions (z=15 cm and z=35 cm). The data were obtained from 
laser photodetachment for a wave frequency of 2.45 GHz. The absorbed power was 475 W and the 
magnetic field intensity was set to 875 gauss. 

The formation of negative ions due to the strong electronegative character of SF6 is well illustrated 
when adding progressively SF6 to an argon discharge. The ratio n./n+ is presented in Fig. 8 as a function 
of the SF6 dilution in argon (X=[SF6]/([SF6]+[Ar])). These results show that the negative ion percentage 
is almost that of a pure SF6 plasma even when argon constitutes 90% of the gas mixture. 

In the case of chlorine, we observe similar tendencies, but the relative concentration of negative 
ions is found to be less important than in SF6. This is because chlorine is less electronegative than SF6. 
Figure 9 presents the variation of the negative-to-positive ion density ratio with gas pressure in pure 
chlorine as determined from ion acoustic wave measurements assuming Cf as the dominant positive ion. 
This ratio varies from about 0.18 at 0.2 mtorr to 0.3 at 2 mtorr. Over the same range of gas pressure the 
positive ion density varies from 10u to 8 xlO10 cm"3 (see Fig. 6), yielding a negative-ion concentration 
close to 2 x 1010 an3 in both cases. In SF6, over the same range of gas pressure, the negative ion density 
decreases from 7 x 1010 to 3 x 1010 cm'3, i. e. a value 2 to 4 times larger than in chlorine. 

6.        ELECTRON DENSITY AND POWER BALANCE 

From the measurement of both positive and negative ion densities, one can deduce the electron density in 
the discharge. Figure 10 shows the variation of the electron density with gas pressure in pure SF6 and pure 
chlorine. We see that in both gases, it is almost independent of gas pressure up to 1 mtorr and then decreases 
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Figure 8: Negative-to-positive ion density ratio in SF6 at the plasma axis as a function of the partial SF6 

pressure in SFs/argon mixtures (X = [SF6]/([SF6]+[Ar])). The data were obtained from laser 
photodetachment for a wave frequency of 2.45 GHz, at 35 cm from the wave launcher gap. The 
absorbed power was 475 W and the magnetic field intensity was set to 875 gauss. 
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Figure 9: Negative-to-positive ion density ratio at the plasma axis as a function of the initial gas 
pressure in pure chlorine. The data were obtained at 200 MHz from ion acoustic wave measurements at 
35 cm from the wave launcher gap. The absorbed power was 270 W and the magnetic field intensity 
was set to 875 gauss. 

rapidly. The electron density determined in the electronegative gases reaches a maximum value of (5-10) 
X 10 cm" at about 0.5 mtorr, a value ten to twenty times lower than the maximum electron density 
achieved in argon (see Figs. 5 and 6). This considerable depletion of the electron population essentially 
results from the electronegative character of SF6 and Cl2. 

From the electron density measurement we can easily calculate the power lost (or equivalently 
absorbed) per electron, 6, which represents the power dissipated on the average to maintain an electron in 
the plasma. Introduced for the first time by Glaude et al. [19], this parameter plays a major role in the 
characterization of high-frequency discharges. It is given by the ratio between the total power absorbed by 
the plasma and the total number of electrons in the discharge, to estimate 9 from our local electron 
density measurements in SF6 and Cl2, we have assumed that the electron density was almost constant over 
a diameter corresponding to the source dimension (6") and all along the plasma reactor and that it was 
zero elsewhere. A more accurate determination of 9 would obviously require a complete mapping of the 
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Figure 10: Electron density at the plasma axis as a function of the initial gas pressure in pure SF6 and 
pure chlorine. For SF6, the data were obtained for a wave frequency of 2.45 GHz and an absorbed power 
of 475 W. In chlorine, the wave frequency was 200 MHz and the absorbed power 270 W. In both cases, 
the magnetic field intensity was set 875 gauss and the distance to the wave launcher gap to 35 cm. 

spatial distribution of the electron density in the reactor. Figure 11 shows the value of 9 normalized to the 
gas pressure when the plasma is produced in Ar, SF6 and Cl2. One notes that in the case of SF6, 9/p is 
always larger than in the two other gases (up to one order of magnitude). In addition, its value is only 
weakly dependent on the gas pressure. In contrast, Ar yields 9/p values which strongly decrease as p 
increases. The decrease of 9/p with increasing gas pressure observed in argon is typical of a diffusion- 
controlled plasma [20], Under such conditions, it can be shown that the electron temperature decreases as 
p increases thus inducing a decrease of 9/p. Chlorine possesses an intermediate character, since the value 
of 9/p is very close to that measured in argon at lower pressure while it is substantially larger at higher 
pressure. The differences observed between the two electronegative gases investigated can be explained 
by the fact that in SF6, the electron energy is spent in the large number of SF6 fragmentation reactions and 
that electrons are more subject to attachment than in chlorine, thus enhancing the energy losses. 
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Figure 11: Power absorbed per electron normalized to the initial gas pressure as a function of gas 
pressure times plasma radius in argon, pure SF6 and pure chlorine. In SF6 and Ar, the wave frequency 
was 2.45 GHz while in Cl2 it was 200 MHz. The magnetic field intensity was set to 875 gauss for Cl2 

and SF6 and 950 gauss for Ar. 
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7.        CONCLUSION 

In this article, we have compared the characteristics of two electronegative gases of interest for the 
sub-micron etching of thin films, namely SF6 and Cl2. We have determined the dependence of the fluorine 
and chlorine atom concentration on the gas pressure in these two gases and shown that it increases almost 
linearly with pressure for p less than a few mtorr. We have also shown that in chlorine the dissociation 
degree can be as high as 90% at low pressure and large magnetic field intensity. In both SF6 and Cl2, the 
positive ion density is comparable to that of argon only for pressures below 1 mtorr. Above this pressure, 
it decreases significantly for electronegative gases while it further increases for argon. Experiments have 
shown that the negative ion content of the SF6 and Cl2 plasmas is quite significant. For SF6, the negative 
ion density was found to be higher than the electron density even at very low pressure (0.25 mtorr). In the 
case of chlorine, the negative ion density is lower than in SF6 but still far from being negligible. From 
positive and negative ion density measurements, we were able to determine the electron density which was 
found to decrease as the gas pressure increases for p > 1 mtorr. This behavior is similar to that of the 
positive ion density but the values of the electron density of SF6 and Cl2 are 10 to 20 times lower than in 
argon for a gas pressure of only 5 mtorr. Finally, we have demonstrated that the lower positive ion and 
electron density observed in electronegative gases results from a much less favorable electron power 
balance and is related to additional charged particles losses through attachment. 
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Laboratory Observations of Wave-Induced Radial Transport within an 
"Artificial Radiation Belt" 
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Abstract. Wave-induced radial transport of energetic electrons has been observed in a laboratory terrella. 
In the experiment, electron-cyclotron-resonance heating (ECRH) is used to create a localized population of 
trapped energetic electrons (1 keV < Eh < 50 keV) within a low-density discharge which we refer to as 
an "artificial radiation belt." As the.intensity of the radiation belt increases, quasiperiodic bursts of drift- 
resonant fluctuations, u> ~ uijh, are excited. The frequency spectrum of this instability is time-varying and 
complex, and global chaotic radial transport is induced whenever the frequency spectrum is both intense 
and compact. High-speed measurements of the energetic electron transport are made with particle detectors, 
and these measurements can be directly compared with nonlinear and self-consistent simulations. We find 
quasilinear transport simulations do not reproduce the experimental measurements. In contrast, simulations 
which retain the electron's guiding-center Hamiltonian dynamics and which preserve the first, p, and second, 
J, adiabatic invariants reproduce key temporal characteristics of the experimental measurements. The 
resemblance between simulation and experiment suggests that persistent phase-space structures strongly 
modulate the energetic electron transport and contribute to the growth and saturation of the instability. 

1    INTRODUCTION 

Since the early years of space exploration, models of fluctuation-induced radial transport of energetic particles 
trapped in dipolar magnetic fields have been used to describe the evolution of the planetary radiation belts [1]. 
When nonaxisymmetric fluctuations of geomagnetic [2] or electric [3] fields resonant with the magnetic drifts 
of trapped particles, the third adiabatic invariant, \p, can become time-varying. Drift-resonant fluctuations 
mix the inner and outer regions of resonant particle distributions. In certain instances, the time-variation 
of if) may become stochastic [4]. Drift-resonant transport has been used to explain the profiles of the inner 
radiation belt [5], the injection of energetic particles during magnetic storms and substorms [6], and the 
radial transport coefficients of the magnetospheric ring current [7]. When combined with other, higher- 
frequency wave-particle interactions in the Earth's magnetosphere, the inward and outward radial transport 
of energetic electrons , or adiabatic "recirculation" [8], may explain the flux intensification of very energetic 
electrons [E > lMeV) at geosynchronous orbit thought to result in the failure of electronic components on 

spacecraft [9]. 
For strongly-magnetized particles within a dipole, the radial transport induced by low frequency fluctua- 

tions also provides an opportunity for detailed study of wave-particle interactions within a plasma. When the 
ratio of the gyroradius, p, to the equatorial radius of the particle's field line, L, is small, p/L < 0.1, the parti- 
cle's three characteristic frequencies of motion, the cyclotron, u>c, the bounce, u>t, and the drift, w<j frequency, 
separate [10]. Wave-particle interactions with low-frequency drift-resonant waves, w ~ u>d < ub < uic, pre- 
serve the first two adiabatic invariants [11] even when combinations of these waves create chaotic evolution 
of the third adiabatic invariant [12]. When collisionless energetic particles interact with low-frequency waves 
which preserve p and J, their time-evolution can be described by a one-dimensional Vlasov fluid. Further- 
more, when the particles are confined by a magnetic dipole, the relevant Hamiltonian phase-space is directly 
and easily observable. The canonical action is the magnetic flux, ip ~ 1/L, and the conjugate coordinate is 

the azimuthal angle, ip. 
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Previously, we reported the first observations of wave-induced chaotic radial transport in a laboratory 
terrella, the Collisionless Terrella Experiment (CTX) [13, 14]. The primary goal of CTX is to provide a 
laboratory test of guiding-center Hamiltonian methods used to predict and understand collisionless radial 
transport induced by low-frequency fluctuations in dipole-confined plasmas. By investigating the correlations 
between the observed transport and fluctuation spectrum and by comparing these correlations with guiding- 
center simulations, we see that strong radial transport only occurs when the amplitude, frequency, and 
azimuthal mode number of the fluctuations meet the conditions for global chaos [14]. Greatly diminished 
transport is observed when the fluctuations lead to thin, radially-localized bands of chaos. 

Although the presence or absence of strong radial transport can be determined by evaluating global 
conditions for phase-space chaos, the temporal features of the observed flux can not. We find the flux to 

be strongly modulated in time (« 100%) near the drift frequency of the energetic electrons, udh. These 
modulations are related (but not equivalent) to the "drift-echoes" observed by satellites following magnetic 
storms and substorms [15, 16]. In CTX, the temporal modulations of the energetic electron flux can be 
reproduced by computing the induced Hamiltonian phase-space flows as a function of time beginning with 
an initially axisymmetric electron distribution. The simulations show the modulations are due to circulating 
phase-space structures generated by resonant wave-particle interactions which are detected at a fixed location 
in the laboratory frame of reference. 

In this paper, we present a more detailed interpretation of both the nonlinear growth and saturation 
of the low-frequency drift-resonant instabilities observed in CTX and the self-consistent dynamics of the 
energetic electrons. This description is both complete and relatively simple because (1) the low-frequency, 
electrostatic instabilities are flute-like, (2) the geometry of a dipole magnetic field is relatively simple to 
characterize, and (3) the dynamics of the energetic electrons are one-dimensional. We introduce a fully 
self-consistent, nonlinear model for the evolution of a quasineutral plasma consisting of cold ions and a 
mixture of hot and cold electrons confined by a dipole magnetic field. Representative numerical solutions 
are presented and compared with experimental observations. 

We believe it highly significant that the nonlinear model reproduces the frequency sweeping observed 
experimentally. Examination of the Hamiltonian phase-space flows of the energetic electrons during the 
nonlinear saturation of the instability suggests that the rising tones seen experimentally are due to the 
inward propagation of "phase-space holes." The creation and dynamical evolution of phase-space structures 
including "holes" may be essential to the nonlinear saturation of certain instabilities [17, 18] and of drift- 
turbulence [19]. For the experiments described in this paper, both the observations and the numerical 
simulations appear to be explained by a generalized nonlinear theory recently developed by Berk and co- 
workers [20, 21]. In this theory, the growth and nonlinear saturation of collisionless resonant particle 
instabilities are dominated by three competing processes: (1) linear growth of the instability due to resonant 
particle effects, jL, (2) linear dissipation due to nonresonant effects, jd, and (3) nonlinear effects represented 
by the wave-particle trapping frequency, utr oc %/*, where $ is the fluctuating potential of the instability. 
For strongly unstable plasmas, yL > jd, instabilities grow rapidly and saturate when the linear growth 
rate is balanced by nonlinear trapping, utr ~ ~fL [22]. On the other hand, for weakly unstable plasmas, 
1L ~ Id, nonlinear effects quickly overcome linear effects, and waves with both rising and falling frequencies 
are generated as the instability grows rapidly and nonlinearly to a large collective amplitude, uitr ~ jL. 
At saturation, the wave frequencies continue to change as energy nonlinearly extracted from the resonant 
particles is balanced by nonresonant dissipation. Berk and co-workers suggest frequency sweeping to be 
a general nonlinear wave-particle effect. They note frequency sweeping has been observed experimentally 
during the saturated stages of several instabilities found in magnetized plasmas driven by energetic resonant 
particles. "Fishbone" instabilities [23] and toroidal Alfven eigenmodes [24] excited by energetic ions in 
tokamaks are examples of drift-resonant magnetostatic instabilities where frequency sweeping occurs. 

This paper is organized into five additional sections. Section 2 presents a brief description of the ex- 
perimental device, diagnostics, and method used to produce an "artificial radiation belt" using microwave 
heating. Observations of the drift-resonant fluctuations using multiple electrostatic probes are summarized 
in Section 3. In Section 4, we introduce a self-consistent nonlinear model of the hot electron interchange 
instability (or HEI) [25] in the magnetic coordinates appropriate to an idealized dipole field. In Section 5, 
example solutions to the linearized and fully nonlinear descriptions of the HEI are presented. The nonlinear 
simulations illustrate frequency sweeping, and the computed phase-space flows of the energetic electrons 
clearly illustrate the inward propagation of "holes."  At a prescribed nonresonant dissipation, these phase- 
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Figure 1: The magnetic field geometry of CTX. Solid lines represent magnetic field lines, and the dotted lines 
correspond to surfaces of constant magnetic field strength. The location of the fundamental microwave cyclotron 
resonance, the "artificial radiation belt", and some key diagnostics are shown. 

space holes extract energetic electron energy (by causing an outward expansion of energetic electrons) while 
maintaining nearly constant wave amplitude. The temporal features of the energetic particle flux computed 
by the simulation resemble those observed experimentally. Finally, in Section 6, we summarize key conclu- 
sions and suggest new opportunities for further investigations of the nonlinear evolution of rosonant particle 
instabilities both in the laboratory and in space. 

2    PRODUCTION OF AN "ARTIFICIAL RADIATION BELT" 

The goal and purpose of the Collisionless Terrella Experiment (CTX) is to study the basic dynamical plasma 
processes which lead to collisionless radial transport of energetic particles. This is accomplished by creating 
an "artificial radiation belt" consisting of a population of energetic, deeply-trapped electrons as a result of 
cyclotron resonance absorption of microwaves within a low-density discharge. 

The collisionless plasma dynamics within CTX differ from those observed in axisymmetric terrella built 
by Birkeland [26, 27] and Il'in and Il'ina [28]. Birkeland's terrella were used to study untrapped charged- 
particle orbits such as those followed by cosmic rays near Earth. For untrapped, very high energy particles, 
the normalized gyroradius satisfies the condition p/L > 0.3. Il'in and Il'ina demonstrated the Dragt condi- 
tion for adiabaticity (i.e. the conservation of p) [29], and, in their device, p/L < 0.1. In CTX, p/L ~ 0.01. 
At this normalized energy, the energetic particles in CTX are strongly trapped, adiabatic, and characterized 
by well-separated cyclotron, bounce, and drift frequencies. 

Although the energetic electrons produced in CTX are referred to as a "radiation belt," the plasmas 
created within CTX do not simulate planetary magnetospheres. This is because the effects of electron- 
plasma and electron-neutral collisions have been minimized by decreasing the plasma density and increasing 
the magnetic field. Although electrons are energetic, 1 keV < Eh < 20 keV, the total plasma beta is 
low, ß ~ 1%. The low plasma density allows the energetic electrons to execute thousands of drift-orbits 
within a collision time, u>dhTcoi ~ 104, but the first Alfven field line resonance occurs at high-frequency, 
near VA/L ~ 50 MHz > ujh ~ 1 MHz. In the laboratory, low-frequency drift-resonant fluctuations are 
electrostatic; whereas, in the Earth's magnetosphere they are Alfvenic. 

Plasma is created in CTX using a 2.45 GHz 1 kW microwave power source illuminating a high-field 
water-cooled electromagnet suspended mechanically in an axisymmetric vacuum chamber approximately 
140 cm in diameter. The magnet is surrounded by a stainless steel enclosure electrically grounded to the 
vacuum chamber. The magnetic field strength reaches 15 kG at the pole faces and falls to 50 G at the outer 
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vacuum vessel wall. As shown in Figure 1, the fundamental microwave cyclotron resonance, Bo = B ~ 875 
G, intersects nearly all flux surfaces of the dipole magnet, but only electrons which mirror near LQ = L ~ 30 
cm absorb microwave energy continuously and reach high energy. Although the CTX device is capable of 
long pulse discharges, the microwave discharges are usually pulsed for periods slightly less than one second 
which corresponds to peak x-ray emission. 

The energetic electrons are measured with a krypton proportional counter viewing the equatorial mid- 
plane of the terrella and several XUV diodes and photodiodes viewing cords parallel to the dipole axis but at 
different radial positions. At one of the poles, arrays of biased Faraday cups, localized net current detectors, 
and gridded particle analyzers are used to monitor the azimuthal and radial evolution of plasma and electron 
profiles [30]. Langmuir probes are able to measure the density and temperature of the cooler plasma at all 
locations except at those occupied by the most intense energetic electrons. 

The intensity of the energetic electron population is characterized by the hard x-ray emission produced 
by electron-ion and electron-neutral bremsstrahlung. Pulse-height analysis of the x-rays detected with the 
proportional counter show the distribution of energetic electrons to be non-Maxwellian, a characteristic of 
microwave-heated mirror-trapped electrons [31]. The electrons with energies between 1-10 keV are often 
referred to as the "warm" population and those electrons with energies above 10 keV are called "hot". 
When the microwave power is switched off, the "hot" population persists for 5-20 ms, defining a relatively 
long "afterglow." By inserting probes into the region occupied by the "artificial radiation belt," the x-ray 
intensity decreases rapidly, and this information is used to estimate the belt's spatial extent. Additional 
information describing the plasma and the energetic electrons has appeared elsewhere [13, 14, 30]. 

3    OBSERVATION OF DRIFT-RESONANT FLUCTUATIONS 

When intense energetic electrons are produced, drift-resonant fluctuations (u> ~ uidh) are observed both 
while the ECR heating is on and in the afterglow. During microwave heating, the fluctuations appear in 
quasiperiodic bursts lasting approximately 300-500 ßs. During the afterglow, the drift-resonant oscillations 
persist for several milliseconds. These electrostatic fluctuations are simultaneously measured with four 
movable probes with high-impedance tips and matched, low-noise, wide-band preamplifiers. The observed 
frequencies correspond to the drift-frequencies of both the "warm" and the "hot" energetic electrons, 0.1 
MHz < / < 20 MHz. The saturated wave amplitudes typically range from 100-200 V. 

Correlations between multiple probes show that the waves (1) propagate azimuthally in the direction 
of the electron VB drift, (2) are flute-like with constant phase along a field line, and (3) have a broad 
radial structure extending throughout the plasma [32]. Fourier analysis shows the fluctuations have a time- 
varying and complex frequency spectrum consisting of several coherent and sometimes incoherent modes. 
Figure 2 shows a spectrogram of the electrostatic fluctuations during microwave heating (showing several 
quasiperiodic instability bursts) and during the initial period of the hot electron afterglow. Multiple waves 
with rising frequencies are present. Comparing the phase differences measured between probes separated 
azimuthally show that the azimuthal mode number of the most intense modes is m = 1, although large 
amplitude instability bursts also have waves with m = 2, and waves observed during the afterglow have 
been detected with m < 6. It is observed that (1) multiple modes with .different frequencies often have the 
same azimuthal mode structure, and (2) modes present at the same time but with different m often appear 
to be independent since the ratio of their frequencies are not harmonically related and change in time. 

Coincident with the drift-resonant fluctuations is an outward expansion of the energetic electrons. This 
is shown in Figure 2, where the electron flux to the movable gridded particle analyzer shows a rapid increase 
during the instability bursts. Measurements using the photodiode and polar detector arrays, reported 
elsewhere [30], support this interpretation. 

Analysis of the electron transport induced by the fluctuation's time-evolving frequency spectrum results 
in two significant conclusions. First, the presence or absence of the induced radial flux of energetic electrons 
depends on the spectral characteristics of the fluctuations and not simply on the amplitude [13, 14]. Intense 
radial transport is observed only when the frequency spectrum of the fluctuations induced global chaotic 
drift-motion of the resonant energetic electrons. When the frequency spectrum of the fluctuations consists of 
isolated coherent modes, bands of chaotic motion are predicted to occur only in thin radial bands and greatly 
diminished transport is observed. Secondly, the flux of electrons impacting a small movable gridded particle 
detector is strongly modulated. A simple quasilinear picture of phase-space diffusion averages over phase- 



C4-311 

10 
Fluctuation 
Spectrum 
(MHz) 

Potential 
Fluctuations 

Energetic 
Electron Flu 

Figure 2:   The measured electrostatic fluctuations and the flux of energetic electrons to the movable gridded 
particle detector. A spectrogram showing the time-evolving spectral amplitude of the fluctuations is also shown. 

space correlations and fails to reproduce the modulated flux seen by the detector. However, a transport 
simulation based on the Hamiltonian motion of energetic electrons following the drift-motion induced by the 
measured fluctuation spectrum reproduces the frequency and modulation depth of the observations [14, 30]. 

4    HOT ELECTRON INTERCHANGE INSTABILITY 

The analyses of collisionless transport in CTX referred to in Section 3 were based on computed particle 
dynamics in the presence of a collection of electrostatic waves with fixed frequencies. The wave frequencies 
were measured within a relatively short time interval during an instability burst when the time-variation of 
the spectrum could reasonably be ignored. Although the energetic electron response to these fluctuations 
could be understood, we did not explain why the frequency of the drift-resonant instability increases on 
longer time periods nor did we identify the source or describe the evolution of the phase-space structures 
detected by the gridded particle detector. Possible answers to these questions are addressed in this section. 
A fully self-consistent model for the growth and saturation of the unstable waves is introduced which includes 
the Hamiltonian motion of the energetic electrons to drift-resonant electrostatic fluctuations. 

In the following, the basic equations used to describe flute-like electrostatic fluctuations within a dipole 
magnetic field are described. Since p. and J are preserved, the electron dynamics are described by a two- 
dimensional canonical phase-space, and the colder ions and electrons are described by field-line averaged 
particle continuity equations. When linearized, these equations describe the hot electron interchange insta- 
bility (HEI) in a dipole confined plasma. Fully nonlinear solutions are computed numerically. The nonlinear 
solutions illustrate frequency sweeping for saturated instabilities and strong modulation of local energetic 
particle flux due to the transport of "phase-space holes." A more detailed description of the models presented 
in this section will be published elsewhere [33]. 
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4.1    Basic Equations 

In the following, we summarize a self-consistent, nonlinear model for the flute-like electrostatic hot electron 
interchange instability in dipole magnetic flux coordinates. 

4-1.1    The Dipole Magnetic Field 

A curl-free, axisymmetric dipole magnetic field can be represented in magnetic coordinates B = Vtp x Vip = 
Vx, where (V>, <p) defines a field line and x relates to a position along a field line. In spherical coordinates, 
i> = M sin2 0/r, and x = Mcos 6/r2, where M = 50Lg is the moment of the dipole magnet defined in terms 
of the field strength at an equatorial (8 = n/2) reference radius, i0. 

Restricting our model to flute-like interchange instabilities, integrals along a field line incorporate the 
geometry of the dipole magnetic field. For example, the volume of a tube per unit flux is 8V(ip) = } dx/B2 

with the magnetic field strength expressible as B = (M/r3)\/l + 3cos20. Integrals of this type are performed 
by first transforming the variable of integration from x to f = sin2 6 using the relations: 

M(, i>2    1-Z       J   dX = £.    3^4 (1) 

For a ideal dipole field, we find 

„„,,      M3   f1    d££3 M3 

The flux-tube average, (A), and the density-weighted average, ||A||, are defined as 

where n is the plasma density, and N = (n)SV is the total particles on a tube per unit flux. 

4-1-2    Electron Dynamics 

We model the electrons as consisting of anisotropic energetic electrons (pj_ > pn) equatorially trapped near 
the microwave cyclotron resonance (i.e. as shown in Figure 1) and cold electrons more uniformly distributed 
along the field lines. Since the instability of interest is flute-like with a frequency much higher than the cold 
electron drift frequency, the essential dynamics of the electrons is represented by assigning J = 0 to the 
energetic electrons while preserving their total electron number density on a given flux tube. The energetic 
electrons form a "disk" encircling the terrella and immersed within the larger quasineutral cold plasma [14]. 

The interaction of nonrelativistic energetic electrons with the drift-resonant electrostatic waves are de- 
scribed by the guiding center drift Hamiltonian [34], % = ficB/e - c$, where e is the magnitude of its 
charge, c is the speed of light, B is the local strength of the dipole magnetic field, /x = mev]_/2B is the 
magnetic moment, me is the electron mass, and $ is the electrostatic potential. Particle motion is confined 
to trajectories in a two-dimensional phase-plane, (iß,ip), and the equations of motion take a particularly 
simple form: 

.    _    dU _    cö5 _   9£ 

* ~    d^~ßedf     CdV' ^ 
; dU 0$ 

* =     ~äj = eW ^ 
For these equatorial particles, the magnetic precessional drift frequency is udh = Hc/iB/eip, which scales as 
Uih = 3pB0/meu>cs0L

2 using wce0 = eB0/mec and L = M/tp to label a flux surface and a particle's equatorial 
radial position. Cold electrons execute radial and azimuthal E x B motion; whereas, the energetic electron 
drifts are Doppler-shifted according by the magnetic drift, wj/,. When $ consists of azimuthally propagating 
waves, the wave-particle resonance condition, UJ = mudh, relates a particle's energy, p, to a resonant flux 
surface, L oc ^/mn/cj. As w increases, the wave-particle drift-resonance moves inward. 
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When describing the complete dynamics of a population of trapped electrons, we use the bounce-averaged 
distribution, F(n, J,ip,ip,t), with adiabatic constants, (/i, J = 0). The collisionless evolution of F is described 
with the following equation 

dI+hm+h^F)=ü- (6) 

When the particle distribution is expressed in terms of the adiabatic invariants, the number of electrons on 
a tube of given flux Sip&f is Ne = fdfidJF, and the volume-averaged electron density is (ne) = Ne/5V(il>). 

4-1.3    Electrostatic Fluctuations 

The potential fluctuations are modeled as constant along a field line and purely electrostatic.    In flux 
coordinates, the flux-tube-averaged form of Poisson's equation becomes 

d   f,   d$\       d   f,   9$\ „     .„      ... 
(7) 

which determines the electrostatic potential, $(V>, tp, t), in terms of the difference of electron and ion numbers 
within a flux-tube. Two geometric terms define the transformation of the Laplacian operator into field-line 
averaged flux-coordinates: 

K = J dx 

ww >2 
: 2—j, and h^, •I dx 4M. (8) 

4-1-4    Cold Ion Dynamics 

The plasma ions are modeled as a cold, neutralizing ion-fluid convected by E X B and polarization drifts. 
This description assumes that the fluctuation frequency is much smaller than the ion cyclotron frequency, 
LJ ~ Wrffi/2 •< LJci = eB/MiC where M; is the ion mass. For drift-resonant fluctuations, this condition is 
equivalent to p/L <C yJrnJMi. 

The field-line averaged continuity equation is 

^ + ^WI|V^V||)+A(Jv,.||V^.V||) 

Using E = —V$, the particle-conserving cold ion flow can be written as 

0. 

ON,  |    d 
dt       dip 

CNJ 0$ 
"dip 

|Vvf 
uiciB dtpdt) 

a IVtAI2 

ujciB 

ö
2
$ V 

dtpdt) 

(9) 

(10) 

which neglects the parallel flow of plasma lost to the poles. The first term in parentheses is the E x B drift, 
and the second term is the polarization drift. 

The field-line averaged ion polarization drift terms require knowledge of the density profile along a field 
line. This profile has not yet been measured in CTX; however, these density-weighted field-line integrals are 
only weakly profile dependent for a reasonable range of possible profiles. For the examples reported here, the 
density profile is assumed to be moderately broad along a field line, n ~ A/? = sm 0, and |||V</?|2/wc;.B|| « 
0.66M2Bo/ip

4ojcio, HWlVwci-Bll « 0J7M2Bo/ip
2LJcio, where (Jci0 is the ion cyclotron frequency at B = BQ. 

4.2    Linear Dispersion Relation 

The linear dispersion relation for low-frequency, flute-like modes in a hot-electron, dipole plasma can be 
derived from the equations presented in the previous section. We use several simplifications. First, the 
electron distribution is assumed to be separable with a(i/>) defined as the fractional density of energetic 
electrons. Secondly, solutions to Poisson's equation are restricted to be traveling waves localized on a flux 
surface where d$/dip « 0. With these assumptions, the unperturbed electron distribution function, F0, 
takes the form 

F0(ß, J, V>) = JV„(^)[1 - a(il>)]S(ti)S{J) + Ni0(i>)a(1>)G{n)6(J) (11) 
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where J dfiG(fi) = 1, and the linear potential fluctuations are 

$(V>, ¥>,*)« $m(V>*) cos(mifi - ut + ipm) -<*i£)' + -' (12) 

with 77i the azimuthal mode number, <pm an arbitrary phase, and ip* = B*L2 is the flux surface of peak mode 
amplitude (i.e. where d$/dip = 0). Only two significant terms of an expansion of the radial mode structure 
are retained. We refer to the radial mode width as Aip = 2ip* jk^L, and we define the total perpendicular 
mode number as m\ = m2 + 0.58(fcii)2 

The Fourier-Laplace transform of the linearized fluctuating electron number, Ne] is equal to 

d{Nioa)   f , ujdG 
N, = cm^r, 

bJ   dip 

The linearized ion fluctuation number is 

1 dNa 

+ cm <p„ 
dip j 

N{ = cm<J>„ 
u> dip 

cm2®» 
|vvp 
uniB 

Nio + c 
d2$r, 
dip2 

mud) 

|vyf 
ujciB 

Nir 

On the same surface, the field-line averaged Poisson's equation becomes 

[m2 + (kLL)2 
*m = 4-^(N,-N.), 

2M 

(13) 

(14) 

(15) 

which defines the local dispersion relation in terms of the radial gradients of the hot and cold plasma and 
the distribution of energetic drift frequencies, ui^lß). 

The hot electron interchange mode is usually described [25] in the high-density limit where (w2-)/w*2 « 
4TrecNioip*/0MM > 1. For CTX, (w£)/u;*2 ~ 103. When we further note that the observed instabilities 
have m ~ 1 and a broad radial structure, the local dispersion is determined by the zeros of 

. m2 iP' d{Nioa)    f _,__     u$ud G 
D(u>, 771, 77lx) 1 + 1.5—2 

m\ Nio     9i> 
jd» 

UJ(UJ — rnujd) 
(16) 

This dispersion relation is easily examined using two relatively simple forms for G(/i).  When G(fi) = 
8(n — fi0), the energetic electrons are mono-energetic. D is a simple quadratic function of w, 

£>«! + 
r2 1
 h (17) 

771 j^ Ul(u! — niUijo) 

In Eq. 17, u>d0 is the hot electron drift frequency, and F2, = 1.5ct»*iaido(V'*/Nio)(dNi0a/dip) is the hot electron 
interchange drive. This reproduces the form of the HEI dispersion relation derived by Krall [25]. Instability 
results whenever F2, > m^Wjo corresponding to unstable coupling of the negative energy precessional mode 
with the positive energy drift mode. The hot electron density gradient must exceed an stability threshold 
due to the competition between the stabilizing azimuthal ion polarization flows and the destabilizing net 
radial electron flows. For unstable modes, the real frequency is mwdo/2- Low values of m and broad radial 
mode structures (m\ <C 1) are more unstable than higher values of m or mi. For mono-energetic electrons, 
local, linear theory does not produce a wave-particle resonance, and Eq. 17 is purely reactive. 

The linear stability of energetic electrons having a distribution of energies can be investigated using a 
model such as 

GM = -Tfm exP(-A^M>), (18) 

where / is a positive integer. When / = 1, Eq. 18 represents a Maxwellian distribution of energetic electrons. 
When / —> oo, G becomes mono-energetic. For all I, j djifiG = /J,0. Using Eq. 18, D can be expressed in 
terms of the exponential integral combined with the usual Landau prescription for evaluating the energy 
exchanged by the wave-particle drift-resonance, w = mo;^(/i). The existence of the wave-particle resonance 
destabilizes the HEI (and eliminates the instability threshold) for a plasma with any unstable gradient, 
da/dip > 0. Numerical solution of the finite-temperature dispersion relation shows the growth rate is 
small until the Krall instability threshold is approached; however, it is significant that distinct intervals of 
stability are observed in CTX even with a radially-localized population of electrons having a broad energy 
distribution. These stable periods implies the presence of nonresonant wave dissipation not included within 
Eq. 17. 
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Figure 3: The evolution of the electrostatic potential during the growth and saturation of the HEI. Large amplitude 
waves dominated by m = 1 grow from the initially random fluctuations when the energetic electrons are sufficiently 
intense. Stable and unstable hot electron densities are .shown. 

4.3    Self-Consistent Nonlinear Evolution of the HEI 

The nonlinear evolution of the hot electron interchange instability has been simulated by computing simul- 
taneously solutions to Eqs. 5, 7 and 10. These solutions exhibit frequency chirping and strong modulation 
of energetic electron flux as observed in the experiment. The simulation indicates a correspondence between 
the rising frequency of the instability and the inward motion of phase-space "holes." 

Since the self-consistent dynamics of the HEI can be described on the (tp, tp) phase-plane, the two- 
dimensional time evolution of N{, $, and F(ß) can be solved using relatively standard numerical techniques 
on a desktop computer workstation. We incorporate an important simplification. Since ft is a constant of 
the motion, the electron distribution can be considered to consist of a continuum of two-dimensional phase- 
planes which interact only through their mutual and collective effects on the fluctuating potential. However, 
the computation of the entire Vlasov time evolution of F(fi, t) would be time-consuming and unnecessary. In 
the simulations reported here, we represent the hot electrons as a finite number of hot-electron phase-planes 
distributed at various values of ft, F(ft,ip,i>,t) « J2i9l{f, ^,t)S[n - fti). Since our potential fluctuations 
extend from the terrella to the outer vacuum chamber wall, each hot electron phase-plane resonates with the 
potential fluctuations at some radial location. This simplification, therefore, retains a complete description 
of the nonlinear wave-particle resonance without the need for excessive computation. Furthermore, the same 
numerical algorithm used for the evolution of the ion fluid flow can be used to compute the hot-electron 

phase-space flow for each value of ft. 
For a given electrostatic potential, *, and its first time derivative, $' = d$/dt, the ion and electron 

density is advanced using a flux-corrected transport algorithm [35] modified by Zalesak [36, 37]. Zalesak 
demonstrated the effectiveness of this numerical technique by computing the growth of electrostatic drift 

instability in a plasma following a magnetospheric release of barium. 
The potential fluctuations are computed by recasting Poisson's equation using an equation for the con- 

servation of charge derived from the ion and electron dynamical equations. The ion polarization currents 
are used to define a field-line averaged dielectric, e^{i/>), i^{4>) proportional to the axisymmetric part of the 
ion number density, Ni = / dipNi/2ir. This gives an elliptic equation for the time derivative of the potential, 
$', in terms of the divergence of the nonaxisymmetric ion polarization currents, the E x B convection of the 
fluctuating charge density, and the magnetic precession of the hot electrons [33]. Since £v and «,/, depend 



C4-316 JOURNAL DE PHYSIQUE IV 

Energetic Electron Flux to 
Localized Probe (A.U.) 

Normalized Electrostatic 
Fluctuation AI \^H/Wr^ 

o 40 80 
time 

120 160 

Figure 4: The evolution energetic electrons showing the modulations of the local electron flux (bottom) and the 
time-evolution of five hot electron "phase-planes" clearly illustrating the inward propagation of "holes" (top). 

only upon V, the equation for $' is solved efficiently using fast Fourier transforms of the azimuthal variations 
of potential and charge. 

Nonresonant dissipation of the electrostatic fluctuations is required both for numerical stability and 
to produce frequency sweeping. Since the flux-corrected transport of electrons and ions introduces very 
little numerical dissipation, an explicit damping of the potential fluctuations is needed. After computing a 
solution for $' as described above, the potential is advanced in time, from t to t + At, according to the rule: 

$(<-l-Ai) = $(0 + Ai$'-(-l)*:AtI/VM$(<), (19) 

where u is a specified constant, and k = 0,1,2,... sets the scale-length for dissipation. 
Figure 3 shows the time evolution of the electrostatic potential from a representative simulation. Initially 

the potential fluctuations are small and random. If the density of energetic electrons is below a threshold set 
by dissipation, the fluctuations decay. As the intensity of the energetic electrons increase, rapidly growing 
fluctuations appear dominated by a broad, m = 1 structure. The frequency of potential fluctuations increase 
as the instability saturates. The peak amplitude of the instability corresponds to a trapping frequency havine 
Utr ~ TL ~ "dh/4:. 

Figure 4 shows the evolution of the energetic electron phase-space distributed over five values of a and 
weighted according to Eq. 18 with / = 2. Since the initial frequency of the HEI is low, the low-energy 
electrons are the first to experience strong resonant diffusion. As the amplitude of the instability saturates 



C4-317 

the frequency increases and electrons with higher energies begin to resonate with the waves. Since the 
location of the resonance changes with frequency, V « 1/L oc y/uj/mfi, the drift resonance moves inward. 
Trapped within the resonances are low phase-space densities originating in the outer regions of the plasma. 
As these phase-space "holes" move inward, they displace hot and denser electrons at lower L and cause 
transport. For the low-energy electrons, phase-space structures exist at the outer regions of the plasma 
which circulate at low frequency. The location of the phase-space holes within each phase-plane («'. e. for 
each value of n) are separated in radius but not in azimuth. As the frequency spectrum of the instability 
evolves, the dynamics of lower energy electrons appear chaotic. By summing the electron flux from all five 
phase-planes, the simulated signal from a stationary detector is strongly modulated. 

5    CONCLUSIONS AND OPPORTUNITIES 

An "artificial radiation belt" consisting of energetic electrons deeply trapped by a strong dipole electromagnet 
has been produced in the laboratory using microwave heating. As the intensity of the radiation belt increases, 
quasiperiodic bursts of hot electron interchange instability are excited which resonate with the magnetic 
drifts of the energetic electrons, u> ~ udh- High-speed measurements of the induced energetic electron 
transport are made with particle detectors, and these measurements show strong temporal modulations 
indicating the presence of circulating phase-space structures. The frequency spectrum of the nonlinear phase 
of the HEI is complex with slowly rising tones. We have introduced a self-consistent nonlinear simulation 
of the flute-like electrostatic response to a steep radial gradient of energetic electrons confined in an ideal 
dipole magnetic field. The simulation reproduces the temporal features of the energetic electron flux and the 
increasing frequency of the saturated instability. The simulation shows that a wave with rising frequency 
traps outer regions of low-density phase-space, called "holes," and transports these regions inward. The 
inner regions of high-density phase-space are displaced to lower B leading to energetic electron transport. 
The energy released during the frequency rise does not lead to significant wave growth due to nonresonant 
dissipation [21]. 

The comparison between measurements and simulation lead to interesting questions for further investiga- 
tion in the laboratory and in the Earth's magnetosphere. In the laboratory, two experiments are in progress 
to better measure and understand the phase-space structures created by the HEI. First, a 72-element parti- 
cle analyzer is being installed at one magnetic pole in CTX in order to detect the circulation of phase-space 
"holes." Secondly, at the opposite pole, a high-frequency and high-power antenna has been installed in 
order to launch both low-frequency (electrostatic and Alfvenic) and high-frequency (whistler and electron 
cyclotron) waves into the plasma. These waves will provide a tool for direct interaction with the electron 
phase-space. For example, excitation of bounce-resonances may result in wave-induced velocity scattering 
and the destruction of the phase-space "holes." Finally, we can not avoid asking the questions: "Are low- 
frequency waves within the Earth's magnetosphere driven unstable by energetic particles? And, if so, is 
frequency sweeping associated with the saturation of these instabilities?" Although most magnetospheric 
waves which resonate with energetic particles are externally driven by solar wind variability and plasma 
flows near the magnetosphere [38], theory and observation have indicated the possibility of drift-bounce 
resonant excitation of Pc 4-5 pulsations by energetic ring-current ions [39]. If low-frequency Alfven waves 
are excited by drift-bounce resonances, they will have a relatively short perpendicular wavelength, and the 
detection of frequency sweeping will require multiple satellites. Unlike the HEI, localized Alfven pulsations 
in space would propagate radially if their frequency were to-be changed by resonant particle phase-space 
structures. 
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Abstract. High density plasmas created by high-voltage pulsed discharges in liquid helium below 4.2 K, 1 atm, and 
cryogenic helium gas near 4.2 K, 1 atm, have been investigated by spectroscopic measurements in the visible 
spectral range. The well known atomic lines exhibit strong and broadened profiles with underlying continua at 
early stages. Several experimental findings indicate that this broadening is dominated by Stark broadening caused 
by the presence of the transient plasmas. The spectral profiles are therefore used to deduce the plasma densities, 
which are on the order of 10IS cm"3 at 0.2 us after the breakdown. The electron temperatures are measured from the 
ratios of total spectral line intensities to continuum intensities. It turns out to be about 35,000 K at 0.2 us. The 
measured plasma parameters suggest that the observed plasmas are moderately strongly coupled plasmas with 
Coulomb coupling coefficients around 0.1. In addition, some strong spectral features are observed near 430 nm, 
which can be assigned to He2 transition (g3r/—a3-0.   The reaction mechanisms are discussed in this paper. 

1.    INTRODUCTION 

For many years, a variety of high-density plasmas that were beyond the scope of conventional laboratory 
experiments have been generated by novel methods such as laser implosion of a small target [1, 2]. 
Azechi et al. [2] generated a strongly coupled (non-ideal) and partly degenerated plasma with density on 
the order of 1026 cm"3 and electron temperature of 0.5 keV attained by the laser implosion. Here, the 
strongly coupled plasma means that the Coulomb coupling coefficient r defined by the ratio of the 
average Coulomb energy to the average kinetic energy is not much less than unity. Shock wave 
compression in gases or solid materials have been measured to generate non-ideal plasmas with densities 
on the order of 1018 cm"3 and electron temperature around 1 eV [3]. One of the authors (A. W. DeSilva) 
and his collaborator measured by means of laser scattering a plasma with densities 101 cm" and electron 
temperature 2 eV [4]. Peaked spectra caused by ion-acoustic fluctuations in the collision dominated 
plasmas were detected and fitted to Bhatnagar-Gross-Krook model among various versions. 

On the other hand, spectroscopic measurements have been employed extensively to investigate 
properties of dissolved impurities in liquid helium (LHe). Spectroscopic measurements were carried out 
to measure dissolved clusters from metal target caused by laser ablation [5]. Laser-generated sparks 
have been employed to analyze liquids spectroscopically [6]. Our spectroscopic study presented here 
was motivated by a possible existence of cryogenic plasma states generated by high-voltage pulsed 
discharges in LHe [7]. The cryogenic plasma, i.e., positive and negative ion mixture with temperature 
below 4.2 K dissolved in LHe, may be an unknown subject in physics of condensed matter. Time- 
resolved emission spectra resulting from sparks in LHe and cryogenic helium (He) gas are here measured 
in the visible spectral region from 380 nm to 720 nm. In LHe, a high power discharge will create a 
gaseous He bubble between the electrodes, as occurred in other liquids [6]. The measurements we made, 
in fact, are limited to transient gaseous He plasmas in cryogenic environments immediately after the 
pulsed'discharge. The results show that the well known neutral He atomic lines are strong and 
broadened with underlying continua at the early stages. Several experimental findings indicate that this 
broadening is dominated by Stark broadening caused by the presence of the transient plasmas. The 
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spectral profiles are therefore used to deduce the plasma densities. The electron temperatures are 
measured from the ratios of total spectrahline intensities to continuum intensities. These data suggest 
that the observed plasma with relatively high density and low electron temperature due to rapid cooling 
are moderately strongly coupled plasmas beyond the scope of conventional discharges in gas at room 
temperature. In addition, there are some strong spectral features near 430 nm (23300 cm"1), which can 
be assigned to the He2 transition (g%+—tf3Zu

+). They are not observed in 77 K and 300 K, 1 atm, He 
gas under the same experimental conditions. By analyzing these spectral data, the emissions of neutral 
atomic He are estimated to be from the hot core of the plasma while the strong molecular He2 transitions 
occur at the rapid cooling edge layers, where the molecular He ions become dominant positive ions. 

The outline of this paper is as follows: the experiment is described in section 2, analyses and 
discussions of the measured results are given in section 3, and conclusions are presented in section 4. 

2.    EXPERIMENTS 

Pulsed discharges of-22 W are made between tungsten rod electrodes separated by 1.5 mm in a Dewar 
bottle filled with LHe or with-cryogenic He gas. The peak discharge current measured by a Rogowski coil 
is about 50 A with 0.5 us duration as shown in Figure 1. The states of He examined are (1) superfluid 
LHe II with temperature 1.62 K and pressure 5.8 Torr, (2) normal fluid LHe with 4.2 K and 1 atm, (3) 
cryogenic He gas near 4.2 K and 1 atm, (4) He gas near 77 K and 1 atm, and (5) He gas at 300 K, 1 atm. 
The case (1) is attained by evacuation cooling, i.e., the pressure of He gas above the LHe surface is kept at 
5.8 Torr.   The cases (4) and (5) are investigated for comparison. 
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Figure 1: The discharge current vs time measured by a Rogowski coil. 

The light emissions from the spark are collected through a vertical transparent slit made on the Dewar 
bottle by a lens and focused into the entrance slit of a 0.25 m monochromator fitted with a 1200 
grooves/mm grating. The detector is a MCP high-speed gated image intensifier head combined with a 
multichannel detecting system. The 1024 channels cover a spectral region of 46 nm when the center 
wavelength of the monochromator is set to 550 nm. Spectra at various delay times td after the discharge 
can be measured in a certain spectral range without the necessity for scanning the spectrometer. The time 
resolution is 0.4 us. No particular efforts have been made for getting spatial resolution. The data are 
average values of all line-of-sight emissions. The calibration of the spectral response is carried out by 
using a tungsten-filament 2,854 K standard lamp. 
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3.    ANALYSES AND DISCUSSIONS 

3.1 Determination of Plasma Densities 

3.1.1 Spectral Line Broadening 

The emissions from discharges in all five cases (1)—(5) in a spectral region from 380 nm to 720 nm last 
typically about 6—8 us. In the low temperature cases (1)—(3), the spectra show extremely broadened 
neutral He atomic lines together with a very strong continuum background at the early stage after the 
discharge Then, the continua gradually disappear. Most of the strong atomic lines 388.9 nm (3p P— 
2s2S), 447.1 nm (4d3D-2pi?), 501.7 nm (3pl?-2s:S), 587.6 nm (Srf'D-VP), 667.8 nm (3d D-2p P) 
and 706.5 nm (5s3S—2/?3P) in this spectral region appear and become increasingly narrow in line width as 
time elapses.    An example of case (1) near the spectral line 587.6 nm is shown in Figure 2. 
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Figure 2: Time-resolved emission spectra near 587.6 nm (3cPD_2p3P) in 1.62 K, 5.8 Torr liquid helium. Note the line 
broadening and continuum at early stage. 

For the gas cases in our conditions, the observed spectral line broadening can be considered to be 
dominated by Stark broadening as in usual dense plasmas. The plasma densities can be accordingly 
calculated with the use of the theory developed by Griem and his co-workers [8—10]. In LHe cases (1) 
and (2), however, the plasma is believed to be located in the gas bubble bounded by LHe, in which the 
pressure may be very high and decreases rapidly as time progresses [6]. The line width, therefore, may 
result partially from the effects other than that of the local electrons and ions. Nevertheless, the 
following experimental findings indicate that the broadening in LHe is also dominated by Stark 
broadening. 

Firstly, the measured spectral line profiles and numerically calculated Stark profiles can be well 
fitted with each other. The numerical calculations of the Stark spectral line profiles are based on the 
impact approximation for electrons and quasi-static approximation for ions as were described by Griem 
and the co-workers [8—10]. Two examples of the fittings for the spectral line 587.6 nm at delay time 
0.2 us and 1.4 us, respectively, in the case (1) are shown in Figure 3. The poor fit at the line center is 
probably due to contributions from low-density edge layers because of the spatial and temporal 
nonuniformity of plasma parameters in the discharge region. 
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Figure 3: The comparison between theoretically calculated Stark profiles and the measured spectral line shapes of spectral line 
587.6 nm at delay time a) 0.2 us and b) 1.4 us in 1.62 K, 5.8 Torr superfluid liquid helium. 

Secondly, the plasma densities deduced from a few different isolated lines by fitting the line profiles 
exhibit consistency within an error limit under the assumption that the mechanism of Stark broadening 
dominates the spectral line profiles. The results after Debye shielding correction [9] of spectral lines 
388.9 nm, 587.6 nm, 667.8 nm and 706.5 nm in case (1) are given in Table I. Some of the data have 
large dev.ations from others. For example, the density obtained from line 667.8 nm at the delay time td = 
1.0 us is very low. However, these inconsistencies are'not worse than those in gas cases. Taking into 
account the experimental errors, e.g., time jitter (-0.1 us) of MCP delay in our single shot measurements 
and the accuracy of numerical calculation according to Refs. 8-10, errors in density determination from 
He neutral atomic lines can be estimated to be as large as 35%. 

Table I: Plasma densities obtained by fitting different emission spectral lines for 1.62 K, 5.8 Torr, liquid helium. 

Spectral line (nm) 3p3P—2s3S 3cPD—2p 3P 3d'D—2p'P 3s3S—2p3P Average 
388.9 587.6 667.8 706.5 

Delay time 
/-(MS) 

Plasma density (10" cm-3) 

0.2   44 44 
0.6 19 24 18 18 20 
1.0 7.3 8.9 5.7 9.0 7.7 
1.4 3.4 3.2 2.8 2.9 3.1 
1.8 1.9 2.2 1.9 2.1 2.0 
2.2 1.5 1.7 1.4   1.5 
2.6 1.2 1.1 0.83   1.0 
3.Q 1.0 1.0 —   1.0 
3.4 0.91 0.88 —   0.90 
3.8 0.81 0.75 — — 0.78 

* The experimental spectral line profile is too difficult to obtain because of strong continuum background or poor sienal-to- 
noise ratio. & 
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Finally, the average plasma densities deduced from spectral line shifts and those obtained from the 
line widths show consistency within the error limit under the assumption that the mechanism of Stark 
broadening and shift dominates the spectral line profiles. When there exist a large number of free 
charged particles near the He atom emitters, the spectral lines will not only be broadened, but also shifted 
[8—10]. Our experimental results show such shifts, just as was expected theoretically. Despite the 
large error inherent in line shifts theoretically and experimentally [8—9], the plasma densities can roughly 
be deduced from the fitting values of the shifts. The average densities in the cases (1) obtained from 
shifts and widths of 388.9 nm, 587.6 nm, 667.8 nm and 706.5 nm are depicted in Figure 4. 
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Figure 4: Comparison between average plasma densities obtained from shifts and profiles of spectral lines 388.9 nm, 587.6 nm, 
667.8 nm and 706.5 nm in 1.62 K, 5.8 Torr superfluid liquid helium. 

3.1.2 Determination of plasma densities 

Plasma density is one of the important parameters that are used to describe a plasma environment. The 
value is also very important for establishing the equilibrium in the plasma. One of the advantages of 
measuring the density through Stark broadening is that the density can be calculated with good accuracy, 
even when the electron temperature Te is not accurately known because Stark broadening is insensitive to 

In Figure 5, the average densities after Debye shielding correction, determined from line profiles of 
neutral lines 388.9 nm, 587.6 nm, 667.8 nm and 706.5 nm, are plotted for the cases (1)—(3) as functions 
of the delay time t<t. The plasma densities are 4.4xl018 cm'3, 3.6xl018 cm'3 and 1.3xl018 cm'3 at the 
earliest stage of td = 0.2 us in the cases (1), (2) and (3), respectively. They are 8xl016 cm"3, 6xl016 cm"3 

and 6xl016 cm'3, respectively, at td= 3.8 us. Such plasma densities, on the order of 1018 cm'3, are much 
higher than the values, 1.4xl017 cm'3 and l.lxlO17 cm'3, produced, respectively, in the cases (4) and (5), 
at td = 0.2 us. Here, it should be mentioned that, at td = 0.2 us, the measured line profile may be 
influenced by the remains of the discharge electric field strength. However, this effect is estimated to be 
minor, because much lower densities are acquired under the same discharge conditions in the cases (4) 
and (5), and the plasma formed may also shield itself from this effect. After 3 us, the electron densities 
in the cases (2) and (3) converge to about 6xl016 cm'3. For the case (1), however, they remain above 
7xl016 cm"3 for a long time. Subsequent decreased emission intensities result in poor signal-to-noise 
ratios, and there exists a limitation in the instrumental spectral resolution. Accordingly, this 
phenomenon requires further investigation. 
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Figure 5: Plasma densities as functions of delay time td in cases (1) 1.62 K, 5.8 Torr superfluid liquid helium (He), (2) 4.2 K, 1 
atm normal fluid liquid He and (3) 1 atm He gas near 4.2 K. 

In addition, in terms of the plasma densities obtained here and electron temperatures, which will be 
discussed in the next section, the densities of neutral He atoms at the breakdown region can be estimated 
by Saha equation.    It turns out that the density of neutral ground-state He atoms at delay time td = 0.2 us 
is on the order of 10'6 cm"3, while typical plasma density at this moment is 1018 cm"3 in the cases (1) (3). 
This fact provides another evidence for dominant mechanism of Stark broadening. 

3.2 Determination of Electron Temperatures 

3.2.1 Measurement of Electron Temperatures 

The observed underlying continuum light in our measurements is considered mainly to arise from 
recombination radiation and bremsstrahlung due to atomic processes. By using the observed continuum, 
the electron temperatures can be deduced by relative line-to-continuum intensities described by Griem in 
Ref. 8. The procedure of this method is to calculate the ratio of the measured total spectral line intensity 
to the continuum intensity in a certain wavelength band, e.g. 10 nm, centered at the line. . This result is 
then compared with the calculated one [8]. The ratio is a function of electron temperature and is 
independent of the plasma density. Comparing with other spectroscopic methods for electron 
temperature determination, this method is normally restricted to simple pure gases such as hydrogen and 
He, because continuum intensities can be precisely calculated. However, it permits rather precise 
temperature determinations in relatively low temperatures (15,000 K < Te < 30,000 K). As in most of 
other spectroscopic methods, this method is also only applied to local thermodynamic equilibrium (LTE) 
plasmas.    The validity of LTE under our conditions will be discussed in the next subsection. 

Figure 6 shows the measured Te as functions of delay time td in the cases (1)—(3). It is found that, 
at delay time td= 0.6 us, Te = 32,000 K, 33,000 K and 25,600 K for the cases (1>—(3), respectively! 
They are 19,100 K, 15,900Kand 17,500 K, respectively, at td= 3.0 us. The decay time of Te in the case 
(1) has some similarities to that for the case (3). hi the case (2), however, the decay seems to be 
somewhat faster than others. The theoretical [8] and experimental uncertainty in the temperature 
measurements is estimated to be 20% for the delay time td between 0.6 us and 3.0 us in the cases (l)-(2) 
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3.2.2 Equilibrium Discussions 

excitation and .onizat.on distributions, is 2x10" cm"3.   From our experimental results up to 3 8 us   h 
electron densities sat.sfy th.s criterion.    This suggests that LTE can be attained during Ct me    T^e 
h.gh plasma dens.ty and high pressure in the bubble formed by breakdown in LHe toJlySTSlIis^ 
frequences between constituent particles. Secondly, the criterion of the time for the exclL on and 
.on.zat.on d.stnbut.ons to establish equilibrium is estimated to be less than 70 ns in our LHe cast* "= 
0.2 us [8  11],    The time for establishing a kinetic equilibrium between electrons, heavier neutral atoms 
and .ons turns out to be less than 1 ns at <,- 0.2 us [8, 12].   Therefore, LTE is suggested in the pla m" 
produced in our exper.ments, although it is not yet possible for us to make an experimental comtrSn 
between three temperatures, i.e., ionization, excitation and electron temperatures, directly    NonX"ess 
some dev.at.ons from LTE cause no great errors in temperature determination by the method of eS 
hne-tOmContnu,um .„tens.t.es for al, neutral He lines which we have used, as long as densS are to" 

3.3 Coulomb Coupling Coefficient r 

The Coulomb coupling coefficient Tof a plasma defined as the ratio of the average Coulomb energy to 
the average k.net.c energy can be calculated from measured plasma densities and electron t^peratoes 
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According to the plasma parameters measured in the cases (1), (2) and (3), the r factors of the transient 
plasmas are around 0.1 which is about 5 times greater than that for the case (5). Therefore, our plasmas 
in cryogenic environments are considered to be moderately strongly coupled plasmas. 

3.4 Analyses of Reaction Dynamics 

As one of advantages, the spectroscopic observations can provide not only plasma parameters such as 
density and electron temperature but also the information on reaction dynamics of the plasma. 

In our experiments, the observed emissions from excited neutral atoms are very intense. These 
emissions were, however, completely absent in Kimura's spectra of nitrogen ion-impinged cryogenic He 
gas in this spectral range [13]. Only transitions of atomic He 706.5 nm (3s3S—2p3?) and 728.1 nm 
(3s1 S—2p1?) occurred in Brooks and Hunt's proton beam irradiated cryogenic He gas [14]. The failure 
to observe atomic lines was considered to arise from associative ionization reaction (Hornbeck-Molnar 
process) [15], 

He*(n>3) + He->He2
++e. (1) 

In our case, the concentration of neutral ground-state He atoms in the center part of breakdown is 
relatively low. It is reasonable that most of excited atomic He transitions occur with significant 
intensities as in the case (5) at the hot core of the transient plasma. 

In addition to the neutral atomic spectra, some strong spectral features are observed near 23300 cm"1 

(~430 nm) in the cases (1)—(4). Here, for the convenience of assignment, unit of frequency is used. 
The time-resolved spectra from 22100 cm'1 to 24400 cm"' (~410—450 nm) for the cases (1) and (2) are 
shown in Figure 7. According to the spectral data given by Orth and Ginter [16], they consist primarily 
of spectra of He2 transitions, P branch, g32g

+(v=0)—a3Eu
+(v=0) as marked in Figure 7. A few weak peaks 
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Figure 7: The time-resolved emission spectra from 22100 cm'1 to 24400 cm"' (-410—450 nm) at delay time 0.2 us, 1.0 us, 1. 
us and 3.4 |is after discharges in cases a) 1.62 K, 5.8 Torr liquid helium (LHe), and b) 4.2 K, 1 atm LHe. 
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can be assigned to v(l—1) vibrational band with N=\, 3 and 13. No lines of the R branch are identified. 
Here, it should be mentioned that the spectral resolution and frequency precision of our system is about 6 
cm*' at 18182 cm"1 (550 nm). The assignments are accordingly limited to this precision. Some lines of the 
band may be ruled out because of line shift due to high pressure or line mixing. The line marked x is 
probably caused by the transition g—a (0—0), N=ll. However, the frequency discrepancy is as large as 
11cm'1. 

The only reasonable source of excited He2*(g3£g
+) seems to be neutralization of ionic species. No 

experimental observations and theoretical expectations about the formation of He2*(g3Zg
+) by other way 

have been reported. One of possible ionic species is He2+. In plasmas of high neutral density, He+ ions are 
rapidly converted to He2+ ions through ion conversion processes [15]: 

He+ + 2He->He2
++He, (2) 

He+ + 3He -> He2
+ +2He. (3) 

The associative ionization process (1) also occurs rapidly for excited atoms with levels higher than n=2. 
It is commonly believed that the He2+ ion formed from reactions (1)—(3) are in highly excited vibrational 
states [15, 17]. However, the spectra we observed in low temperature are found to be "hot" rotational 
distribution maximized at ^=15 with "cool" vibrational distribution (v=0 and 1) of He2 . The resultant 
molecules of the transition should be rotationally excited molecules in a Zu

+ state. As a progenitor of 
He2*(g3ZÄ

+), He2+ ion probably relaxes to its ground vibrational state very fast. However, it is very 
difficult to picture a mechanism to explain the formation of He2*(g3£/) or its progenitor, He2

+ ion, in 
highly rotationally excited states. 

Rotational distribution of non-thermal equilibrium was observed in temperature lower than about 
200 K by Callear and Hedges [18]. Infrared absorption spectra from metastable He molecules (a3T.u

+) 
were previously examined with proton beam irradiation by Brooks, Hunt and Tokaryk [17, 19]. It was 
observed that the vibrational-rotational distribution within the a3Z„+ state was far from thermal 
equilibrium. There were three different vibrational-rotational groups: thermal molecules (v=0, N=\), 
rotationally excited molecules (v=0, 9<N<2\) and vibrationally excited molecules (10<v<12, A"=l). 
They suggested that the rotationally excited molecules were the products of neutralization of He3+ ions 
rather than He2+ ions, which were considered to be progenitor for the vibrational excited ones. 

Evidence of the existence of He3+ ions in low temperatures was given by Patterson [20]. It was 
proposed that the reaction leading to a stable He3

+ was a three-body process or a four- body reaction [17], 

He2
+ + 2He->He3

++He, (4) 

He+ + 3He->He3
++He. (5) 

The rate of formation of He3
+ from He2

+ was found to be faster than the formation of He2
+ through 

reaction (2) and (3) at 76 K. Further studies made by other researchers indicated that He3
+ ion was, in 

fact, the dominant ion in 76 K He afterglow and the neutralization of these ion species produced He2 and 
He [21]. 

Obviously, this reaction model can explain our spectra very well. However, it seems to be 
impossible to estimate that the molecular emissions come from the hot core of the plasma. At edge 
layers, where the density of neutral He atoms is very high and all kinds of particles are undergoing a rapid 
cooling, He3

+ ions are formed quite readily. According to the intensities of the spectra presented here, 
He3

+ ions may be created very copiously in outer layers during and after the discharge. They lead to 
recombination within the time resolution of 0.4 us. 

In conclusions, as schematically illustrated in Fig. 8, the intense neutral atomic He spectra are 
considered to be from the hot core of the plasma, where the dominant positive ions are He+. The 
obtained plasma densities and election temperatures in this work are spatial average values of the line-of- 
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sight in this region. In contrast, the strong molecular He2 transitions are considered to occur at rapid 
cooling edge layers. They are suggested to be a subsequent process of neutralization of He3

+ ions. In 
other words, in edge region of the plasma, He3

+ are the dominant positive ions. Here, it should be noted 
that the so-called "hot core" and "rapid cooling edge layer" are two extreme conditions. Between these 
two conditions, there may exist some region where both excited atoms and molecules are emitting and the 
kinetics are much more complicated. The object we viewed is a very dense transient plasma with 
extremely large temperature and density gradients. 

High Plasma Density Neutral He 
Hot Core Atomic Emissions 

Anode' ~^~^~^^^^8Sir~~^ Cathode 

/ \ 
Rapid Cooling Low Plasma He2 Molecular 

Density Edge Layer Emissions 

Figure 8: The schematic diagram of the discharge region. 

4.    CONCLUSIONS 

The time-resolved emission spectra from high-voltage pulsed discharges in LHe below 4.2 K, 1 atm, and 
cryogenic helium gas near 4.2 K, 1 atm, have been examined in a spectral region from 380 to 720 nm. 
The spectra exhibit both the well known neutral atomic lines, which are strong and broadened with 
underlying continua at early stages, and intense molecular He2 transitions. 

Several experimental findings indicate that the broadening of neutral atomic lines in LHe cases is 
dominated by Stark broadening. The spectral profiles are therefore used to deduce the plasma densities, 
which are on the order of 1018 cm"3 at 0.2 us after breakdown. The electron temperatures are measured 
from the ratios of total spectral line intensities to continuum intensities. It turns out to be about 35,000 
K at 0.2 us. The gaseous plasma state with relatively high density and low electron temperature is 
obtained in cryogenic environments. According to the plasma parameters obtained here, the Coulomb 
coupling coefficient Tare around 0.1 which is about 5 times greater than that in the room temperature He 
gas case.    Therefore, the plasmas are considered to be moderately strongly coupled plasmas. 

However, the obtained plasma parameters are limited to the region of the plasma hot core, where the 
emissions of neutral excited atoms are substantial. At rapid cooling outer layers, He3

+ ions are proposed 
to be dominant positive ions. The strong molecular He2 transitions are estimated to be a subsequent 
process of neutralization of He3

+ ions. 
The present work makes the first investigation on a transient plasma produced by pulsed discharge in 

LHe environment. The present results would be helpful to understand the physics of very dense helium 
plasmas. 
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Abstract. Recently the unipolar discharges has been used as a plasma source which employ the flow of the 
working gas for the creation of plasma channels: At first the radio frequency unipolar one hollow cathode 
discharge the cathode of which acts simultaneously as a nozzle for working gas inlet to the reactor chamber has 
been used in the particular applications.[l,2]. On the base of this reactor the plasma-chemical reactor with a system 
of unipolar multi-hollow-cathode discharges has been developed. This reactor is able to deposit the composite thin 
films and multi-layer structures onto internal walls of cavities, tubes and on the components with complicated 
shapes. Secondly the RF unipolar torch discharge has been used as a source of the plasma channel. The advantage 
of this system is that it is possible to use it up to atmospheric pressure of the working gas and even in the liquid 
environment[3] [4]. In the present report the generation of the plasma channels by means of mentioned RF 
unipolar plasma discharges is discussed. At first the devices with RF unipolar hollow cathode discharge are 
presented and after that the device with the torch discharge is mentioned. 

1. RF    LOW PRESSURE PLASMA CHEMICAL REACTOR WITH UNIPOLAR HOLLOW 

CATHODE DISCHARGE 

1.1 The plasma-chemical reactor with one unipolar hollow-cathode discharge 

KF electrode 

__ space 
charge sheath 

In the plasma-chemical reactors with unipolar 
hollow cathode discharge [1,5] the working gas 
flows through the hollow cathode which acts 
simultaneously for working gas as a nozzle. 
According to the working gas velocity in the 
hollow cathode these systems can be roughly 
divided into two groups : The system with 
subsonic working gas flow .in the reactor 
chamber and with supersonic one (RPJ). 

The unipolar hollow cathode discharge is 
induced by potential drop across the space 
charge sheath around the RF electrode. The 
space charge sheath is created by the customary 
two electrode RF discharge (Fig.l). The 
substrate is placed on the grounded electrode. 
The nozzle in the RF electrode connected with 
radiofrequency signal admits the working gas 
into the continuously pumped vacuum reactor. 

At the RF power below a certain limit (for 
example < 20 W)   the value of the potential 
drop is not sufficient to induce the additional 
hollow-cathode discharge. In this case only an 

ordinary RF discharge is generated in the reactor chamber. However at conditions when the RF power 

bow shock 

substrate 

Fig.l. Schematic drawing of the unipolar 
hollow cathode discharge device. 
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Fig 2. Lines of equal light intensity in the supersonic 
plasma jet channel. Working gas N2 pressure 75 Pa, 
gas flow 900 seem, RF power 60 W 

exceeds this limit the potential drop induces an intensive unipolar hollow cathode discharge inside the 
nozzle. 

The potential drop across the space charge sheath around the powered RF electrode which is created by 
RF discharge represents the source of electromotive force for the unipolar hollow cathode discharge 
induced inside the nozzle. Because the RF power for generation of the RF plasma inside the reactor is fed 
to the electrode trough a serial capacitor the DC component of the unipolar hollow cathode discharge 
cannot flow trough external circuit. For this reason the virtual anode is created in the neighbourhood of the 
RF electrode. According to [1,5,6] the AC current component also flows to the virtual anode. 

The working gas pressure is maintained at several tens or hundreds of Pa and the working gas flow is 
adjusted in such a manner that the flow inside the reactor chamber is supersonic. 

The incoming working gas forces this discharge supersonically from the nozzle into the reactor and a 
well-defined plasma jet channel is created inside the primary RF plasma [6,7]:(see Fig.2) 

The simplified condition for the plasma jet generation has been described in [5], The processes inside 
the nozzle are described with more precision in [1]. If we take into account the hollow cathode effect then 
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according the paper [1] we obtain for the breakdown condition of the discharge inside the nozzle the 
following expression: 

<V = -&-^;>- (i) 
r+G 

where: 

(K) = exAjrfja(x,t)dxdt (2) 

and a and y are the first and the third Townsend coefficients, T is the period of the RF voltage, d is the 
thickness of the cathode fall region inside the nozzle, the coefficient G expresses the electron emission 
from the nozzle surface due to the hollow cathode effect and the coefficient G;s expresses the particular 
process of electrons secondary emitted from the nozzle surface by means of ions created by pendulum high 
energetic electrons inside the cathode fall region. 

The described radio frequency plasma jet reactor with supersonic flow of the working gas inside the 
nozzle ( RPJ ) was developed for deposition of thin films into the hollow substrates and substrates of 
complicated shapes because the plasma channel is forced by supersonic flow to the substrate. 

Depending on experimental conditions the nozzle outlet can be sputtered or evaporated by the hollow 
cathode discharge inside the nozzle. The deposition of the thin films can be carried out by two basic ways: 

a.) Plasma Chemical Vapour Deposition (PCVD) when a mixture of reactive gas is activated in the 
plasma stream and the chemically activated species recombine on the substrate surface to form the thin 
film. Typical example of PCVD thin film deposition by means of RPJ is the deposition of the silicon nitride 
thin films. The working gas mixture is composed from nitrogen and 3% silane diluted in argon [8]. 

b.) Physical Vapour Deposition (PVD) when the components which are necessary for growth of the 
thin film is supplied by an erosion of the nozzle for example by reactive sputtering or by an arc 
evaporation. Typical example of (PVD) by means of RPJ deposition is deposition of the germanium nitride 
thin film [2]. In these cases has been experimentally found that by means of the RPJ reactor the thin films 
with defined stoichiometry have been achieved Ge3N4 [2]. Recently thin films with defined stoichiometry 
have been obtained for Cu3N [9] and A1203 [10] thin films.. 

1.2 The plasma-chemical reactor with a system of unipolar multi-hollow-cathode discharges 

The results that have been obtained in the deposition of thin films by means of RPJ reactors with one 
unipolar hollow cathode discharge indicate, that the plasma-chemical reactor with multi-hollow-cathode 
system [11] should be able to deposit the composite thin films and multi-layer structures onto internal 
walls of cavities, tubes and on the components with complicated shapes. It can be also expected that this 
system could be'able to deposit the composite thin films and multi-layer structures from various materials in 
dependence on the sort of working gases and nozzle's materials. 

In the primary plasma channel and also inside the hollow cathode discharge takes place also the product 
of plasma-chemical reactions between the working gas particles and particles sputtered from the cathode. 
Therefore in the two primary plasma channels the intensive plasma-chemical reactions should be expected 
especially if the working gas is composed from several sorts of gases. This fact increases flexibility in the 
use of the reactor with multi-hollow-cathode system. 
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insulators 

working gas 2 

Until now for sake of simplicity we used the reactor with only two hollow cathodes. The schematic 
drawing of the experimental set up 
is shown in Fig. 3. The velocity of 
the working gases which flow 
through both nozzles were adjusted 
in such a manner that the flows 
from both nozzles are supersonic. 
Both nozzles are connected to the 
different RF generators (in Fig. 3. 
generator RF1 and RF2). By means 
of these generators two plasma jets 
are created inside the reactor 
chamber in the same way as in one 
hollow cathode reactor. The 
advantage of such experimental set 
up is that both plasma-jet channels 
are created by independent sources 
and the working conditions of each 

insulators 

metal reactor chamber 

Fig. 3. Schematic drawing of the system of two unipolar hollow 
cathode discharges 
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Fig.4. Lines of equal relative working gas density gradient in 
of two unipolar hollow cathode discharges taken by Schlieren 

a system 
method. 

hollow cathode discharge and primary plasma-jet channels can be independently adjusted. 
The substrate is isolated from the metallic wall of the reactor chamber and it is connected with the 

output of the third RF generator (in Fig 3. RF3). Within certain limits it is possible by means of the output 
voltage of this generator to adjust the self-bias voltage of the substrate. 
In order to study the neutral gas flow in the plasma channels and in the crossing point we used the 
Schlieren method (for example [12]) supplemented by the CCD camera. The data processing computer 
software has been used in order to obtain the lines of the same value of the relative working gas density 
gradient and hence to get an idea of the structure of gas flows in the plasma channels and in the crossing 
point region. 

An example of the experiment is shown on Fig.4.   Experimental results  presented in this figure show 
that if the gas flows in the primary plasma channels are supersonic in the crossing point of primary plasma 
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Channels the shock wave is created. This shock wave bend  the primary channels to one direction and 
secondary plasma channel is created. 

Furthermore experimentally has been found that the direction of the secondary plasma channel depends 
on the magnitude of the flows of working gases in the primary plasma channels (see Fig.4). It has been 
found that it is possible to deviate the secondary plasma channel by the variation of the gas flow (drift 

velocity) in both nozzles. The secondary plasma channel 
could be deviated up to 70° from the vertical direction if 
the ratio of the flows in the horizontal nozzle with 
respect to the flow in vertical one increases approx. four 
times. 

The deviation of the secondary plasma channel 
allowed to deposit the thin film in the defined part of the 
substrate. For this reason by means of the multi-hollow- 
cathode system it is possible to deposit the composite 
thin films and multi-layer structures onto internal walls 
of cavities, tubes and on the components with 
complicated shapes. 

In order to study the homogeneity of the secondary 
plasma channel argon and nitrogen have been used as 
working gases. The radial distributions of the ratio of the 
two spectral lines of Ar (826.4 nm) and N2 (371 nm) 
have been measured across the crossing point (see 
Fig.5(a)) and at the stagnation point near the substrate 
(see Fig. 5 (b)). From Fig. 5(b) it is seen that near the 
substrate the secondary plasma channel is homogeneous. 

R [mm] 

Fig. 5. Radial distributions of the ratio of the 
spectral lines of Ar and N2 across the crossing poit 
(a) and the stagnation point near the substrate (b). 

1.3 The plasma-chemical processes in the plasma channels. 

The scheme of the particles and their interactions inside the reactor with the two-hollow-cathode system is 
presented in Fig.6. In the primary plasma channels due to hollow cathode discharges there are the neutral 
(Ai, Bi), excited (A*, B,*) and ionised (Ai+, Bi+) particles of the working gas and the particles sputtered 
from nozzle surface:(A2,B2,A2*,B2*,A2

+,B2
+). Therefore in the two primary plasma channels and also inside 

the hollow cathode discharges intensive plasma-chemical reactions take place. That should be expected 
especially if the working gas is composed from several sorts of gases. 

In the crossing point, in the secondary plasma channel and in the stagnation point (that is the point of 
the interaction between the substrate and the secondary channel) one should expect intensive plasma- 
chemical reactions between the particles from both primary channels. This fact increases flexibility in the 
use of the reactor with multi-hollow-cathode system. 

As an example of plasma-chemical reactions in the plasma channel the plasma-chemical ion-molecular 
reaction of ions (A+) with the neutral molecules (Bn) will be investigated in more detail. The intensity of 
the particular plasma-chemical ion-molecular reaction of ions (A+) with the neutral molecules (B„) can be 
estimated under assumption that in the supersonic channel the plasma is approximately in the condition of 
the flowing afterglow. The radial diffusion of the particles does not play a substantial role due to 
supersonic axial velocity and shock waves on the boundary of the channel. The density of the neutral 
molecules [Bn] is customary several orders higher with respect to the density of ions [A+] so that the 
variation of the density [Bn] due to reactions with ions (A+) can be in our estimation neglected. Then for 
the variation of the ion density [A+] along the secondary channel can be written assuming that radial 
diffusion is negligible: 

dt 
k,[A + (t)][Bn] (3) 
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where [A+] and [Bn] are the densities of ions and molecules respectively, kr is the rate coefficient of the ion- 
molecular reaction between A+ and Bn. 

The solution of the equation (3) is: 

[A+(t)HA+(0)]exp{-kr[Bn]t}, 

nozzle 1 
spotterd material( A2) 

nozzle 2 primary channels 
spotterd material (B2) 

(4) 

where t is the reaction time and 
[A+(0)] is the density of the ions 
in the crossing point. Because 
the plasma in the secondary 
channel is flowing with drift 
velocity VD for the reaction 
time t can be approximately 
written: 

working gas B| 

v„ (5) 

SCAi.^.AV+^Bi.B^Bt) 
Self-bias voltage Vf 

Vf = V. -(kVo.e) In I.(q^3 /k.%) 

V0= -OcVq«) ln(2irm/ivn1/2 

Fig.6. Scheme of particles and their interactions inside the two-hollow- 
cathode system 

secondary 
channel 

VJ 

x is the distance from the 
crossing point where the reaction 
time is t = 0. 

By means of equation (4) it is 
possible to determine the decay 
of the ion density [A+] due to 
reactions  with  molecules  (B„) 

and from obtained results roughly estimate the intensity of the investigated ion molecular reactions. 
For example we assume that the rate coefficient k; of the investigated ion-molecular reaction is of the 

order of 10"9 cm3sec"', the density of the neutral molecules [Bn] is of the order of 1014-1016 cm"3. The 
density of the ions A+ in the secondary channel decreases on 1 % of the value on the beginning of the 
channel [A+ (0)] (in the crossing point) after the reaction time of about te 0,04-40 usec. For supersonic 
velocity of the particles in the secondary plasma channel the average drift velocity is of the order of 
VD« 3.104 cm/sec. If we assume the distance between substrate and crossing point in the order of several 
cm the life time of the particles in the plasma channel is of the order of several tenth till hundred usec. For 
the exact calculations of the reaction intensity along the channel it is necessary to take into account the 
recombination, the radial diffusion of the ions A+ and also the variation of the drift velocity in the 
supersonic channel. Nevertheless from above mentioned simplified consideration it could be seen that the 
density of the reaction product at the end of the secondary channel reaches the value which is in the order 
approximately the same as the value [A+] of ion density at the beginning of the channel. 

By means of the above presented considerations dealing with plasma-chemical processes in the plasma 
channels could be explained the experimental fact that by means of the reactor with hollow cathode it is 
possible to deposit thin films with defined stoichiometry. As it has been mentioned above up to now the 
Ge3N4 [2] and more recently the Cu3N [9], and A1203 [10] stoichiometric thin films have been achieved. 

2. THE HIGH PRESSURE TORCH DISCHARGE PLASMA SOURCE 

This plasma source is based on the RF arc torch discharge. For this reason we will at first shortly describe, 
the phenomena of the RF corona and the torch discharge and the transition of the corona to the torch 
discharge and transition to the arc torch discharge. Furthermore the plasma source which employ the high 
pressure RF torch discharge will be described. 
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2.1 The RF corona and the torch discharge 

Generally the RF corona discharge is generated due to the strong intensity of the RF electric field in the 
neighbourhood of a sharp electrode edge where the discharge originates. This fact is confirmed by the 
spectrum of the discharge. Thus the main ionisation processes of neutral particles in the RF corona 
discharge are the ionisation collisions of the electrons accelerated in the strong electric field region. 

When the RF power dissipated in the discharge in the polyatomic working gas increases then the 
vibrational temperature of excited neutral molecules also increases [13,14]. Due to the increase of the 
vibrational temperature increases also the role of thermal ionisation of the excited neutral molecules (with 
higher vibrational temperature). This thermal ionisation causes the decrease of the electric field intensity in 
the neighbourhood of the electrode and as a consequence also the ionisation caused by accelerated 
electrons decreases. In the region where the electron temperature and the vibrational temperature of the 
excited neutral molecules takes approximatelly the same value the corona discharge transits to the torch 
discharge. The transition between the corona and the torch discharge is not abrupt, but gradual [13,14]. At 
small RF power absorbed in discharge the discharge corresponds to the corona discharge while at higher 
power the torch discharge occurs. In Fig. 7 it is seen the dependence of neutral particles and electron 
temperatures on the RF power in the transition region between the corona and the torch discharge. The 
plasma of the torch discharge in the monoatomic working gas differs from that burning in the polyatomic 
gases. The transfer of the electron energy to the neutral particles in this case has been studied in [15] 

When the RF power which is dissipated in the torch discharge increases above certain limit at which the 
temperature of the sharp electrode edge is so high that the electrode material is evaporated the plasma of 
the torch discharge is formed in the mixture of working gas and vapours of the evaporated electrode 
material. The properties of such torch discharge do not resemble those of a glow discharge but they are 
more like those of an arc discharge. For this reason it is necessary to consider such torch discharge as the 
arc torch discharge [14,16]. 

2.2 The plasma source with the arc torch discharge 

The scheme of the experimental set up [3,4] is shown in Fig 8. The powered electrode of the arc torch 
discharge is made from the thin pipe the inner diameter of which is 1-2 mm and lenght several cm. The 
support for the electrode has been cooled by flowing water. The electrode was connected trough the 

matching unit to the RF generator the frequency of which was 
13,56 MHz. The RF power absorbed in torch discharge has 
been adjusted in such a manner that at the electrode edge the 
arc torch discharge was created. The working gas which 
flows from the nozzle stabilizes the arc torch discharge and 
well-defined plasma channel is created downstream the gas 
flow. It is important to notice that for generation of the 
plasma channel at the atmospheric pressure it is not necessary 
to place the torch arc discharge electrode nozzle inside the 
closed plasma-reactor chamber. 

The pressure in our reactor chamber was maintained in the 
range approx. from   103 Pa up to atmospheric pressure. In 
such pressure range the nozzle of the powered electrode (thin 
pipe) cannot act as a hollow cathode [17] and only the edge 

Fig. 7.Dependence of the neutral particles (T)       of the electrode is involved in the discharge processes. Due to 
and electron (Te) temperatures on the RF power  this phenomenon the torch plasma source differs from the 

source in the reactor with the hollow cathode [1,5] in which 
the primary RF plasma inside the reactor chamber induces the additional discharge inside the hollow 
cathode. 

RFc«»ii& 

T.T 
|K?°E] 

RF torch 
düdttige 

P[W] 
—I— 

100 
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For atmospheric pressure of the working gas the RF power absorbed in torch discharge has been 
adjusted above 100 W and so at the electrode edge the arc torch discharge was created. At lower pressure 

approx. 103 Pa the RF power which was 
„rungs» necessary   to    create   the    arc   torch 

discharge was in the order of several tens 
of watts. 

The vibrational and rotational 
temperature at the axis of the plasma 
channel inside the reactor have been 
determined by means of the optical 
plasma diagnostic method. During this 
measurements the reactor output was 
open and the air as working gas was thus 
maintained at the atmospheric pressure. 
The gas which flowed trough the 
electrode nozzle was argon. Thus the 
plasma channel was created in the 
mixture of air and argon. The vibrational 
temperature which was assumed to be 

105Pa 

dame of the torch discharge 

Fig. 8. Schematic drawing of the torch discharge device. 

close to the electron temperature has been determined from molecular band of N2 second positive system. 
The magnitude of the vibrational temperature has been found approx. Tv » 2000 K. For rotational 
temperature which was determined from the OH 306,4 nm band has been found the magnitude approx. Tr 

«500 K. The rotational temperature was assumed to be close to the temperature of the neutral gas in the 
place of the discharge. 

The plasma source with the arc torch discharge can be fasten in the dielectric holder and used for surface 
treatments as a " RF plasma pencil". Up to now such plasma pencil has been used for treatment of 
archaeological artefacts in liquid environments [4], 
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Pressure, Low Current Discharges 
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Abstract: A brief review is given of the recent experimental and theoretical studies of low current diffuse 
discharges. Two models are developed, one that is based on phenomenological description by effective discharge 
circuit parameters and the other which is based on the calculation of the field profile from the ion distribution for 
uniform field. In the first case the physical process responsible for the development of the negative differential 
resistance is the dependence of the secondary electron yield on current through modification of the field close to 
the cathode. Experimental systems were developed to provide observables that include: breakdown voltage, volt- 
ampere characteristics (which in the low current limit is represented very well by a negative differential 
resistance), limits and the profile of the low current oscillations, frequency and damping of the induced 
oscillations, current growth coefficient and the onsets for constrictions. All of the observables are very well 
predicted by the theory based on the data taken from independent sources, once the steady state secondary electron 
yield has been fitted to predict the breakdown voltage. 

1. INTRODUCTION 

In this paper we describe the results of studies of low-pressure, low-current but very high E/N discharges 
operating in the low current diffuse (Townsend dark) regime and of their transitions to constricted 
(normal) glow discharge. The experimental procedure and models were initially developed at the 
University of Colorado by Phelps and coworkers [1-4] and were further developed at the University of 
Belgrade [5,6]. The discharges studied here are obstructed or cathode dominated and are a good model 
for cathode fall or for some of the processes occurring in rf discharge sheaths. 

The primary motive for these studies came from experimental observations that these discharges 
are inherently unstable (oscillate) even at very low currents, below the transition to constriction. Thus 
since we could not beat (remove) the oscillations we have joined them (started studying). While some 
evidence of negative differential resistance, which could lead to self sustained oscillations, existed in the 
literature [7-9] we believed that the effect so far has not been fully understood and generally appreciated. 

2. EXPERIMENTAL SETUP AND PROCEDURE 

The discharge vessel (see Figure la) consists of parallel plane electrodes placed inside a quartz 
cylinder that prevents the long path breakdown. Thus we are able to operate both to the left and to the 
right of the Paschen minimum. The parallel electrodes can be positioned at several fixed distances ranging 
between 1 and 3 cm, but it is necessary to open the system to adjust the gap. In order to provide parallel 
surfaces, one electrode is fixed to a dielectric supports with different thicknesses. The test whether the 
surfaces are sufficiently parallel is performed by observing the radial distribution of emission in the diffuse 
low current regime (Townsend regime) and making sure that the discharge is not confined to one region 
only. The diameter of the electrodes in both experiments was of the order of 8 cm (area=50 cm2) while the 
gap was 1.05 cm. In the variable gap measurements, gaps of 1, 2 and 3 cm were used. 
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a) b) 
Figure 1: a) Discharge vessel: C-cathode, A-anode, Q-quartz tube and b) equivalent electrical circuit of the discharge. 

The electrical circuit of the experiment is shown in Figure lb. The system has provision for 
producing a pulse of current (up to 20 mA) in addition to a very small dc current (3-10 uA ). The dc 
current is required to remove the breakdown time delays and achieve reproducible operating conditions. 
The dc current is as small as possible in order to avoid heating and/or significant conditioning of the 
cathode during the measurements. Yet it is not possible to maintain a stable dc current under all conditions 
(pressure, gap, gas). 

Initial mode of operation was to use laser induced perturbation [1]. Discharge was operated at a 
low dc current. A pulse of a Q switched YAG laser, quadrupled in frequency, lasting 10-15 ns was 
focused onto the cathode inducing secondary electrons from the cathode and producing a pulse of current. 
This mode did not provide a possibility to record voltage current characteristic over a wide range of 
currents. It also required averaging over several shots to produce a smooth signal with a possible 
uncertainty due to the jitter. Yet laser pulsing provided data for ringing frequencies and damping 
corresponding exactly to the dc operating conditions, i.e. without questions whether the discharge has 
fully relaxed which may be relevant to the voltage pulsing technique. The voltage pulsing, on the other 
hand, is more versatile [2,5] and easier to perform. All the data presented here were obtained by voltage 
pulsing. 

Before measurements, the surfaces of electrodes were treated by a relatively high current of the 
order of few mA until a stable breakdown voltage Vh was achieved. Initially, gold plated cathodes were 
used. We found that it is possible to achieve stable and reproducible operating conditions after treating the 
cathode to a hydrogen or argon discharge. Gold plated cathodes gave rise to quite large variations of 
operating conditions during the treatment, with breakdown voltages changing by a factor even greater 
than two. Gold plated electrodes had to be treated every day. Using a copper cathode, without gold, gives 
smaller variations of the breakdown voltage and it was possible to achieve reproducible conditions over 
periods of several weeks. The behavior of the two types of electrodes is consistent with formation of a 
very thin film of yet unknown nature on gold which is removed by ion bombardment. On the other hand 
the copper has a stable oxide layer which determines its secondary electron yield. If not treated, gold 
plated cathode will significantly change its properties during the measurements. In case of the copper 
cathode, even a treatment of the surface by currents of few mA over periods of up to one hour is not 
sufficient to remove the oxide film. The presence of a thin oxide layer may give stable operating conditions 
but may make it difficult to apply secondary electron yield measurements from an independent experiment 
due to a possible Malter effect. 

We usually use a monitoring resistor Rm to determine the current in the low voltage circuit 
between the anode and the ground, but it is possible to run the discharge with zero resistance and still 
obtain the value of the current by applying a low input impedance amplifier. After a stable, low dc current, 
operation is achieved, pulses of higher current are triggered lasting only sufficiently long to make a reliable 
recording of voltage and current. Voltage is measured by two probes, as a difference, when a relatively 
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high monitoring resistor is used in the low voltage anode circuit to determine the current. Probes are 
connected directly to the discharge electrode terminals and remain connected even when not used. The 
effective capacitance of the electrode system and of the terminals is measured by pulsing the system 
without the discharge operating. The voltage and current transients are recorded by a digital oscilloscope 
and stored in a computer. In Figure 2 we show an example of voltage and current pulses recorded by the 
technique. It should be noted that even though the external voltage pulse is positive, the voltage change at 
the discharge is negative indicating a negative differential resistance. 

5.0x1 CM 1.0x10-3 1.5x10-3 

Time (s) Ej POE     Kt EozE, 

Figure 2: Voltage and current waveforms. The sloping 
voltage pulse is due to the discharging of capacitor, 
extrapolation to zero time is used to establish the voltage 
drop. 

Figure 3: Electric field distribution in the gap between 
electrodes. Space charge effect (s) is integrated and added to 
the homogeneous field. Field at the cathode is denoted by 
the superscript 'c\ 

Recorded waveforms are fitted to obtain voltage and current before and after the pulse. The signal 
in the transient region is used to obtain the frequency and damping of damped oscillations induced by the 
high current pulse. When transition is made to the selfsustained oscillations the duration of the pulse is 
extended as much as possible to verify the regime and the waveform is recorded to give the frequency and 
for comparisons with calculations. The onset of selfsustained oscillations is recorded both by using a 
pulsed technique and by using dc measurements. Another observable that is recorded is the rate of 
increase of current when the pulse is applied [3,4]. It is recorded over sufficiently short time so it is 
possible to assume that it corresponds to a linear increase in voltage. In order to avoid a possible effect of 
the voltage pulse on detection of current, a differential amplifier is used with compensation adjusted for 
pulses when no discharge is created. 

One of the electrodes can be made transparent by depositing a thin metallic film on glass. Such 
electrodes are used to study constrictions with a CCD camera that was needed to record the spatial 
distribution of light. This method gave only a limited possibility of getting a time resolved results so a 
photomultiplier was used to record the emission through the electrode as well. 

So, to summarize, the observables in the experiment are: breakdown voltage, voltage-current 
characteristics and consequently the negative differential resistance, range of oscillations (damped and self 
sustained), frequency and damping of damped oscillations and the rate of rise of current. It is also possible 
to record the onset of constrictions which also corresponds to the behavior of the discharge in the low 
current regime. 

3. MODELS 

The basis for the model developed to describe the phenomena in low-pressure, low-current cathode 
dominated diffuse discharges is the idea that under those conditions a gradual accumulation of the space- 
charge effects affects the uniformity of the electric field. The field increases close to the cathode due to 
the shielding by charged particles and decreases elsewhere (see Figure 3). An increase in the field in a 
small region leads to a drastic increase of electron production due to the E/N dependence of the ionization 
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coefficient. Thus the decrease in other regions may be greater and the overall voltage decreases giving rise 
to a negative differential resistance. The perturbation of the field is assumed to be small so the initial 
distribution of charges used for calculation of the space charge effects is that for the unperturbed field. 
Another assumption is that of locality. It has two aspects. One is that we can represent the ionization rate 
coefficient by its local field value, which may be questionable for very high E/N conditions. Yet it was 
shown by Stojanovic and Petrovic [10] that even when electron beams develop it is still possible to assign 
a reasonably well defined value to the ionization coefficient up to very high E/N, much higher than the 
upper limit covered here. A more important aspect of locality is that the secondary electron yield at the 
cathode is determined by the field right at the cathode, implying equilibrium for ions. This assumption may 
fail for large mean free paths. 

Two different models were developed to analyze the experimental data [3], The first is a 
phenomenological model which basically means that some of the physical phenomena were assigned to 
effective circuit parameters of the discharge. The second model is more physical as it attempts to correlate 
observables with physical parameters such as ionization and secondary electron yield coefficients and their 
dependence on E/N. 

3.1 Phenomenological Model 

The basis for the phenomenological model is an idea that the secondary electron yield may be represented 
as a function of both voltage and current: 

r = yp+kyV + k!I. (1) 

The first assumption is easily understood, while the second requires further explanation. The current 
dependence of gamma is due to the fact that increasing of the current leads to an increased space charge 
shielding effect and consequently a higher field close to the electrode (while overall voltage may drop). 
Thus in principle both dependencies are associated with the field close to the cathode. 

Another assumption of the model is that the changes occur on the time scales greater than the ion 
transit time T. Thus it is possible to associate the electron current Ie at the cathode (at time t+T) with the 
current at the time t by equation: 

Ie (0, t + T) = If (0, t + T) + jl, (0, t)[exp(a(t)d) -1] + Syle (0, t) exp(a(t)d), (2) 

where Ip(0,t + T) is the photoelectric current produced by irradiation of the cathode and 8 is the 

secondary electron production term due to impact of fast electrons on anode surface. 
After applying Taylor expansion and using definitions of coefficients this equation may be 

converted to: 

dl_ 
dt 

(l + r)iP [ (g-l)l        Iky     dV 

yT T y(\ + y) dt 
1+      Ik' 

(\ + r) (3) 

where g is the round trip charge multiplication factor that may be associated with the breakdown 
condition: 

g(t) = r[(l + 8) exp(a(t)d) -1]. (4) 

The electric circuit of the discharge with effective representation of the discharge is shown in Fig. 
lb and when we solve the equations for that circuit, another differential equation is obtained: 

dV(t) 
lsl fo(0-V(t)-Ht)(R,+R.)]-Rm2£1. dr'izr'W-'V'-'vW'+^n-x-dr- <5> 

The circuit parameters correspond to those defined in Fig. lb. 
Equations (3) and (5) are a complete set of equations which may be solved numerically for any 

signal provided that initial assumptions are acceptable. Analytical solutions may be obtained for a small 
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signal theory using the ac component as a small perturbation on the steady state (SS) current 
{I = Iss+ß; V = Vss +ßv   ). The corresponding equations are: 

1 + 
JO 

+ rss) 

dv 
dt 

di_ 
dt 

dg 
T   dV 

v - 
I    k 1 ss^v dv 

(i + r) dt 
,   ±sszj_j 

Ty. 

RSC 
1 

~c 
1 + 

R. 
R 

di 
R ™       *       5 m dt 

which give formulae for the frequency and damping of induced oscillations: 

a' = 
RSCT (RS + R»)W- rl 

i+Iss(k,-Rmky) 

rss^ + rss) 

2RSC 

'      /„(*/-(*, +R„)kv)     RSCISS ( k, 
1 + i -. . R. 

rss^ + rss) T vr S5 

dg_ 
dV 

1 + 

limits of selfsustained oscillations: 

1 SS 

RSC k, 
■- R 

Iss{k,-RJy) 

(RS + Rm)ky - k, 

(6) 

(7) 

(8) 

(9) 

Sg (10) 
.rss      m dv) '      rss(i + rSs) 

and most importantly clearly indicate that the primary cause for the effect of negative differential 
resistance is the dependence of the secondary electron yield on current {k, ): 

RD = 
-k, 

r8s 7dv 
i + * s$k i i + * SS* 1 

sO + r«) 
l- 

rssygv 
(ii) 

These equations also reveal the influence of external circuit elements on experimental observables. 
In the low current limit these equations become: 

«2 = 

* = 

1 
LC 

1 

1 + 

2RSC 

RD = 

(Rm+RD) 

Rs 

(Rm+RD) 
2L 

rss   Yßv 

+ 

(12) 

(13) 

(14) 

3.2 Physical Model 

It is more physical to represent the secondary yield dependence on the local electric field in front of the 
cathode rather than on voltage and current. In order to do so one should calculate the field distribution 
and the shift of the field at the cathode (E^) as well as the overall field distribution and the corresponding 
voltage change (SV). This is the basis of the "physical model" of Phelps and coworkers [3]: 
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SV:=-\" E(z)dz = -- / LJLfo)(     d) nv. 
J°    "W y+yaädexp(ad)e0 W/    (o') ' (15) 

where 

fm{a0,d) = d- I + exP(-«o^)    0 - exp(-a0c?)) 
«0öf («„<) (16) 

Implicit assumption of the model is that the ion distribution is that which corresponds to the unperturbed 
field, which is used in the Poisson equation to determine the field distribution: 

~df=TW~V-tx^a^z-M- (17) 
When linear terms are retained in Eq. (17) and both electron ionization and secondary yield coefficients 
are developed to the first term in the electric field (the latter only depends on the field at the cathode), one 
may obtain an explicit formula for the negative differential resistance normalized to the area (i) of 
electrodes and the square of the interelectrode spacing (d): 

ASV 
R
N=-^T- (18) 

The correlation with the current dependence of the secondary electron yield may also be found: 

k  _ d2f("d)n _ dfjad) dy 
'       AV0s0W+       As0W± d\E\ ' (19) 

At this point it is important to explain the relationship between the two models. Both models are 
certainly less accurate than numerical solutions to partial differential equations such as those used in fluid 
models of rf discharges. The two models described here, however, allow us to establish analytical 
relationships between different quantities and thus to provide physical insight into the main mechanisms. 
The phenomenological model gives differential equations for voltage and current waveforms which are 
used to fit the experimantal waveforms and to determine the observables in the experiment. The physical 
model associates some of the measured quantities with the more fundamental properties of basic physical 
quantities such as dependence of the secondary electron yield on the electric field. It is not possible to 
maintain the same level of simplicity of analytical formulae if one attempts to include the electric circuit 
equations at the level of physical model. In addition the phenomenological model covers a broader range 
of physical quantities. Therefore it is necessary to maintain application of both models, the first in the 
analysis of raw experimental data and the second to study the basic causes of the negative differential 
resistance. 

A similar but somewhat modified theory was developed for higher pressures where ions are not the 
only or the dominant feedback mechanism [11]. Under those conditions photons or metastables may 
provide a significant effect. For the present, ion dominated, conditions the effect of the modification of 
the field due to a small but still significant space charge effect is well represented by the formulae above. 
Calculations of the field profile and deviations from the uniform field distributions of electron and electron 
density show very small effects for all but the most severe conditions at the onset of transition to the glow 
(constriction) [3,4]. 

The present theory is similar, but less restrictive, to the theory of Naumov and Melekhin which 
was developed earlier and independently of our work, and which has been applied to a more narrow range 
of experimental data [12,13], 

In the remaining of the text we shall compare the theoretical predictions with experimental results 
The theory has only one fitting parameter, that is the value of the steady state secondary electron yield 
which is obtained by fitting the breakdown voltage. It is very strongly affected by surface conditions and 
therefore has to be obtained directly from the data. All other parameters (in case of hydrogen) are taken 
from independent sources, mostly experimental. 
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4. U-I CHARACTERISTICS 

The textbooks usually represent volt-ampere characteristics of Townsend dark discharges as a constant 
with a sudden (usually shown by dashed lines) transition to the constricted glow. The first point is that the 
negative differential resistance (NDR) i.e. negatively sloped characteristics is usually not discussed, 
sometimes even not indicated on the graph, even though it has been in the literature since the forties [8]. 
In fact it appears that a number of specialists in the field are not aware of the universality of the NDR in 
the dark Townsend regime. 

Another point worth discussing is the smooth, uniquely defined appearance of the volt- ampere 
characteristics as usually presented in the textbooks. Phelps has compiled data for several gases [14] and 
there are very few examples that the data from different sources agree on the most important properties. 
In particular the current defining the transition to the constricted regime varies by several orders of 
magnitude and so does the shape of the dependence. One may, however, accept as expected, the variation 
of the actual value of the dc breakdown voltage, which is very sensitive to surface conditions. 

We have performed a series of measurements for different gases under conditions that were more 
controlled that those for most other experiments reported in the literature. An essential item was to 
carefully control that the oscillations did not develop. Another assumed explanation for the large scatter of 
experimental data in the literature was that local heating of surfaces could cause inconsistencies between 
different experiments. However, we could not find any evidence of significant heating for currents up to 
30 mA and for the'configuration of our experiment [1] even when a thermocouple was positioned within 
one millimeter from the surface. We however discovered that discharge at moderate and higher currents 
could modify significantly the conditions at the surface and we had to develop a pulsed technique to limit 
such effects, which limited possible heating of the surface even further. 

4.1 Data for U-I characteristics 

Gases that were studied include Ar, N2, H2, CH4 and SF6. Thus we cover both atomic and molecular 
gases, with and without long lived metastables and we also have a representative of electronegative gases. 
It is also important to note that identity of ions may change for some gases depending on conditions, 
particular examples are H2 and SF6. 

In Figure 4. we show one example of a recorded volt ampere characteristics. As it is difficult to 
present small changes in voltage on top of a large breakdown voltage, we only present the difference. In 
Figure 5 voltage difference is shown as a function of id2, which is expected scaling and the agreement 
between the two characteristics for a factor of three different gap lengths is excellent. The line 
corresponding to the unsealed negative differential resistance (i.e. as a function off' shown on id2) of the 
discharge is also shown. Most other characteristics for the low current regime for all gases agree very 
well. The differences in the glow region are however greater. 

It is therefore, possible to determine accurately and with great reproducibility volt- ampere 
characteristics of gas discharges. The profiles agree well with the expected behavior. Through most of the 
low- current regime it is possible to define a constant negative differential resistance. 

4.2 Negative differential resistance 

Measurements of volt- ampere characteristic show that it is possible to define a constant negative 
differential resistance (NDR) that describes well most of the characteristics, certainly its low current limit. 
The second model described here predicts d2 scaling for NDR and in Figure 6a we show experimental 
confirmation ofthat prediction in case of argon. The case of argon is particularly important as it has only 
one species of ions. For hydrogen the linearity starts to break down but only slightly at the highest d 
covered here, indicating a change in the identity of dominant ions as the pressure decreases. For SF6 (see 
Figure 6b) there are two groups of lines in the R0 versus d2 graph. The low pd data agree and so do the 
high pd data, but the two corresponding lines differ. It appears that here, the identity of ions that carry the 
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feedback changes as the pd changes. In cases where relevant additional data are available it is possible to 
predict the values of NDR relatively accurately. 
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We have found some situations where NDR starts increasing with a tendency to become infinite 
close to the onset of constriction. It is believed that this phenomenon is more universal than observed but 
that oscillations develop once it occurs preventing us from detecting it. The observation has, however 
prompted the development of a nonlinear theory. 
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4.3 Nonlinear behavior 

Extending development of ionization and secondary yield coefficients beyond the linear term, with a 
similar extension in the corresponding equations leads to: 

SV~5V^ + 
e»W+z Vm{a-d)+\^k-^fm{a^ 

where 5V^ is given by Eq. (15) and 

f2\^d) = 
< 

12 1 
^exp(-2cv0 + ^exp(-ayfk/2 +-^V -2d+—{X-ex^-a^f +—(1 - exp(-2ay0) 

(20) 

,(21) 
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k6=-d2rU^P(aod))a", (22) 

k2 = 2d2y2
0(exp(a0d))a'+2dy'. (23) 

We do not have enough room here to explicitely define the remaining terms in equation (20), a more 
detailed explanation is given as a contributed paper to this conference [15], The terms presented here will 
dominate in case that fm is small. The two terms presented here are given explicitely to point out that 
non-linearities depend directly on derivatives of ionization coefficient and secondary electron yield. 

In principle it is also possible to expect non-linearities due to modification of the spatial 
distribution of ions away from that for the uniform field, due to non-equilibrium effects and also due to 
emission of resonant photons or metastable diffusion to the surface. 

In all measurements, the volt-ampere characteristics is linear in the low current limit, linearity 
extending quite close to the onset of free running oscillations or transition to constrictions. Nevertheless 
there are few examples of nonlinear behavior away from that transition resulting in a strong current 
dependence of the negative differential resistance (NDR) [16]. It appears that NDR would have a 
tendency to extend to very high values right at the transition. It is however not certain yet what the actual 
cause for the non-constant NDR is, for those examples. 

The ultimate non-linearity of course, occurs at the transition to constriction. The point of transition 
appears to be very accurately defined and there is also a well defined hysteresis. 

5. OSCILLATIONS 

Presence of NDR leaves a possibility that free running oscillations may be generated when the overall 
resistance in a closed loop becomes less than zero. The loop is usually formed with the stray capacitance 
which is generally significantly larger than the electrode capacitance. Equations (8) and (9) are able to 
predict the shape of the oscillations in the low current range. We have however observed one or two 
transitions with a significant change in the shape of the self sustained oscillations which presumably 
correspond to transition to the glow regime. The model developed here cannot describe the glow 
conditions as it assumes almost uniform electric field. In any case, the low current free running oscillations 
are one of the observables that can be used. For practical purposes it is important to establish ranges of 
oscillations and stable operation of low current diffuse discharges as a function of the series resistance. 
Such ranges can be predicted very accurately from the theory [1,3] on the low current end, again the high 
current limit requires model that includes selfconsistent calculation of the field in the glow regime. 

If, however, one wants to obtain reliable data for modeling and consequently obtaining an insight 
into the relevant processes, it is better to use damped oscillations because they can be made small enough 
in order not to make large perturbations on the steady state discharge. In addition it is possible to obtain 
analytic solutions for their properties. In Figure 7. we show an example of experimental data and 
calculations of the frequency (<o) and the damping coefficient (k) of such oscillations for hydrogen. Theory 
gives a very good prediction of the experimental data in most cases. For most gases, however, additional 
experimental data for secondary electron yields and its dependence on E/N are lacking so fitting of the 
characteristics of induced oscillations may be a satisfactory source of data needed to predict other 
properties of the discharge. 

It has been shown experimentally [14] that it is possible to damp the oscillations and extend the 
region of stable operation by increasing the monitoring resistor Rm which is within the loop where 
oscillations may occur. The condition for stable operation is Rm > Rv and in most cases it is efficient 
though very high values of Rm are not practical to use. However, as discussed earlier Rv may increase 
towards the onset of constrictions making it impossible to remove oscillations. 

It has been predicted [17] that for mixtures of electronegative and electropositive gases a special 
type of oscillations will develop in glow and with a frequency much lower than that for the ion feedback 
driven oscillations that were discussed above. We have observed occurrence of low frequency self 
sustained oscillations in the glow regime for pure SF6 only at very low pd (see Figure 8.). We could not 
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operate the discharge in the exact conditions (10 Torr) used in the theoretical model so it is still uncertain 
whether the causes for the two low frequency self sustained oscillations are the same. 
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6. CONSTRICTIONS 

Low frequency oscillations are also observed associated with the beginning of constrictions. It was 
possible to make a pulse of voltage and current into the region close to the onset of constrictions. The 
pulse stabilizes in the diffuse mode and after some time a transition is made to the constricted discharge. 
The transition goes through a series of initially-growing low-frequency oscillations. Later, as the mean 
value of the voltage changes, oscillations are damped. The frequency may be associated with the main 
process driving the transition. The regime is not identified on the basis of time resolved emission, which is 
time averaged and the constricted mode dominates. We conclude that the discharge starts in the diffuse 
mode on the basis of smooth extension from the diffuse conditions. When pulse increases only a little 
further, the transition is made directly to the constricted discharge. 

4V
 (

V
) 

= 
V

 -
 V

 

co
   

   
w

   
   

-^
   

   
   

   
   

 -A
 

o
   

   
o

   
   

o
   

   
o

   
   

o
 

SF : pd = 0.0 
6   r 

1 ■ 1 ■  

33 Torrcm, d = 1 cm 

>    » 

5 

Ik»«-----—-I 
-40 

-50 

jpvw~ 

-60 , 
0 

i           Tim» (mi)   , 

8 10 0 2 4 6 
Time (itis) 

Figure 8: Voltage waveform in SF6 with both the high and 
low  frequency  oscillations.   The   insert   shows   the  first 
millisecond magnified. 

Time (ms) 
Figure 9: Voltage and current transients in Ar for pressure 
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We have made a systematic study of the onsets of constrictions in a number of gases, hydrogen, 
argon and nitrogen in particular. Some differences in the behavior of constricted glow discharges are 
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observed, as well as the differences due to different E/N or pd values. A particularly interesting situation 
occurs in'argon at 0.12 Torr cm [4]. The discharge seems to concentrate close to the walls with very small 
intensity of emission at the axis which is unlike the behavior of other gases and even of the same gas at 
different pd. The observation was labeled as "donut" constriction and it actually proved to be a regular 
constriction rotating close to the walls with a frequency slightly larger than 1 kHz. The reasons for 
rotation were not fully understood yet. 

Comparisons between our observations and some of the available theories indicate that the 
emission normalized to current remains constant over a wide range of currents [4]. 

7. CONCLUSION: WHY AND WHAT NEXT? 

Low current diffuse, or dark Townsend discharges are the simplest form of discharges. Therefore it is 
essential to achieve a full understanding of their basic physics and to use them to test the models for more 
complex discharges with strongly inhomogeneous field [18]. For this purpose we need reproducible data 
obtained under controlled and well defined conditions and we hope that our work may be a step towards 
providing such data. In particular, such discharges have been used to study low pressure, high E/N 
situations [10] with a strong non-equilibrium which to a large degree represent the non-equilibrium non- 
local electron transport found in sheaths of dc and rf discharges. The most difficult parameter to control is 
the secondary electron yield from the cathode surface that varies over a large range of values depending 
on the conditions at the surface. Therefore the only technique that takes care of this problem would be to 
use the breakdown voltage to establish its value. Even gold plated surfaces have a strongly variable 
conditions that may be stabilized by running a discharge. 

Low current diffuse discharges are also often used to perform swarm experiments [19] and 
therefore determine data on atomic and molecular processes. Assumption of uniform field that may be 
essential for such purposes should be verified by following some of the procedures described in this paper. 
Such experiments are the only method to sufficiently'simplify the discharge in order to be able to rule out 
competing processes and identify some of the physical phenomena such as heavy particle excitation [20], 
excitation after surface reflection of heavy particles [21] and electron backscattering [10] and its influence 
on discharge kinetics. Those are just few examples of processes which are usually neglected in discharge 
modeling but which may be significant under special circumstances and which have been studied in low 
current discharges i.e. in swarm-like situations. 

In addition to our work there is a number of recent theoretical [16,17,22] and experimental [23] 
studies of low current diffuse discharges which illustrates a continuing interest. Unfortunately we have no 
room in this paper to give a more detailed review of the entire field. 

Finally we may still expect to find and understand some new physics even in such simple systems, 
and being simple it could even make them well suited for studies of such processes. Constrictions are 
usually associated with the glow discharge conditions and thus modeled from that viewpoint. Yet the 
"decision" to change into constriction is "made" in the low current Townsend discharge as a result of 
processes described here. In particular it is the accuracy and stability of the current where transition takes 
place that has to be explained on the basis of the low current regime physics, not the glow. Constriction is 
in fact one of the simplest and first studied forms of selforganization. A simple one dimensional model of 
competing current channels with the addition of a small perturbation gives the constriction and 
approximately accurate conditions for the onset of constriction [24]. It is based on the E/N dependence of 
the ionization coefficient only. Of course, it cannot give accurate properties of the discharge once the 
constriction is achieved but it still describes the basic aspect of selforganization of the charges. Important 
and still puzzling aspect of the process is the fact that charges do not interact directly under the low 
current conditions. Interaction exists, as described in this paper but it is indirect, through shielding of the 
field and with additional nonlinearity brought in by the E/N dependence of the ionization coefficient. 
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Abstract. The demonstration of large soft x-ray amplification in a diseharge-created plasma has opened a new patlrto the 
development of compact and practical soft x-ray lasers. We review our progress in the development and study of these 
ultrasbort wavelength lasers. The field has advanced from the first observation of large ampliation ma ^charge-created 
plasma in Ne-like Ar | J.J. Rocca, V.N. Shlyaptsev. F.G. Tomasel, O.D. Cortazar, D. Hartshorn, and J.L.A. Chilla, Phys. Rev. 
Lett. 73 2192 (1994)1 to the demonstration of an extremely compact saturated laser at 46.9 nm. In this paper we give an 
overview of these and other selected results. Tliey include the observation of large amplification (gam-length Pr°duct °f ^) 
to Ne-Uke S at 60.8 nm in material ablated from a solid target by a discharge, and prel.rn.nary results of the search for gam 
at a shorter wavelength in Ne-like Ca. A recent study of the spatial coherence of the capdlary discharge 46.9 nm Ne-lfc 
Ar laser, which provides the first experimental measurement of a monotonic increase of the spatial coherence with length 

in a soft x-ray amplifier, is also summarized. 

1. INTRODUCTION 

Following the first demonstrations of soft x-ray lasing in plasmas generated by large laser facilities in 1984 
[1,2], the goal of realizing more compact and efficient soft x-ray lasers that could have widespread use in 
applications has received much attention. With this motivation considerable effort has been devoted to 
explore amplification schemes that use smaller laser drivers, leading to significant progress in the past few 
years [3-7]. Alternatively, it has been recognized that direct discharge excitation of the gain medium could 
result in increased laser efficiency and simplicity. However, in pulse-power driven plasmas a major obstacle 
has been axial inhomogeneities produced by non-symmetric compressions and instabilities, which result in 
severe distortion of the plasma column that destroys the amplification. To efficiently generate axially uniform 
plasma columns with the large densities of multicharged ions necessary for soft x-ray amplification we have 
proposed the use of fast capillary discharges [8, 9]. This approach was successful in obtaining for the first time 
large soft x-ray amplification in a discharge-created plasma [10], and has led to the demonstration of the first 
saturated table-top soft x-ray laser, in Ne-like Ar [ 11 ]. 

In the capillary discharge scheme an elongated, needle-like plasma with remarkable axial uniformity 
is created by a fast current pulse that excites preionized material contained in a capillary channel defined by 
insulating walls. In the fast capillary discharges we use for excitation of collisional soft x-ray lasers, the 
electromagnetic forces of the rapidly rising current pulse compress the plasma creating a shock wave. The 
current distribution is influenced by the wall plasma created by plasma radiation and heat conduction [11,12]. 
Following the initial phase of the discharge, the soft x-ray emitting region of the plasma is rapidly compressed 
to form a plasma column 200-300 urn in diameter [13]. The optimum plasma temperature and density for 
lasing occur several nanoseconds before stagnation, when the first compression shock wave reaches the axis. 
Subsequently, the plasma density continues to increase as the plasma stagnates, and laser action ceases due 
to increased refraction and collisional thermalization. The high efficiency with which these fast capillary 
discharges can generate highly ionized plasma columns is illustrated by the remarkable similarity of the two 
argon spectra shown in Fig. 1. The spectrum in Fig. la) corresponds to a 43 kA, 30 ns full width at half 
maximum (FWHM) discharge through a 2.5-mm-diam Ar-filled capillary channel, while the spectrum in 
Fig. lb) is for a 1 MA current implosion in a multi-Terawatt pulse power generator (Gamble II, see Ref. [14]). 
Moreover, the capillary discharge structure has the advantages of providing a very good initial plasma 
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2 Permanent address: Instituto de Fisica del Plasma, Universidad de Buenos Aires, CONICET, Argentina 
3 Present address: Lawrence Livermore National Laboratory, U.S.A. 
4 Present address: Departamento de Fisica, Universidad de Buenos Aires, CONICET, Argentina 
5 Present address: Coherent Inc., U.S.A. 
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symmetry, and a short compression time which 
leads to stable plasma columns. This has allowed us 
to generate axially uniform plasma columns with a 
very large length-to-diameter ratio (//d=500-1000) 
and up to 20 cm in length. 

In the following two Sections we 
summarize laser results obtained in Ne-like Ar 
using these discharges, and the following Section 
discusses lasing in Ne-like S. Preliminary results 
of the search for gain in Ne-like Ca are reported in 
Section 5, followed by a discussion of the 
measurement of the spatial coherence of the Ne- 
like Ar laser. 

2. AMPLIFICATION IN Ne-LIKE Ar 

The first observation of large soft x-ray 
amplification in a discharge-pumped amplifier was 
realized in the J=0-1 line Ne-like Ar at 46.9 nm 
[10, 15]. In this initial experiment a fast discharge, 
having a half-period of 60 ns and a peak current of 
approximately 40 kA, was used to excite Ar plasma 
columns in 4-mm-diameter channels drilled in 
polyacetal. The capillary channel was placed in the 
axis of a 3 nF liquid-dielectric circular-parallel- 
plate capacitor. The capacitor was charged by a 
Marx generator and rapidly discharged through the 
capillary channel by closing a spark gap switch 
pressurized with SF6. The gain at 46.9 nm was 
determined by measuring the integrated line 
intensity as a function of plasma column length. 
The spectra of Fig. 2 show the dramatic increase of 
the laser line intensity as a functiop of capillary 
length. In the spectrum of the 3-cm-long capillary, the intensity of the .7=0-1 line of the Ne-like Ar is 
observed to be smaller than the intensity of the surrounding lines. In the 6-cm-long capillary amplification 
makes this line more intense than the many neighboring lines, and in the 12-cm-long plasma column the laser 
line totally dominates the spectrum. Analysis of the data of this first experiment yielded a gain coefficient of 
0.6 cm"1 and a gain-length product of 7.2 for the 12-cm-long capillaries. As summarized in the next Section, 
subsequent experiments conducted utilizing longer plasma columns under optimized discharge conditions and 
double-pass amplification yielded an effective gain-length product of 27, the largest reported to date for a 
table-top soft x-ray amplifier [11]. Also, spectra we obtained for different capillary lengths in the wavelength 
region corresponding to the .7=2-1 line of Ne-like Ar at 69.8 nm showed a supralinear increase of this line, 
indicative of gain. However, the gain in this line was much smaller than for the .7=0-1 line [15], and a 
significant increase in the amplification is still required to make it of practical interest. Small amplification 
in this line in a capillary discharge was more recently also observed by Hildebrand et al. [16]. 

150 170 

Wavelength (A) 

190 

Figure 1. Argon spectra corresponding to a) 43-kA, 30-ns 
FWHM discharge current pulse through a 2.5-mm-diam 
capillary [9], b) 1 MA current implosion in the Gamble 
II generator [14]. Transition wavelengths are in A. 

3. SATURATED OPERATION OF THE Ne-LIKE Ar AMPLIFIER 

A major step in the development of compact ultrashort wavelength lasers consists'in saturating the gain in the 
amplifier and in demonstrating substantial output energies. At this condition, which occurs when the laser 
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intensity reaches the saturation intensity, an important 
fraction of the energy stored in the laser's upper level 
can be extracted. Depending on the specific amplifier 
characteristics, this amounts to overcome barriers that 
are imposed by the small gain volumes and short 
plasma lengths, by the short duration of the gain, or by 
plasma inhomogeneities and limiting refraction effects. 
To reach gain saturation in our discharge-pumped Ne- 
like Ar laser we conducted experiments in longer 
plasma columns, and used an iridium mirror to 
implement double-pass amplification measurements. 
This resulted in the first clear observation of gain 
saturation in a table-top soft X-ray amplifier [11,17], 

The experiments were conducted exciting 4- 
mm-diam capillaries filled with 700 mTorr of Ar gas 
with currents pulses of approximately 39 kA peak 
current having a half cycle duration of about 70 ns. 
A detection system consisting of a 2.2 m grazing 
incidence spectrograph with a microchannel plate 
(MCP) intensified CCD array detector was used to 
measure the relative variation of the laser energy as a 
function of plasma column length. Absolute 
measurements of the laser output pulse energy were 
performed using a fast vacuum photodiode having a 
calibrated Al photocathode [11]. The results of single- 
pass amplification measurements for capillary plasma 
columns up to 15.8 cm in length are shown as open 
circles in Fig. 3. At these discharge conditions, the 
energy of the laser pulse is observed to increase 
exponentially for lengths up to about 12 cm, where it 
begins to saturate. A fit of the data corresponding to 
plasma columns up to 11.5 cm with the Linford 
formula [18] yields a gain coefficient of 1.16 cm"1. 
Saturation of the intensity is observed at gain-length 
products of about 14. Laser pulse energies of 6 uJ 
were measured to exit the 15.8-cm-long plasma 
columns. 

Double-pass amplification experiments allowed 
us to substantially increase the laser pulse energy and 
to study the saturation behavior for significantly 
longer effective plasma column lengths. The double- 
pass amplification measurements were performed 
using a flat iridium mirror for two different plasma 
column lengths: 9 and 14 cm. In the 9-cm-long 
capillaries the laser intensity enhancement due to the mirror was measured to be 63x. In contrast, the 
enhancement observed in the 14-cm-long capillaries was in the average only 8x. This behavior is indicative 
of saturation of the amplification in the second pass. The increase in the laser energy measured in the double- 
pass experiments in the 14-cm-long capillaries corresponds to laser pulse energies of up to 30 uJ and to beam 
intensities larger than the computed saturation intensities of 56-78 MW/cm2. The saturation intensity was 
calculated considering an ion temperature of 100 eV, and an effective-to-radiative lifetime ratio for the laser 
upper level between 20 and 30 for plasma densities of 5-8x1018 cm"3, as computed by our 
magnetohydrodynamic calculations for these discharge conditions [11]. 

The measured saturation behavior is in good agreement with the result of two independent radiation 
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Figure 2. Axial spectra from Ar plasma columns 3-,6-, 
and 12-cm-long. A dramatic increase of the J=0-1 line 
of Arix at 46.9 nm as a function of length is observed. 
The spectra correspond to 38±1 kA discharges through 
4-mm-diam capillaries. 
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Figure 3. Measured and computed 46.9 nm laser output energy as a function of capillary discharge plasma column length. Single- 
and double-pass measurements are indicated by open and full circles, respectively. The solid line is the result of simple radiation 
transport calculations assuming parabolic gain and density profiles. The dashed line was computed with a hydrodynamic/atomic 
physics code. 

transport models for the capillary plasma columns. Computations of the variation of the laser energy as a 
function of plasma column length were conducted by solving the radiation transport equation for an 
inhomogeneously broadened transition, taking into account line narrowing, refraction effects, and gain 
saturation. It should be noticed that consideration of refraction losses is essential to adequately describe the 
measured energy dependence on plasma column length. The solid line in Fig 3 is the result of calculations 
performed assuming parabolic gain and density profiles, while the dashed line correspond to computations 
conducted for the time dependent electron density and gain profiles obtained from magnetohydrodynamic 
and atomic physics calculations conducted with the code Radex [19]. We have also studied the influence of 
an externally applied axial magnetic field on the capillary discharge soft x-ray laser performance. An optimized 
magnetic field of about 0.15 T was observed to increase the uniformity and intensity of the soft x-ray laser 
beam by decreasing the plasma density gradients at the time of lasing [20]. 

Based on these results, we have succeeded in developing a very compact saturated 46.9 nm laser of 
size comparable with that of many widely utilized visible and ultraviolet gas lasers. This laser generates 
subnanosecond pulses with energies up to 25 uJ and with a beam divergence that varies between 3.5 and 6.5 
mrad depending on the discharge conditions [21]. 

4. DEMONSTRATION OF LASING IN VAPOR CREATED BY ABLATION OF A SOLID 
MATERIAL: AMPLIFICATION IN Ne-LIKE S 

Recently, we have also demonstrated lasing in the .7=0-1 transition of Ne-like sulfur ions at 60.8 nm in vapor 
produced by discharge ablation of a solid target [22]. This result is of particular interest because it shows the 
feasibility of also obtaining ultrashort wavelength amplification by discharge excitation in materials that are 
solid at room temperature. For this experiment our original discharge setup [9] was modified to allow the 
injection of the suliur vapor into the capillary channel through a hole in the ground electrode. The sulfur vapor 
was produced ablating the wall of a 5-mm-diam, 2-cm-long secondary capillary channel drilled in a sulfur rod 
with a slow current pulse delivering 200 J in about 50 us. The vapor generated by this capillary discharge was 
injected into the main capillary channel and was subsequently excited by a fast current pulse of 35-37 kA peak 
amplitude to generate a narrow plasma column with the necessary conditions for amplification. 
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Figure 4. Spectrum of the axial emission of the sulfur plasma column in the 
region between 58.5 and 61.5 nm. The spectrum corresponds to a 37 kA 
discharge through a 4-mm-diam, 16.8-cm-long capillary filled with 460 
mTorr of ablated sulfur vapor. The 35 1P°1 - 3p lS0 line of Ne-like sulfur 
completely dominates the spectrum, while the 60.12 nm 3p '/>, - 3</'/", line 
of the same ion, that in absence of amplification should have similar intensity, 
is not observed. 

Under optimized conditions, 
strong lasing was expected to occur in 
the 3s lP°l - 3p 1S0 line,.as is the case 
in the discharge pumped Ne-like Ar 
laser [10]. This J=0-1 line has been 
accurately identified at 60.84 nm in 
spectra obtained from laser-created 
sulfur plasmas [23], and has recently 
been observed to läse in laser-created 
plasmas generated using the Asterix 
iodine laser facility at the Max Planck 
Institute for Quantum Optics [24]. 
Figure 4 shows a spectrum obtained 
under optimized laser conditions in 
the spectral region spanning from 58.8 
to 61.2 nm using a tin filter. The 
spectrum corresponds to a 37 kA 
discharge through a 4-mm-diam, 16.8- 
cm-long channel filled with 460 mTorr 
of sulfur vapor. The spectrum is 
completely dominated by the J=0-l 
line transition of Ne-like sulfur, which 
appears at 60.84 ± 0.015 nm. Another 
line of Ne-like sulfur (the 3p 'Pj - 3d 
lP°, transition at 60.12 nm [23]), that 
in absence of amplification should 
have similar intensity, also falls in the 
spectral range of Fig. 4. The fact that 
in our plasma column the intensity 
ratio of these two lines is observed to 
be at least 100 is clear evidence of 
amplification in the 7=0-1 line. 

Figure 5 shows the measured 
variation of the integrated line 
intensity of the J=0-1 line of Ne-like 
sulfur as a function of plasma column 
length. An increase of about 1.6 in the 
plasma column length is observed to 
increase the integrated intensity of the 
line by a factor 13. This corresponds 
to a gain coefficient of 0.45 cm'1, and 
a gain-length product of 7.55 for 
16.8-cm-long capillaries. Strong 
amplification was observed for a 
broad range of pressures, from 300 to 
700 mTorr and for currents between 
33 and 38 kA. 

Lasing occurs shortly before stagnation of the plasma column, as in the case of Ne-hke Ar [11]. The 
region of gain is a narrow plasma column of about 0.03 cm in diameter surrounded by a lower-density plasma 
containing sulfur ions of a lower degree of ionization, which in turn is surrounded by material ablated from 
the capillary walls. The deceleration of the plasma column near the axis prior to stagnation results in a velocity 
gradient that, due to motional Doppler broadening, considerably facilitates the radial escape of the lower laser 
level radiation. At the time of lasing, which for our discharge conditions is observed to occur near the time 

"a 

0.03 
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Figure 5. Variation of the integrated intensity of the J=0-1 line of Ne-like 
sulfur as a function of plasma column length. The line is a fit with the 
Linford formula [18], which results in a gain coefficient of 0.45 ± 0.01 cm'1, 
and to a gl product of 7.5 ± 0.15 for the 16.8-cm-long plasma column. 
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of maximum current, the electron density and temperature in the gain region are computed tobe about 
2-3x10,8 cm"' and 60-80 eV, respectively. As described below, this temperature corresponds to a plasma that 
is overheated with respect to the temperature range 7>=20-40 eV for maximum Ne-like sulfur abundance in 
a steady-state plasma. 

According to the approximate scaling laws of atomic kinetics valid for lasing in Ne-like ions in steady- 
state conditions the gain scales for ions of charge Z approximately as G ~ Z4 5 [25]. Consequently for sulfur, 
a gain -3 times smaller than that for the .7=0-1 line of argon could be estimated. As mentioned above, in the 
caseoftheJ=0-l line of argon the effective gain was measured to reach 1.16 cm'1 [11], value that is smaller 
than the maximum computed gain of 1.5-1.8 cm"1 due to refraction. According to the above scaling law the 
effective gain in Ne-like sulfur would be expected to be rather small, less than 0.3 cm"1. Our computations 
using the code Radex [12, 19, 26] indicate important contributions to the generation of the population 
inversion by plasma overheating and transient population effects. Due to the exponential dependence of the 
excitation rates on the electron temperature, a larger population inversion and, consequently a larger gain, 
arises from overheating. Such overheating of the plasma respect to steady-state ionization conditions can be 
more easily achieved in low-Z elements like sulfur, due to a large decrease of the ionization time with ion 
charge. In addition, in this sulfur laser transient population effects are found to play a more important role 
than in the argon laser. A transient increase in the population inversion can arise when the characteristic time 
of the rise of the excitation is of the order of the effective lifetime of the laser upper level [27]. While in these 
relatively long-lived discharge plasmas transient effects are not nearly as dramatic as in plasmas produced by 
subpicosecond lasers [4], their contributions to the gain can be noticeable. The computations indicate that, 
in the case of sulfur, transient population effects can increase the gain by 20-40%. As a result of plasma 
overheating and transient population effects the maximum gain in the .7=0-1 line of Ne-like sulfur is computed 
to approach 1 cm"1, a value which taking into account refraction losses is in satisfactory agreement with the 
measured effective gain of 0.45 cm"1. 

5. SEARCH FOR GAIN IN Ne-LIKE Ca 

The natural extension of the work summarized in the previous Sections is the search for gain in capillary 
plasmas at shorter wavelengths [15]. The demonstration of lasing in Ne-like sulfur at 60.8 nm showed the 
feasibility of obtaining amplification by collisional excitation in discharge-created plasmas produced by 
ablation of solid targets. To obtain lasing by collisional excitation at wavelengths shorter than that of the Ne- 
like Ar, 46.9 nm, it is necessary to search for amplification in elements heavier than Ar [15], We have obtained 
spectra of Ca plasmas with the objectives of identifying the .7=0-1 line of Ne-like Ca and searching for 
amplification. The 3.v ■/*>,- 3p lS0 line of 
Ne-like Ca at 38.327 nm was first 
identified in laser created-plasmas [28], 
and later observed by us in a discharge- 
created plasma [29]. It was also 
observed to läse in plasmas created in 
the Asterix iodine laser [30]. 

For the calcium experiments 
discussed herein, capillaries were made 
by pressing a mixture of CaO and Ca3N2 

powder in a 2:1 ratio to 65 MPa. 
Plasmas containing Ca were produced 
by ablating the walls of these capillaries 
with a slow current pulse, followed by a 
fast high current pulse that ionizes and 
compresses the plasma as in the 
previous experiments. Figure 6 shows a 
time-resolved spectrum of the axial 
plasma emission in the neighborhood of 

37.5 38.0 38.5 39.0 

Wavelength (nm) 

Figure 6. Time-resolved spectrum of capillary plasma containing 
Ca ions in the region between 37 and 39.5 nm showing line 
emission at 38.3 nm, the wavelength of the J=0-1 line of Ne-like 
calcium. 



C4-359 

38.3 nm for a 75 kA discharge through a 3.5-mm-diam, 5-cm-long capillary channel. The first half-cycle 
duration of the current pulse was 56 ns. The spectrum corresponds to the emission 33 ns after the initiation 
of the current pulse and has a time resolution of about 5 ns. A strong line is observed at 38.33 ± 0.015 nm, 
which corresponds well with the wavelength of the .7=0-1 laser line of Ne-like Ca. The line has an intensity 
comparable to that of neighboring resonant lines of Calx (Mg-like Ca) and CaX (Na-like Ca). The second 
order of Caxiv (N-like Ca) lines is also observed, confirming that the plasma is sufficiently hot to create a 
high abundance of Ne-like Ca. Experiments with CaH2 capillaries have yielded similar spectra, encouraging 
further experiments. 

6. STUDY OF THE SPATIAL COHERENCE OF THE Ne-LBKE Ar LASER 
Good transverse spatial coherence will be essential in realizing the full potential of these sources in some 
important applications. Current soft x-ray lasers face the difficulty of achieving a good coherence without 
the aid of an optical cavity, mainly due to their short gain duration. Measurements of the spatial coherence 
of laser pumped soft x-ray lasers have been reported [31-33], but most of them correspond to a single 
amplifier length of the particular laser studied. Several theoretical studies have been conducted to understand 
the spatial coherence of soft x-ray amplifiers [34-38]. In general, they predict an improvement of the 
coherence with amplifier length. This is the result of a decreasing number of modes guided along the amplifier 
column due to gain guiding and refractive anti-guiding [34]. Such build-up of the coherence is essential in 
achieving very good spatial coherence in cavity-less soft x-ray amplifiers. However, this monotonic increase 
of the spatial coherence with amplifier lengths had not been previously experimentally observed in soft x-ray 
lasers. We have measured a monotonic increase of the spatial coherence as a function of plasma column 
length in a capillary discharge soft x-ray amplifier. 

The measurements were conducted in the 46.9 nm line of Ne-like Ar for capillary plasma column 
lengths up to 16.4 cm. The spatial coherence was measured recording the diffraction produced when the soft 
x-ray laser beam intersects a knife edge (Fig. 7, left) [39]. This technique has been recently utilized to observe 
an improvement in the coherence of a laser pumped Ne-like Zn laser when a reflecting multilayer mirror was 
used [40]. It has the advantage of determining in a single shot the degree of coherence for any two points on 
the illuminated region of the detector plane that correspond to a line perpendicular to the knife edge. The 
interference fringes were recorded with a gated detector consisting of the combination of a gated MCP, 
phosphor screen, image intensifies and a CCD array. To conduct the measurements of the spatial coherence 
as a function of plasma column length, the knife edge was placed in a radial position respect to the beam. This 
gives a measurement of the coherence in the tangential direction. The measurements were conducted in 4-mm- 
diam polyacetal capillaries filled with Ar gas at pressures of 600 mTorr. The plasma was excited by current 
pulses of approximately 37 kA peak current, having a first half cycle duration of about 70 ns. 

Figures 7a) and 7b) (right) show the measured diffraction patterns corresponding to capillaries with 
length between 8 and 16.4 cni. The improvement of the coherence with amplifier length is evident in the 
increased fringe visibility observed in the diffraction patterns corresponding to the longer plasma columns. 
The observed diffraction patterns compare well with those obtained numerically using the results of a wave- 
optics model for the generation and propagation of the radiation in the capillary plasma column, shown in 
Fig. 7c) (right). The model used to calculate the coherence of the beam produced by the capillary discharge 
soft x-ray laser is similar to that developed by Feit and Fleg [37], but takes into account the temporal variation 
of the electron density and of the gain coefficient, and was extended to two dimensions. 

The data of Fig. 7, and that corresponding to other similar series of measurements, were analyzed to 
quantify the coherence function and its dependence on amplifier length. The result is shown in Fig. 8. The 
coherence is observed to increase monotonically with capillary length. Good agreement is observed with the 
result of wave-optics calculations, represented by a line in the same figure. This is, to our knowledge, the first 
observation of a monotonic increase of the transverse spatial coherence with amplifier length in a soft x-ray 
laser. For the longest capillaries studied, 16.4 cm, the coherence length in the tangential direction was 
determined to be about 4.5 mm in the detector plane situated at 5.89 m from the exit of the amplifier. This 
corresponds to an effective coherence angle of 0.8 mrad and to an effective source size of 26 um FWHM. 
The total beam divergence of about 5 mrad is caused by refraction due to the electron density gradients. 
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Figure 7. Left. Schematic representation of the set up used to measure the spatial coherence of the Ne-like Ar laser. The knife edge and the 
detector were placed at 56 cm and 589 cm from the exit of the amplifier respectively. Right a) Measured diffraction patterns 
corresponding to capillaries with lengths between 8 and 16.4 cm. b) Cross sections of the diffraction patterns of a) obtained by vertically 
integrating 50 pixels of the CCD m the region of maximum fringe visibility, c) Corresponding diffraction patterns computed using the 
result of the wave-optics model. 
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Figure 8   Variation of the coherence length in the tangential direction as a function of plasma column length.  Different symbols 
correspond to series of measurements conducted in several identical capillaries.   The line is the result of wave-model calculations. 

To study the uniformity of the coherence properties across the beam profile, we performed 
measurements placing the knife edge in different positions relative to the laser beam. Measurementsconducted 
placing the knife edge along a diameter of the beam (on-axis) showed that the coherence is the same in the 
two orthogonal directions. Measurements off-axis showed that the coherence length in the radial direction 
is 30-50 % shorter than in the tangential direction. The wave-model computations suggest that a likely cause 
of the observed anisotropy of the spatial coherence is the change of the electron density during the laser pulse. 
As curves of constant phase are circles concentric with the beam, the dephasing due to a change in the 
curvature of the wavefront is more significant off-axis and in the radial direction. This effect is clearly shown 
by our simulations that use parabolic profiles and a time varying electron density. It is nevertheless possible 
that the observed anisotropy could be caused by a non parabolic density profile in which the curvature is 
radially dependent. 

In summary, we have studied the spatial coherence of a discharge pumped 46.9 nm table-top amplifier 
for plasma columns up to 16.4 cm in length. We have observed a monotonic increase of the spatial coherence 
with amplifier length, in agreement with the result of wave-model computations measurement in the tangential 
direction yield a coherence angle of 0.8 mrad and an effective source size of 26 urn for a capillary length of 
16.4 cm. 

7. CONCLUSIONS 

We have developed and characterized compact soft x-ray lasers based on fast discharge excitation of capillary 
plasmas This was made possible by capillary discharge generation of hot and dense needle-like plasma 
columns of remarkable stability. A saturated 46.9 nm laser was developed by collisional excitation of Ne-like 
Ar and large amplification was also obtained at 60.8 nm in Ne-like S. The large amplification measured and 
the observed monotonic increase of the spatial coherence, both of which approach their theoretical values, 
are direct and clear evidence of the very high stability and uniformity of these plasma columns. These results 
have shattered the notion that discharge-created plasmas are insufficiently stable and uniform for soft x-ray 
lasing, and have opened a new road to practical soft x-ray lasers for applications. 
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Abstract. Magnetic field enhanced rf plasma sources excited by frame-type antennas (quasistatic plasma sources) 
are treated theoretically and experimentally. The theoretical model predicts that a significant part of the rf power is 
absorbed in a source plasma via the excitation of quasi-olectrostatic waves. The dependences of absorption on 
plasma density, external magnetic field, driving frequency, and source dimensions (scaling laws) are obtained. 
Special experiments on low-power rf signal absorption in a preformed dense plasma corroborate well the theory. 
Results of test experiments with different sources have shown that a behaviour of the discharge in quasistatic sources 
is in good agreement with theoretical predictions. Using this knowledge, a compact low-power ion source was 
designed and optimized. Detailed testing of its parameters has shown that this device has good prospects for use as 
an ion thruster, and for various materials processing applications. 

1. INTRODUCTION 

Radio-frequency (rf) inductive methods of plasma production are used on various fields of technology 
from materials processing [1] to fusion devices [2,3]. These methods have many advantages for 
applications including a high efficiency of power utilization; a high efficiency of plasma generation, and 
thus a low ion production cost, and a high efficiency of gas utilization; flexibility in a source design; etc. 
Indeed, the density of inductively coupled plasmas grows linearly with input power [4], in contrast with 
capacitive discharges where the density scales as a square root of power. Plasmas with densities above 
1012 cm-3 can be produced at a rather moderate specific input power of 50-100 mW/cm3. Inductive 
sources are capable of running in a wide range of aspect (length-to-radius) ratios and magnetic fields, and 
in downstream regimes. They can also work at very low gas pressures (below 1 mTorr), and to produce 
low-energy (< 60 eV) ion fluxes onto a substrate which is favourable for highly anisotropic and damage- 
free processing. 

Inductive sources have become the dominant tool for high aspect-ratio dry etching of sub-micron 
patterns [4], and for high density plasma deposition [5]. They have also good prospects for utilization as 
ion sources for ion thrusters [6], for gas laser pumping, plasma particle accelerators etc. [7]. 

Inductively coupled plasmas are known to run with or without the external magnetic field. Except for 
an obvious increase of plasma confinement and thus of plasma density, imposing a magnetic field 
improves the source operation at least in two respects [8]. First, the magnetic field increases the resistance 
of the plasma load, and thus the efficiency of rf power utilization and the stability of a discharge in 
electronegative gases. Second, it permits the discharge ignition at lower gas pressures. 

From the physical viewpoint, the magnetic field gives rise to specific plasma waves, and thus 
changes substantially the coupling of rf power to the plasma. Excitation of waves increases the depth of rf 
field penetration into the plasma, which results in enhanced bulk power absorption. 

Inductive sources can be excited by helixes, flat spirals [4], or frame-type antennas enveloping a 
plasma column [7,9-12]. In the latter case, the plasma production turns out to be the most efficient, 
probably due to a better coupling of driving antenna to waves. The usual name for devices of this type is 
helicon source. 

In the range of plasma parameters typical for inductive sources enhanced by magnetic field, one can 
find in plasmas the electromagnetic (helicon) and quasi-electrostatic (Trivelpiece-Gould) waves [13-15]. 
Both may be excited by a frame-type antenna, but it turns out that a significant fraction of rf power is 
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absorbed in helicon sources via electrostatic waves [15,16]. Moreover, devices of this type can operate at 
densities below the cut-off for helicon waves [17]. For this reason, we call a magnetic field enhanced 
inductively coupled plasma with a frame-type antenna as quasistatic source. 

We report here the results of research on the physics and applications of quasistatic sources. Two 
groups of sources are treated. Low aspect-ratio (AR) sources and their applications for ground and space 
technologies are examined at Moscow State University. High AR sources with applications to materials 
processing are studied at Kiev Institute for Nuclear Research. In its physical part, this report is aimed at 
finding out general principles, especially scaling laws, governing source operation, and in the 
experimental verifying of these principles by comparing the results from sources of different design. 

2. THEORY OF A RF FIELD INTERACTION WITH A MAGNETIZED PLASMA COLUMN 

2.1. Propagation and damping of waves in a source plasma 

In the range of plasma parameters and magnetic fields typical for the operation regimes of quasistatic 
sources, the following relations between the frequency of driving generator co and characteristic plasma 
frequencies hold 

kz  Vth « COLH<  CO < C0C« Cup (1) 

where cop, coc, and Vth are plasma and gyro-frequencies, and thermal velocity of electrons, respectively; 

com is the lower hybrid frequency; and kz is a characteristic number (along the external magnetic field 
Bo) of waves excited by a driving antenna in plasma. 

Waves of two types exist in plasma in the range (1) [13]. Both belong to a magnetosonic mode but 
differ in wavelength. A long-wave magnetosonic mode, jfct c « cöp, is a helicon (whistler) wave. In a 

short-wave limit, kt c» cop, the magnetosonic mode is a quasi-electrostatic (Trivelpiece-Gould) wave. 
The dispersion relations for these wave are respectively 

klc2 

COH - CöCCOSBH —2~,      coTG = COC
C

OS6TG (2) 
CO 

> 

where kt is a total wave-vector making an angle 9 with the external magnetic field. 
Helicon waves can propagate in a plasma provided that a magnetic field is not very low, so that co< 

2 co, and a plasma density lies in the interval which is defined by relations 

COmin< C0p< C0max (3) 

where 

(     V/2 
COmin=k:C   —-1 and      comax=£zc^ (4) 

v co     / 2© 

Electrostatic Trivelpiece-Gould (TG) waves need coc> co, and not very high plasma density. In the range 

co < coc< 2co, the condition for TG waves to propagate reads cop < comi„, whereas at coc> 2co it is cop < 

co max • Thus, TG waves have no the lower limit for density. 

The regions where the waves can propagate are shown in Fig. 1. One can see that densities accessible 
for electrostatic TG waves extend far below those for helicons. 

Helicon and electrostatic waves reserve the energy in different components. Almost all the energy of 
helicons is concentrated in a magnetic field, whereas electrostatic waves reserve it mostly in a kinetic 
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energy of electrons oscillations [16]. For this reason, any electron collisions (both with neutrals and ions) 
are extremely effective for the electrostatic wave as destroying the principal (kinetic) part of its energy. 
On the contrary, any dissipation mechanism destroying either the kinetic energy of electrons (binary or 
anomalous collisions), or the electric field (Landau damping, or trapping of electrons by a longitudinal 
electric field) is ineffective for helicons. To be efficient, a mechanism of damping should destroy the 
magnetic field of helicon wave. Such a mechanism is absent among wave - particle interactions in 
plasmas of quasistatic sources. 

Efficient mechanisms for the helicon dissipation are provided by wave - wave interactions, both 
linear and non-linear. The non-linear damping of helicon wave can arise as the beam-like parametric 
instability with the growth rate few-fold exceeding the driving frequency [18]. In a linear case, these 
mechanisms arise due to coupling of helicon wave to the electrostatic wave [15,16], that is are displayed 
as the mode conversion. It may occur both at the surface of a bounded plasma, or in a plasma bulk. 

A bulk conversion arises if the plasma is not too dense and includes the surface cop= a>max 
with 

comax defined in Eq. (4). At this surface, merging (degeneration) of helicon and electrostatic waves results 

in the efficient conversion. 
If the helicon wave is excited in a bounded plasma column, it gives rise to a redundant polarization of 

plasma at the edge which is cancelled by arising electrostatic wave. Such a mechanism of surface mode 
conversion results in that a principal fraction of the energy of helicon wave is transferred to the 
electrostatic wave. The efficiency of this mechanism is evaluated in terms of effective collision frequency 
which makes [16, 19] 

Veff   *   (Oc(/"o/^z) (5) 

where ro is the plasma radius, and \2= 2n/kz a characteristic axial wavelength excited by antenna. 
Being very efficient, the surface conversion dominates in many situations as the damping mechanism for 
helicons. 

The efficiency of surface conversion may be low provided that the azimuthal electric field of helicon 
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Figure 1: Regions accessible for helicon (H) and electro- 

static (TG) waves. The plasma density is in a\ I k2 c2 units. 

Figure 2: Antennas exciting low (a) and high (b) aspect- 

ratio sources. 

wave has a node at the plasma edge. Then the redundant polarization does not arise, and the excitation of 
electrostatic wave is suppressed. This is the case if the plasma and wave parameters satisfy the condition 
of anti-resonance for the electrostatic wave excitation [20] 
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1c     Bo 
"=«ARÄ — (6) 

Electrostatic waves excited at the plasma edge due to mode conversion propagate to the plasma centre and 
deposit energy via collisions. The depth of penetration is 

6 =ro—     where     ßCI = — ^ ^ (7) 
Bo 27ie    v    ro 

An electrostatic wave can penetrate into the bulk plasma at low magnetic fields only, ß0< ßcr [16]. 

2.2. Antenna-to-wave coupling and rf power absorption 

Frame-type rf antennas of different design were shown to be efficient for driving quasistatic sources (e.g. 
[7,9-12]). Two of them used in experiments are shown in Fig. 2. Both are surface current-carrying 
contours including axial (along the magnetic field) and azimuthal parts. 

Coupling of the rf driving system to the plasma may be inductive or capacitive [1]. The first is 
provided via rf currents whereas the second via rf charges induced in elements of the driving system. Both 
types of coupling are intrinsic for quasistatic sources [21]. A source can operate in a mode with low 
plasma density when a capacitive-type coupling is probably dominating. The plasma density in a 
capacitive mode is well below the cut-off for helicon waves, cop < cumin with camin defined by Eq. (4). 

Much more interesting, however, is a high-density mode of quasistatic source which arises with 
strong inductive coupling. A transition between these modes occurs as abrupt density jump at smoothly 
varying input power [11,22]. In the high mode, the plasma density is normally well above the cut-off for 
helicons, and traveling waves may arise in the regions of plasma remote from antenna [21,23,24]. 

Inductive coupling is efficient provided that plasma density exceeds the cut-off value for helicons. To 
consider pure inductive coupling, one should put V- ja= 0, where ja is the density of antenna current. In 
this case, the antenna is found to be coupled to helicon waves only, and by azimuthal parts only [16]. 
Being excited by antenna, helicon waves transfer a principal part of energy, via surface or bulk mode 
conversion, to electrostatic waves which finally deposit the rf power in the plasma. Thus, helicon waves 
are a sort of transmission element between the antenna and electrostatic waves. 

The surface mode conversion results in a bulk power absorption if the magnetic field is rather low, 
Bo< .Bcr, where ßcr is defined in Eq. (7). At higher fields, this mechanism gives a surface power 
absorption. The bulk mode conversion, if any, results normally in a bulk absorption. 

With capacitive coupling V- ja* 0, and antenna charges can excite electrostatic waves directly [17]. 
This mechanism may be efficient especially in plasmas with density well below the cut-off for helicons. 

2.3. The power absorbed with pure inductive coupling, and the discharge stability 

The rf power absorbed in the plasma is defined by the Joule law 

Pabs= (V2)RPll (8) 

where Rp is the plasma resistance, and Ia is the amplitude of antenna current. The resistance is defined 

mainly by the excitation of waves. The model assuming that the plasma resistance is due to surface mode 
conversion yields the following scaling laws for the magnitude of resistance and for the location of its 
maxima 

RpazL^Bo      ^     roXzmIL=const (9) 

Xz n Bo 
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The variation with density of power absorbed in the plasma is shown in Fig. 3 for a fixed magnetic 
field and some value of antenna current. It is calculated for the anti-symmetric antenna shown in Fig. 2b, 
and in the approximation of pure inductive coupling described in Refs. [16,19]. 

One can see a non-monotonic behaviour of absorbed power in Fig. 3. The peaks of absorption arise 
provided that the amplitude of helicon wave is a maximum at the plasma edge, so that the efficiency of 
surface conversion is high. The minima are due to anti-resonances of various spatial (axial and radial) 
modes. The first minimum is positioned where the density satisfies condition (6). 

Power losses are shown in Fig. 3 as scaling linearly with density. This is so provided that axial losses 
are dominant [1] which is normally true for quasistatic sources. Of two equilibrium points satisfying the 
power balance condition pabs= Ploss, the stable one belongs to the part of absorption curve where the 
rate of changing of absorbed power is lower than that of losses. 

Increasing the antenna current results in increased absorbed power. For this reason, the power 
balance can be satisfied provided that the antenna current exceeds some critical value /i. At /a= 1\, a 
transition to inductive coupling occurs. This is shown in Fig. 4 for the absorption curve calculated at the 
external magnetic field B\ ■ The transition occurs as an abrupt jump of the plasma density to the value n \ ■ 

< 

/  ' 1  --.        i 

''loss/ 

6 6 = 6,, l, = l 2       A 
B = B2 • 

5 - y.='2 - 

4 - ^ N- 
Inductile 

- 
coupling 

B = B, .'. 

n2 

^ '- 

i 

2 

1 
u 

Q 

o 

a 
L       3 

o 
o n1 

0 2 4 6 

Plasma density (101 1 cm"3) 

Figure 3: Stable and unstable equilibrium points for a quasi- 
static discharge with dominant axial losses. 
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Figure 4: Transitions to inductive coupling at different 
magnetic fields. 

Increasing the magnetic field shifts the absorption peaks to higher densities, as is seen from the 
second Eq. (9). As a result, at higher magnetic field, Bi> B\, a transition to inductive coupling has to 
occur at higher antenna current, I2, that is at higher rf power. This is shown in Fig. 4. The plasma density 
after this transition is also higher, «2> «l-Note ^ such a peculiarity of transitions was observed in a set 
of experiments including ours (see Sec. 3.3). 

At purely inductive coupling, the absorbed power turns out to depend extremely weakly on collision 
frequency, as a result of a collisionless (conversion) nature of the absorption of helicon waves. 

3. MODELLING AND TEST EXPERIMENTS 

In this Section, experimental results are presented to confirm the theoretical understanding of rf power 
absorption in quasistatic sources, and thus to indicate the ways for finding the regimes of source operation 
most proper for that or another application. Experiments were conducted with various in size and design 
devices which are differentiated as high and low aspect-ratio (AR) devices. 

Since the waves are of special importance for quasistatic sources, the most appropriate definition of 
the aspect ratio for these devices is as that of a characteristic wavelength excited by the antenna to the 
plasma radius, Xz/ro- Large devices like those which are used for dry etching and high-density plasma 
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Figure 5: A scheme of experimental device for the low- 
power excitation of a preformed plasma column. 

deposition (e.g. [22,25]) are high AR sources 
with AR > 4-5, whereas small devices which can 
be used as thrusters are low AR ones with AR « 
1 (see Sec. 4). In short devices, the characteristic 
wavelength is approximately twice a device 
length, X, « 21. 

The regions of parameters typical for the 
operation modes of low and high AR sources are 
shown schematically in Fig. 1. High AR devices 
normally operate in the region accessible for 
helicon waves. For this reason, the power in 
these devices can be absorbed both via surface 
mode conversion, and via direct excitation of 
electrostatic waves arising due to capacitive 
coupling. The bulk conversion can work in high 
AR devices at low magnetic fields only. In low 
AR sources, all three mechanisms may be 
important, and especially direct excitation of 
electrostatic waves by a high-inductance antenna 
shown in Fig. 2a. 

3.1. Experimental study of a low-power rf 
signal absorption in a preformed dense- 
plasma column 

To refine the physical picture of rf field 
interaction with dense plasma, and to uncouple 
from specific discharge phenomena, we 
conducted experiments with a dense plasma 
preformed by a ECR discharge. A scheme of the 
experimental device is shown in Fig. 5. A quartz 
camera was filled by a dense plasma produced by 
a 2.45 GHz ECR source which worked in a 
pulsed regime, Timp= 10 ms, at a power up to 

500 W. ECR source was magnetically and 
microwave isolated by a magnetic screen and a 
wire grid. A low rf power was supplied to the 
antenna of the type shown in Fig. 2b from a rf 
generator in the frequency range of 8-26 MHz. A 
variable tuning capacitor permitted matching of 
antenna+plasma load to the generator. The 
plasma density was measured by a microwave 
interferometer. 

Fig. 6 shows the interferometer trace and the variation of antenna voltage with time. One can see that 
the voltage varies non-monotonically, that is the plasma resistance depends non-monotonically on density. 
The minima of voltage correspond in Fig. 6 to maxima of plasma resistance (absorption peaks). 

Fig. 6 permits one to determine the dependence of plasma resistance on density. The result is shown 
in Fig. 7 for different magnetic fields. Both the non-monotonic variation of resistance with density, and 
the location of resistance maxima, and shifting of them to higher densities with the increase of magnetic 
field confirm the theory of rf power absorption. 

Fig. 8 demonstrates the dependence of plasma resistance at some maximum on the gas pressure. One 
can see that this dependence is extremely weak, as it is predicted by theory. Dropping of resistance at 
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Figure 6: Interferometer trace (a) and variation of the 
antenna voltage (b) with time. 
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Figure 7: Resistance of a plasma load vs plasma density, 
at different magnetic fields. 

pressures above 3 mTorr is the effect of the 
unstable ECR source operation at high pressures 
rather than some physical effect. 

Relative amplitudes of different absorption 
peaks are shown in Fig. 9 vs axial position of the 
azimuthal part of antenna (double half-turn in 
Fig. 2b). The peaks are numbered starting from 
low densities (see Fig. 6). Such a behaviour is 
also predicted by theory supposing that each of 
peaks arises due to some spatial mode [16]. An 
exception is the first peak, its behaviour cannot 
be understood in the frame of purely inductive 
coupling. In addition, this peak lies at densities 
below the cut-off for helicon waves, so that it is 
likely the result of capacitive coupling giving rise 
to  a direct excitation of electrostatic waves. 

Figure 8: Dependence of a plasma resistance on Ar 
pressure. 
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Figure 9: Amplitudes of absorption peaks as dependent on 
a position of antenna relative to the plasma column. 

3.2. Operation parameters of high aspect-ratio sources 

High aspect-ratio quasistatic sources are well known in applications related to materials processing where 
they are normally called helicon sources (e.g. [7,22,25]). A schematic diagram of a processing source 
operating at Kiev Institute for Nuclear Research is shown in Fig. 10 [12]. It includes a source chamber 
with an anti-symmetric antenna of design shown in Fig. 2b, and a processing chamber. Such a design is 
typical for processing devices (see, e. g. [22,26]). 

The plasma density is shown in Fig. 11 vs magnetic field for various input powers. One can see a 
peak at low magnetic fields where a density of the order of 2X 10ncnr3 is produced with a specific power 
input in a 50 mW/cm3 range. A low-5 density peak was also observed in other experiments [10]. It is 
most probably due to the bulk mode conversion which works at low fields as the additional mechanism of 
power absorption (see Sec. 2.2 and Fig. 1). A possibility to get high densities at low magnetic fields is 
important for applications as permitting the source to run with light magnetic systems. 

One can see in Fig. 12 that a high AR source is capable of operating at gas pressures over a wide 
range from a few tenths to a few tens of mTorr without substantial change of plasma density. This may be 
understood from our theory (see Sec. 2) which predicts a weak dependence of the rf absorption on 
collision frequency. 
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Figure 13: Ion current to probe vs forward power, at 
different Ar pressures. 

Figure 12: Plasma density (in 101' cm"3) and electron 
temperature vs Ar pressure. 

A low sensitivity of a plasma density to the gas pressure is seen again from Fig. 13. This figure shows 
also a linear growth of density with input power, in agreement with the expectations of our theory. Such a 
growth is similar to that in a magnetic field-free source excited by a flat spiral rf coil [4]. 

3.3. Optimal regimes of a low aspect-ratio low power plasma source 

Experiments with low aspect-ratio source were performed using two glass discharge tubes 9.2 cm in 
diameter and 8 and 4 cm long closed by end-flanges. A discharge was excited by an antenna of the type 
shown in Fig. 2a. It was fed by a rf generator operating at frequencies 20, 30, 40, 60, and 81 MHz, and at 
a power up to 200 W. A magnetic field in the range of 0 - 600 G was generated by a solenoid. Plasma 
parameters were measured by two cylindrical probes positioned at the tube axis and at a half of tube 
radius. 

The dependences of ion saturation current on the magnetic field corresponding to the centre of the 
discharge tube are shown in Fig. 14 for different input powers. Dashed bands in Fig. 14 correspond to 
magnetic fields ac = co , and coc = 2a . Their finite widths are defined by a 20% non-uniformity of the 
magnetic field along the device. 

One can see from Fig. 14 that the probe current does not change in the ECR region. However, it starts 
to grow rapidly at CöC = 2co , and reaches a maximum at some higher magnetic field. The increase of input 
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power shifts the location of this broad maximum towards higher fields. The plasma density and its rate of 
growth were found to be higher at the tube periphery. 

As is see from Fig. 14, the increase of the probe current and thus of plasma density starts at the 
magnetic field corresponding to the lower boundary for the excitation of helicon waves (see Fig. 1). In 
addition, a direct excitation of TG-waves is possible in the range coc>co . We suppose this to be an 
evidence of efficient plasma production due to the excitation of waves in a quasistatic source. 

Fig. 15 shows the variation of saturation ion current with input power at fixed values of magnetic 
field. One can see an abrupt increase of the current occurring at some threshold value of a rf power. This 
value is higher for higher magnetic fields. The further increase of power above the threshold does not 
result in a substantial change of ion current. 

The jumps in discharge density are likely to be the abrupt transitions from capacitive to inductive 
coupling we discussed in section 2.3. Similar phenomena were observed in high aspect-ratio devices 
[22,25], and seem to be some universal property of quasistatic sources. 
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Figure 15: Dependences of saturation ion current (in uA) 
on rf power. 

4. DESIGN AND OPTIMIZATION OF A LOW ASPECT-RATIO ION SOURCE 

The idea of low power ion source development as ion propulsion system for light communication 
satellites was suggested by PROEL specialists in 1991 [27]. At the same time, the development of ground 
plasma technologies, such as sputtering, ion assisted deposition of thin films, surface modification of 
materials etc.[28,29], required the new generation of low-power ion sources capable of producing pure 
ion beams of inert and chemically reactive gases in the range of ion current densities of 0.05 - 5 mA/cm , 
and beam energies of 100-2500 eV. These two factors initiated the start at the end of 1992 of work 
developing a new ion source in RIAME MAI under a partial financial support of the firm PROEL 
TECHNOLOGIE. The evaluation of the ion source in ground plasma technologies started in 1995 in 
collaboration with KIST specialists. 

The comparison of ion sources has shown that dc ion sources, for instance, ion sources with 
divergent magnetic field [30], were very effective from the viewpoint of power utilization. They found 
wide application both in space technology as space ion propulsion systems and in ground industry for 
various ion-beam processing technologies. However, in spite of the efforts of numerous specialists, dc ion 
sources still have problems with the lifetime of cathodes, which decrease the period of a source's 
continuous work, especially with using reactive gases, pollute the ion beam, and significantly complicate 
source design. Complicated design is also typical for microwave ion sources. From this point of view, rf 
ion sources are much more attractive. They provide a possibility of obtaining beams of inert and 
chemically reactive gases with a little amount of impurities; have large resource limited by the lifetime of 
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ion extraction system only, and relatively low power expenditures [28,29-31]. These advantages 
motivated the choice of a rf discharge for our needs, which was confirmed by that the rf ion source RITA 
was successfully used as an ion thruster during space mission EURECA [6] 

We used the results described in Section 3.3 for designing the low-power ion source, and for 
choosing the region of parameters for its operation. 

4.1. Experimental installation 

Tests of a low-power rf ion source were performed using the installation shown in Fig. 16. The source 
was fastened to an adjusting flange 8 of a large vacuum chamber 3. 

We examined the ion source behaviour enhanced by magnetic field which was produced either by 
solenoid, or by permanent magnets. Fig. 17 shows schematically the source equipped by permanent 
magnets. The source with a solenoid was of similar design. The discharge chamber was a 9.2 cm in diam 
dielectric cylinder made of quartz, Pyrex, or glass ceramics, and closed at one of the ends. 

The discharge was ignited by a silver or copper antenna located on the outer surface of the 
discharge chamber. The rf power up to 200 W was supplied through a matching network 13 (see Fig. 16) 
from a rf generator operating at frequencies 20, 30, 40, 60, or 81 MHz. 

The ion optic system (IOS) was made as a three-electrode, three-grid system. It is non-flat and 
includes special "deflect" of grids and "pinched" acceleration electrode. The shape of electrode deflection 
is aimed at supporting the hole alignment under possible warping, minimizing the ion current density 
losses onto target, and achieving the necessary uniformity of the ion beam profile on the substrate. Both 
concave and convex grids were examined in this work. 

The IOS was designed as one assembly unit. The electrodes are made of titanium alloy OT4-1. 
The 0.4 mm in width emission electrode has a transparency about 0.65 (the holes of 2 mm in diameter 
with distances of 0.5 mm between them). The acceleration electrode is a grid with holes of 0.8 mm in 
diameter and 0.8 mm in width. The transparency of this electrode is about 0.15. The deceleration 
electrode is a grid with holes of 2 mm in diameter and 0.8 mm in width. The gap between the emission 
and the acceleration electrode is about 1 mm; between the acceleration and the deceleration electrode 1.2 
to 1.5 mm. The insulation unit consists of cups, where 2 insulators made of Alumina are aligned using the 
spacers. The insulation unit serves for electrode isolation (was tested to 5000 V), and carries also a 
mechanical load. 

Figure 16. A scheme of experimental set-up. 
1 - rotary pump; 2 - diffusion pump; 3 - vacuum chamber; 4 - thermocouple lamp; 5 - ionization lamp; 6 - vacuum seals; 7 - ion 
source, 8 - adjusting flange; 9 - tank with working gas; 10 - needle valve; 11 - gas flow meter; 1-2 - rf generator ; 13 - 
matching box; 14 - power meter; 15, 16 - power supplies of emission and accelerating electrodes; 17,18 - milliampermeters, 
19-Faraday cup; 20 - PC computer. 
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Voltage supplies 15 and 16 (see Fig. 16) 
biased the emission and accelerating electrodes to 
potentials 0-1700 and 0-1000 V, respectively. 
The decelerating electrode was grounded. The 
circuit of emission electrode included a 
milliampermeter 17 for measuring the ion current 
;b extracted from the discharge. A 
milliampermeter 18 measured the current ;ac from 
the acceleration electrode for controlling the 
quality of the beam optics. 

To analyze the ion beam profile, a Faraday 
cup 19 biased to -30 V was used (see Fig. 16). It 
could move normally to. the beam axis at 
distances 5, 22, and 45 cm from the source outlet. 
The dependencies of ion beam density on 
absorbed power, gas flow rate, and acceleration 
potential were measured for different gases (Ar, 
Kr, Xe, the mixture of Kr with H2, N2, 02 and 
air). Data were processed using PC computer 
equipped by Analog-Digital and Digital-Analog 
cards. 

Figure 17. A schematic diagram of the rf ion source with 
magnetic system based on permanent magnets. 
1 - discharge chamber; 2 - gas distributor; 3 - magnetic 
rings; 4 - ion optical system. 

4.2. Results from a source with a solenoid 

This set of experiments was performed to identify the range of magnetic fields optimal for the source 
operation. The source used a 8 cm long discharge chamber and was equipped by a solenoid producing the 
magnetic field up to 300 G at the source axis. The emission and accelerating electrodes were normally 
biased to +1000 V and -300 V, respectively. The experiments were conducted with a Xe consumption mg 

= 0.7 to 1.0 seem. 
Fig 18a shows the variation of extracted ion beam current with magnetic field, at different mput 

powers. One can see in this figure a low-ß peak corresponding to near-ECR region (compare with Fig. 
14) At higher fields, the ion current increases without saturation. 

Fig. 18b shows that the coefficient of gas utilization ß (that is the ratio of extracted ion current to 
a gas consumption in current units, ß=zb/e m%) behaves in a similar non-monotonic manner, and grows at 
rather high fields. Fig. 18c demonstrates that increasing of magnetic field above 30 G results in the 
decrease of a power ion cost Q ( a power needed for producing a unit ion current). 

Figs 18b and 18c jointly show that at fields above 200 G the designed device can serve as an 
efficient ion source. The problem with high power losses in the solenoid (about 1 kW) was overcome by 
substituting the coil by permanent magnets. 

4.3. Optimization and tests of a source with permanent magnets 

A design of a source with permanent magnets is shown in Fig. 17. The magnetic system included 
magnetized rings with inner and outer diameters of 11 and 16 cm, respectively. The rings were fabricated 
of a magnetically soft steel with sectors of samarium-cobalt magnets pressed in. 

Increasing the magnetic field and thus the extracted current is possible in such a design by (I) 

using the magnetic core; (ii) decreasing the distances between rings; and (iii) increasing the number of 
rings The source operation was tested with one, two, and three magnetic rings in different combinations, 
as well as with and without the magnetic cores. The axial magnetic field was at its largest, about 350 G, 
with three rings, and at its least, about 170 G, with one ring. 
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The basic source model used two magnetic rings and various in length discharge chambers. The 
results from this model have shown that the effect of magnetic core on the beam current is low. On the 
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Figure 20. Dependence of ion beam current on a rf 
power. Magnetic system consists of three magnetic rings. 

contrary, bringing the rings together and thus increasing the magnetic field gives a substantial growth of 
beam current. 

This is seen from Fig. 19 where the ion current cost is plotted as a function of distance between 
the rings. Note that shorter discharge chambers were used in configurations with closer rings. Decreasing 
the chamber length is known to result in a decrease of power losses outside the source [32], but to reduce 
the lifetime of neutrals in the discharge chamber. Bearing in mind these results and those shown in Fig. 
19, we come to the conclusion that a source of optimal design should be based on a 3 cm long discharge 
chamber, and on a magnetic configuration with minimal distance between rings. 

The ion current extracted from a 3-cm source was measured at a fixed input power for various 
gases and with different magnetic systems. Imposing a single-ring magnetic field gave a 3-fold gain in ion 
current, whereas adding more rings resulted in a 20-30% further increase of current only. This means that 
a source for technological needs may use one or two rings only. But a source for an ion thruster has to 
include three magnetic rings because of very strict claims to power and gas utilization efficiency. 

Fig. 20 shows the variation of ion beam current with absorbed power, for different gases. 
Approximately linear growth of current is seen at power above 20 W. Such behaviour was observed in 
large aspect-ratio sources (see e.g. Fig. 13), and thus is an intrinsic property of quasistatic sources. The 
data presented in Fig. 20 for Xe are used in Sec. 5 for estimating the ion source as the ion thruster. Note 
that in all cases considered the current in the circuit of accelerating electrode did not exceed 1-3% of the 
total beam current. 
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One can see from Fig. 20 the possibility of obtaining at rather low input power ion beams of inert 
and chemically active gases with densities in a 0.05 - 2.5 mA range. These are enough for sputtering, ion 
beam-assisted deposition of thin films [28,29], and other materials applications. T..r   , 

One more important characteristic for technological applications is beam uniformity. It is defined 
by three factors, that is (i) by the plasma uniformity near the IOS; (ii) by the divergence of an elementary 
beam extracted from a single IOS hole; and (iii) by the shape of IOS grids. Far from the source, the last 
two factors govern the beam profile, whereas closer to the source the first and the third factors are 

important ^^ ^ measured close to the IOS are shown in Fig. 21. One can see a rather high 
uniformity, and especially for large accelerating potentials. The slight structure of the profiles is probab y 
due to a spatial non-uniformity of fields of excited waves. The beam profile was found to be practically 
independent of gas, and to depend slightly on accelerating potential. 

25 50 

Distance.mm 

Figure 21. Ion beam profiles measured close to the exit of IOS. 

The beam profiles measured at 5 and 22 cm distances from the source with concave IOS are 
shown in Fig. 22 for different magnetic configurations. The effect of magnetic configuration is of no 
account at 22 cm, but plays an essential role closer to the source. This results from a divergence of 
elementary beams produces by each of IOS holes. The divergence of the whole beam extracted from the 
source with a concave IOS was measured to be within 13 to 15%. 

The geometry of IOS grids has a dramatic effect on the beam profile. This is seen from Fig. 23 
where plotted are the profiles of beams extracted from the source with concave and convex ion optics 
systems. 

5. ESTIMATING QUASISTATIC SOURCES FOR APPLICATIONS 

5.1. A prototype of an ion thruster 

To estimate a capability of the ion source with permanent magnets to serve as the ion thruster for space 
applications, we use the data obtained with Xe and partly presented in Fig. 20. The results are listed in 
Table 1. One can see that the values of power ion cost, Q = P/ib, where P is the input power, and ib the 

Table 1 

Ion current 
mA 

Gas efficiency 
% 

Ion cost 
W/mA 

Specific impulse Thrust 
mN 

Cost of thrust 
W/mN 

60 70 670 3200 3.9 33 

70 70 500 3000 4.5 34 

100 70 700 3200 6.7 34 
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Ar 2sccm 
beam current, and of gas efficiency, ß = 
0.7 ( ß = z'b / m with m being a gas flow 
rate in current units) are compatible with 
those obtained with RITA [6], and meet the 
requirements listed in [27]. 

Comparison of our prototype 
thruster with other devices can be made 
using Table 2 where the parameters of 
different low-power (the power below 1 
kW) ion engines are presented. All 
thrusters listed in this table are based on the 
dc discharges excepting RIT-10 which uses 
a rf discharge. 

distance, mm 

Figure 22. Ion beam profiles obtained with different 
magnetic systems and concave-type IOS. 

Table 2 

Ion engine IDOR-100 
USSR 

ARFA 
Russia 

RIT-10 
Germany 

UK-10 
UK-France 

SIT-8 
USA 

XIES 

Thrust 
mN 20 20 10 25 4.98 18 

Specific 
impulse 3300 3000 4800 3200 2600 2585 

Power 
W 500 500 440 650 120 439 

Ion current 
mA 420 300 156 72 405 

Working gas Cs Ar Xe Xe Hg Xe 

Gas 
efficiency 

% 
70 85 77 79 

Power 
efficiency 

% 
71 72 69 

Total 
efficiency 

% 
76 73 49 76 55 51 

Resource 
hrs 1,000 10,000 8,150 6,000 12,000 

5.2. A compact ion source for surface modifications of materials 

A scheme of experiments is shown in Fig. 24. Surfaces of metals and polymers were irradiated by ions of 
different gases accelerated to energies ranging 100 to 1500 eV. The ion beam current was controlled by 
the rf power and gas flow rate, and was measured by a Faraday cup biased to -30 V. Doses of ions in a 
5x 10   to 5x 10   ions/cm2 range were exposed by varying the irradiation time at fixed ion beam current. 
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Figure 24. A diagram of the technological installation. Figure 23. Ion beam profiles obtained with concave and 

convex grids. 

Environment gas was introduced near the surface of substrate during its irradiation. A wettability 
of irradiated samples was measured by a contact angle meter (ERMA, Goniometer Type). The 
measurement was done with triply distilled water by dropping of 0.25 ml distilled water on three different 
places of the substrate surface and averaging the contact angles. Polymer as well as aluminum surfaces 
were treated by the ion beam of different gases, with and without .environment gas. Typical results of 
measurements for Al samples are shown in Fig. 25. One can see that the increase of ion dose up to 

2.xl017 ions/cm2 leads to a significant decrease of the contact angle with hydrogen environment gas or 

hydrogen ions at the substrate. 
The modification of Al surface was conducted using ions of inert gases and nitrogen, ine 

modification of polymer surfaces needs also the utilization of reactive gases [33]. Fig. 26 shows the best 
contact angles achieved for polycarbonate in experiments with ions of both inert and chemically active 
gases. The results for argon and oxygen ions are close to those presented in [33,34]. The results for 

carbon dioxide and freon gases are new. mnw 
The operation of the ion source was stable for all gases used. The input power was less than 100 W, 

and the gas flow rate did not exceed 3 seem. 

6. CONCLUSION 

In conclusion, we designed and optimized a compact, low-power (input power below 100 W) and 
economical (gas efficiency above 0.7) ion source based on a quasistatic discharge. It was shown to have a 
good potential as an ion thruster in a mN range, and as a device for surface modifications of both metals 

(Al) and polymers. ... , 
We established some general physical principles governing the operation of quasistatic sources, and 

verified their appropriateness in designing. These principles define the rf power absorption m source 
plasmas and permit one to predict the peculiarities of the source operation as dependent on the external 
magnetic field, driving frequency, and source geometry (scaling laws). Using these principles may 
contribute to improving the discharge stability and plasma parameters, that is to increasmg the source 
controllability, as well as-to designing new devices capable to serve as flexible instruments for various 

applications. 
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Ion dose (ions/ar?) 

Figure 25. Change of contact angles of water for Al as a 
+ +        + 

function of Ar   and Ar   + H2    ion dose at 1 keVwith and 
without flowing H2 

Figure 26. The best achieved contact angles for 
polycarbonate in experiments with ions of inert and 
chemically active gases. 
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Abstract The paper treats experiments, computer simulations, and the physical explanation of the oscillatory 
behaviour of positive glow coronas at or below atmospheric density. Experiments show that most positive glows 
have ionization regions that oscillate with frequencies depending on the gas, geometry, and average discharge 
current. Our circuit simulating program CIRCSIM with the general gas discharge element GPCS1 reproduces 
quantitatively Beattie's sphere-to-plane coronas in air, and also our cylindrical coronas in air and in argon with 
additives. The oscillations demand a fast secondary ionization (feedback) mechanism, and are damped or inhibited 
by slower feedback processes like positive ion or metastable feedback, and detachment from negative ions. Linear 
damped oscillations are due to ionization region capacitance and equivalent inductance. Nonlinear self-sustained 
oscillations are formed by periodic quenching by the generated positive ions. 

1.   INTRODUCTION 

This paper treats the oscillatory behaviour of positive glow corona discharges in gases at or below 
atmospheric density, as studied by experiments, computer simulations, and physical reasoning. I believe 
that it provides a general physical answer to what has been, in my opinion, the last remaining major 
mystery of classical corona physics. The paper is organized as follows: 
1. Introductory remarks and selected references for positive glow coronas. 
2. Experimental observations of free and forced positive corona oscillations:   typical recordings, and 

experimental indications for connections between oscillation types and discharge parameters. 
3. Computer simulations:  the simulation model, some important simulations of positive glow coronas, 

and simulation indications for connections between oscillation types and discharge parameters. 
4. The physical mechanism of the positive glow oscillations: the impedances of the ionization and drift 

regions of coronas, passive oscillatory properties, linear and nonlinear free-running oscillations. 
5. Conclusion: when and why positive glow oscillation and pulses occur. 

All gases used in experiments and simulations in this paper have room temperature. The letter g is used 
for gas density instead of the customary ng, to save one letter in all simulation screens. 

A corona discharge is a low current (*uA) gas discharge where the electrode geometry concentrates all 
ionization processes in a region close to the high field corona electrode. The rest of the discharge space 
forms a drift region where few charges are created but where electrons, ions and excited neutrals drift and 
react on their way towards the other, low field electrode [1,2]. A positive glow corona has a positive 
corona electrode, and is characterized by an ionization region that evenly covers the high-field surface 
area of the electrode. In positive wire-cylinder coronas the whole wire surface is glowing, in contrast to 
negative Trichel type coronas, which burns in contracted, nearly evenly spaced spots along the wire. 
Figure 1 illustrates such a positive cylindrical corona and its commonly used external electrical supply 
circuit. (The other common positive corona type, the positive streamer corona, occurs when the glow 
ionization region produces more ions and electrons than can be conducted away to the electrode. The 
conducting plasma column thus formed pushes the ionization region away from the corona electrode 
surface and permits it to propagate into and through the drift region. This type of corona will not be 
further discussed here.) 
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Figure 1. Schematic drawing of a quadrant of a 
cylindrical positive corona configuration with anode 
radius Ro and cathode radius Rd. Co, ro and Uo forms 
the real external circuit, while rd, ri, Ci and Li represent 
components of a simplified corona stability model, to 
be discussed in later sections. The ionization region is 
drawn abnormally large, for clarity. 
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As reported in the 1965 book by Loeb [3], the early investigators found positive coronas at and just 
above the onset voltage to consist of burst pulses and occasional weak "pre-onset" streamers. At higher 
voltages (and currents) these pulses either developed into streamers, or melted together on the 
oscilloscope screen to form the steady positive glow corona, often called the "Hermstein glow" [4] or 
"Uhlig ultracorona" [5]. 

In these early works the positive glow was generally described as "steady", with no systematic 
reports of oscillations. Colli et al [6] in 1954 reported on oscillatory behaviour of positive cylindrical 
coronas. It was, however, Beattie who in 1975 [7] pointed out that most apparently steady positive glow 
coronas really had violently oscillating or self-pulsed ionization regions. This pulsing is fast, in the 
100 kHz range, and does not much affect the corona current, which is induced mainly by the slowly 

-      drifting positive ions. When observed by a free-running oscilloscope 
the pulses are easily mis-read as ordinary discharge current noise. 
Only by observing and triggering on the light emission from the 

25   coronas the pulses are readily visible. 
Following Beattie, the positive glow oscillations were most 

actively studied in Trondheim, and sometimes reported upon [8-10]. 
We found that the oscillations were very dependent upon the corona 
gas composition. For example, pure argon gave no oscillations at 
all, but small additions of gases like N2, CO2, or SF6 made it 
oscillatory. Air in the same corona vessel gave strong oscillations, 

40 but at appreciably higher frequency than with argon as the main gas. 
In all cases the oscillations were practically unaffected by changes in 
the external electric circuit parameters. This gave us two motives for 
further studies: to exploit the sensitivity to gas composition in a 
cheap detector for trace gases, and to find the physical mechanism 
responsible for the oscillations. As will be told below, the latter was 
not at all evident. 

JJ  i 
10 

50 

Figure 2. Beattie's photomultiplicr oscillograms of the light from a positive glow 
corona, at increasing values of the average discharge current. Sphere-to-plane 
geometry with sphere radius 16 mm and the plane 24 mm away. Gas: 1 bar of 
O2/N2=10W90%. Voltage around 40 kV. Time scale 5 |is per major division. 
The average (DC) current is noted to the left of the oscillograms, while the relative 
light output scale is printed to the right. The pulses are completely spontaneous 
and free-running, and strongly nonlinear (no light emitted between the pulses). 

2.   SOME TYPICAL EXPERIMENTAL RECORDS OF POSITIVE GLOW OSCILLATIONS 

Figure 2 shows Beattie's oscillograms [7] of the light output from the positive glow corona between a 
spherical anode of 16 mm radius and a plane cathode 24 mm away, in a 10% / 90% O2/N2 mixture at 
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1 bar pressure, at DC currents 10-150 uA. In this particular case the free-running pulses had a 
remarkably current-independent period of about 8 us and amplitudes increasing proportionally to the 
current. (Note the contrast to negative corona Trichel pulses, which tend to hold the amplitude constant 
while their repetition frequency increases proportionally with the current). It should be mentioned that 
some other of Beattie's observations show a more "normal" frequency increase with the current. 

Beattie ascertained that each individual ionization region pulse occurred simultaneously over the 
complete anode surface, i.e., it was the whole ionization region that was "turned on and off'. He noted 
further that the pulse repetition period was considerably longer than the electron transit time and 
considerably shorter than the ion transit time between anode and cathode, but coincided well with the 
positive ion transit time across the ionization region.   Beattie also found that some electronegative gas 

constituent seemed to be needed for oscillations 
to occur, and concluded that the oscillations had 
to be due to photodetachment from negative ions 
arriving in front of the ionization region. This 
conclusion was disputed by me [1] because the 
relevant cross sections seemed far too small. 

Figure 3. Voltage pulse excited current oscillations in 
cylindrical positive glow coronas in 1/4 bar argon and 
argon with 0.3% oxygen for different average (DC) 
corona currents (values typed above the curves) [11]. 
Anode radius Ro=0.8 mm, cathode Rd=13 mm, guard-ring 
shielded cylinder length 80 mm. Excitation pulse to the 
cathode 10 V 200 us negative. Time scale 50 us/div, 
current scale 10 uA/div. The current is negative. Traces 
arc averaged over about 100 sweeps. 

The experimental work in Trondheim has 
covered both point-to-plane coronas in N2-O2 

mixtures [10], and con- 
centric cylinder coronas in 
argon with additives and in 
air. The cylindrical coronas 
had guard sections to 
eliminate end effects, and 
are directly comparable 
with one-dimensional cal- 
culations, see Section 3 
below. 

Figure 3 shows the 
effect of corona current 
variation for pure argon and 
for Ar + 0.3% 02> while in 
Figure 4 the gas compo- 
sition is varied at a constant 
50 uA corona current [11]. 

Figure 4. Voltage pulse excited 
current oscillations in cylindrical 
positive glow coronas in 1/4 bar 
argon with different trace gases 
added [11] (concentrations typed 
above the curves), all at 50 uA 
average corona current. Scales 
and other data as in Figure 3. 
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The excitation is a 10 V 200 us negative pulse applied to the outer (cathode) cylinder, which ensures 
that the unavoidable capacitive current pulse has the opposite polarity of an absolute increase in the 
(negative) discharge current. 

Notable features of the Figures 3 and 4 and of all our other similar experiments are: 
• Pure Ar shows a nearly pure RC relaxation response, without oscillatory tendency. 
• 0.01% of the highly electronegative SF6 in Ar has the same effect as 0.05% of the correspondingly 

less electronegative 02, - but also the same effect as 0.01% of the very weakly electronegative C02. 
• Hydrogen additives also induce oscillatory behaviour, but D2 gives lower frequencies than H2. 
• An increase of additive concentration increases the oscillation frequency. 
• At higher concentrations of 02, SF6, and C02 the oscillations become free, and then become 

nonlinear. 
• For all linear oscillations in a given gas mixture, the frequency increases proportionally to the square 

root of the DC discharge current: /ocV7. (1) 
Please note that any changes in current or gas composition also entail changes in the corona voltage, with 
corresponding changes in electron and ion transit times and discharge reaction times. 

3.   COMPUTER SIMULATIONS OF POSITIVE GLOW CORONAS 

The computer simulations form an all-important part of the present study. The simulation engine is quite 
unique, and to judge its conclusions, it is essential that the .reader know its basic principles, its strenghts 
and its weaknesses. It differs from more conventional computer models of gas discharges by: 
- treating discharges as elements in a general electrical circuit simulation program 
- handling small numbers of charged particles as Poisson distributed integers 
- handling drift by shuffling particles as bunches from one computing cell to another without splitting. 

3.1. Gas discharges and the CIRCSIM circuit simulation system 

A given corona discharge may have concentrated regions containing millions of electrons and ions in 
non-linear Coulomb interaction, and other regions where one single electron is the seed that spawns new 
millions elsewhere. Our gas discharge simulation model GPCS1 [12] handles both the continuum aspects 
of the many as well as the stochastic integer nature of the few. The external electrical circuit feeding the 
discharge is often essential to its stability and mode, and is therefore included in the modeling. 

GPCS1 forms one special circuit element in the general-purpose electrical circuit simulation program 
CIRCSIM developed by me and my students for PC type microcomputers. The CIRCSIM algorithm 
calculates the circuit voltages and currents by intelligent trial-and-error adjustments of all node voltages 
until the Kirchhoff current law is satisfied for all nodes to a specified accuracy. It solves no explicit 
matrices and does no linearizations at all. Circuits may be built from one or more discharge elements 
combined with all common passive and active electronic circuit components, like R C, L, thermistors, 
diodes, Zeners, transistors, transformers, transmission lines, operational amplifiers, and voltage and 
current waveform supplies. 

At every time step k, the main CIRCSIM algorithm gives each circuit element / its input voltages Vtjc. 
On the basis of these, and previous voltages Vt,k-i and currents /,,*.; stored by the elements, each element is 
required to give back the present currents /,,t. These are then used by the CIRCSIM algorithm to 
calculate the deviations from Kirchhoff s current law for each node, and to estimate the next iterative set 
of node voltages within the same time step. 

3.2. The GPCS1 gas discharge element 

3.2.1. Geometries, space and time subdivisions, inputs and outputs 

The GPCS1 element has a selectable geometry with one space coordinate. GP1 has plane parallel 
electrodes, GC1 has concentric cylinders, and GS1 has concentric spheres. The discharge volume is 
subdivided along the space coordinate R into 50 or 120 computing sheik of widths inversely proportional 
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to the Laplacian electric field. For each CIRCSIM time step dTi the electrons, negative ions, positive 
ions, and metastables are moved between these shells according to the local electric field, mobilities and 
diffusion coefficients; and excite, ionize, attach, and detach. The electric field E is recalculated for each 
time step by the Poisson equation. The electrode current is calculated by the Shockley-Ramo theorem 
and added to the current due to the electrode capacitance, to give the element output current. 

To speed up the simulation, the GPCS1 element may change the CIRCSIM time step dTi according 
to the speed of the discharge processes. Also, it may internally subdivide dTi into DivT local time steps 
dTe, usually 10-100. Inside each CIRCSIM time step dTi only the electrons are moved and react, while 
heavy particles and imposed voltages are frozen. Interaction with the external circuit can only take place 
each main time step dTi. 

The discharge elements have two main circuit terminals A and B for connection to the normal 
electrical supply circuit. In addition they have particle input and output (signal) terminals. The particle 
input terminals accept voltages as signals, equal to currents of electrons or ions to be liberated from the 
electrodes by external means (like photoelectrons). By connecting these terminals to CIRCSIM voltage 
waveform generators, any combination of ion and electron pulses can be liberated from the electrodes. 
Likewise, electrons, ions and metastables arriving at a discharge electrode may be selected to generate 
output signal voltages equal to the particle currents (in equivalent amperes, even for neutrals). 

The GPCS1 circuit element, inserted into a typical voltage supply and current recording circuit, is 
illustrated in the Figure 5 below. 

Figure 5. The CIRCSIM GPCS1 plane/cylindrical/spherical 
discharge element, inserted in a typical voltage supply and 
current recording circuit. 
The anode radius is Ro, the cathode radius Rd, and the gap 
capacitance C. U01 is the applied voltage with internal 
resistance rOl, while U02 injects an electron current from the 
cathode. A and B are the real corona current terminals. C, 
D, and E give out signal voltages numerically equal to the 
currents of electrons and negative and positive ions hitting 
the electrodes, while nodes 6, 7, and 8 give out the corre- 
sponding RC-filtered signals. F is a signal terminal used for 
injecting an electron current from the cathode. G and H are 
signal terminals which can be used for particle input or 
output, but which are not used in the present circuit. 

3.2.2.  The charged particle drift algorithm 

The charged particle drift algorithm is the main engine inside the GPCS1 discharge model. The plane, 
cylindrical, and spherical electrode geometries are all mathematically one-dimensional, i.e., the 
discharges develop along one space coordinate only. This coordinate is called R, or Rk when we refer to 
the R of the space shell no. k. The inner electrode is at R=R0, and the outer electrode at R=Rd. The 
discharge volume is subdivided into TMshells, k = 1..TM, where at present 7M=50 or 120. The shells 
are represented by elements in the TrArrays (for Transit Arrays). Each type of charged particles uses two 
array rows, i.e., two array elements per space shell, while neutral diffusing particles use one. 

The drift of any charged particle type /' is simulated by retaining the particles in each half-shell for 
half the time needed to cross the shell, and then transferring all those particles to the next half-shell. 
Thus, by this two-step drift algorithm the particles move in bunches which may be added, but never split 
up. The use of two array elements (half-shells) per shell is necessary in order to avoid particle runaway in 
case of slowly decreasing particle velocity downflow. When below a selected number, the content of any 
cell is treated as a stochastic integer. In this way unphysical fractional particles are never created, and the 
ordinary numeric diffusion effect is avoided. The two-step drift algorithm has two drawbacks, however: 
a certain scatter in the charged particle transit time, and comparatively large particle current fluctuations 
(numerical noise) due to the creation of occasional empty shells. 
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3.2.3. Particle diffusion and reactions 

Particle diffusion and reactions (like ionization and attachment) are computed separately from the drift. 
The algorithm scans through the TrArrays and calculates the reactions in each cell from the reaction rate 
functions (see below), and then simulates diffusion by three-point averaging weighed according to the 
diffusion coefficient to be simulated. 

All reactions that may create particles in critical feedback positions, like electrode processes, 
detachment, and photoionization are sent through a random Poisson integer distribution routine if the 
particles created in one step are few. Thus, fractional electrons are avoided where they could have caused 
numerically important but completely unphysical avalanches. 

3.2.4. The current induced in the external circuit 

The current in the external circuit is due to two sources: the current induced by the moving particles, and 
the current due to the capacitance of the gap. CIRCSIM treats the latter as an ordinary capacitor. 

The electrode current Iqk induced by a charge q moving with a radial velocity v in a shell number k at 
position Rk is given by the Shockley-Ramo theorem: 

Iqk = qvEjj, ,        where E1^ is the Laplacian field at Rk due to 1 V across the gap. (2) 

The total charge-induced current can be found simply by summing this equation over all charges 
moving in all shells. This may be called the charge drift method. 

A mathematically equivalent and much more elegant method is found by taking the partial derivative 
of the charge drift method formula. The resulting charge derivative method will only contain a sum over 
the changes in the net shell charges from time step to time step, and computes appreciably faster. 
However, in GPCS1 it gives too much noise to be used, because of the two-step charged particle drift 
algorithm with infrequent transfers of particles from cell to cell. 

3.2.5. Basic physical processes included in the GPCS1 

The GPCS1 handles the basic discharge processes as follows: 
- Transport equilibrium is assumed for all processes 
- Mobilities and diffusion coefficients are field independent 
- No-barrier interaction processes are always exothermic, and will have maximum and field- 

independent reaction rates at low fields, falling off at higher fields. Three-body electron attachment in 
air is of this type. Reaction rates from literature are used. 

- Barrier processes, like electron impact ionization and dissociative attachment, need a certain energy to 
occur. For these reaction rates GPCS1 uses Townsend-type formulas: 

9        A        {   B/g) — = v exp - 
g     g     v E/g, 

v: drift velocity, E: el. field, g: gas density, A/g and B/g: constants. (3) 

3.2.6.   Comparison with other, more conventional models 

The CIRCSIM / GPCS1 model has proven to be very flexible, stable and reliable. It handles all types of 
external circuits, and all types of applied voltages: DC, AC HF, pulsed. At high plasma densities it may 
develop a fatal instability, probably because the plasma frequency gets too high in relation to the time 
step. This, however, never happens in coronas. Its main weakness derives from its main strength: it 
simulates discharges so well that it also simulates the discharge noise. In experiments using digital 
oscilloscopes, like Figures 3 and 4, one has to remove the noise by averaging over 20-200 sweeps. At a 
simulation speed of one millisecond per day such noise reduction by averaging is prohibitively slow. 

Other, more conventional discharge simulation models, like the corona computations of Morrow 
[13], use continuous mathematics and often more implicit algorithms. They usually allow avalanche 
multiplication and feedback of fractional electrons and ions, and must be reprogrammed for each change 
of the external circuit, if included at all. These models are usually faster and have much less noise than 
GPCS1.   Thus, the most efficient simulation strategy is probably to use CIRCSIM / GPCS1 for initial 
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surveys, external circuit changes, varying applied voltage types, and for checking continuous models; 
and to use the checked continuous models for series runs. 

3.3.      Selected GPCS1 simulations of positive coronas 

The GPCS1 discharge model has about 40 adjustable parameters representing gas discharge process 
parameters. The strategy for searching for sets of parameters giving simulations which fitted experiments 
was to let well-published coefficients (like ionization and attachment coefficients, drift velocities, and 
diffusion coefficients) keep their values, select some few (like detachment, secondary ionization 
coefficients, and photoionization) for systematic variation, and put the rest equal to zero. The main 
experimental features to be reproduced were current-voltage characteristics, current-frequency curves, 
and oscillation damping. The systems simulated were our concentric cylinder corona chamber (data in 
Figure 6) filled with argon+additives or air at 1/4, 1/8, and 1/16 bar, and Beattie's sphere-plane system 
(data in Figure 8). The same set of discharge parameters for a given gas had to fit at all pressures. 

The usual procedure was to adjust the sum of the secondary ionization and photoionization 
coefficients to make the current-voltage characteristics fit quantitatively over the pressure range, and then 
adjust the individual components of this sum to make the oscillation characteristics fit as well. 

In this way the positive corona discharge systems described in Section 2 has been simulated running 
two 200 MHz Pentium PCs for more than one year. Even at a simulation speed of about one day per 
millisecond the number of runs recorded is large, and only the most important ones may be displayed 
here. 

Figure 6 shows simulations of the initiation of a positive corona in the cylindrical corona chamber 
used for Figures 3 and 4, done both with the 50 shell and the 120 shell models. The agreement between 
the models is satisfactory, and the 50 shell model has been used for nearly all further simulations. 

Corona current, linear scale 0-1800 |iA. 
Solid curves 50 shell, dotted curves 120 shell models. 
The corona current is computed from the Shockley- 
Ramo theorem, and is due to all charges moving in 
the corona gap between the inner anode at 
Ro=0.8 mm and the outer cathode at Rd=13 mm. 
The length of the corona section is 80 mm. 

Electron current arriving at the anode, logarithmic 
scale lO^-lO"2 A (6 decades!). The negative ions 
arriving at the anode follows the same curve, one 
decade lower. 
With time the corona current and the electron current 
to the anode settle into regular, highly nonlinear 
oscillations of period about 11 us, against observed 
about 3 (xs. This is due to the photon feedback to the 
cathode. Photoionization gives the observed period. 

Positive ion current arriving at the cathode, linear 
scale 0-400 uA. The first positive ion cloud inhibits 
ionization for about 30 us, and then the second, 
smaller peak follows. With time the positive ion flow 
gets stationary. The ripple on the 50 shell curve is 
computational noise due to the special drift algorithm. 

Time scale 0-70 us, common for all curves. 

Figure 6. GC1 simulation of cylindrical corona in 'A bar "air", with ionization and attachment, but without detachment and 
photoionization. The secondary processes included are about 99% photon and 1% positive ion feedback to the cathode. 

Figures 7a, b present computer simulations for the same cylindrical corona with respectively photon 
feedback to the cathode (a) and to the gas (photoionization, b), and with a stepwise increasing electron 
current injected from the cathode.   In both cases the externally injected electron current damped the 
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oscillations, but only case b), with photoionization as the main feedback mechanism, gave current-voltage 
and oscillation characteristics in quantitative agreement with our air corona measurements. In other 
simulations the discharge current was varied. All linear oscillations followed the / « V7  law. 

\/\A^AAAJ^AA//\A/^>^<^/V,— ^_— 

Corona current 
0-400 uA linear. 
Photon feedback to 
the cathode, no 
photoionization. 

Time 25us/div. 

a)   0.1    2.1 4.1       6.1 8.1        10.1      12.1       14.1       16.1       18.1       20. InA electron current injected. 

—        Corona current 
0-250 \LA linear. 
Photoionization, 

/J^AftflAA*^ VAftAA^-AAAf/NA^r^AAflA VA^AAAA/^/ A/^/lAr>A/W ftrtrt*tf^i^Aw^ftfl PV*A/V*A-^#^. >VA*»-»« 

b)   0.1     1.1 2.1 3.1 4.1 5.1 6.1 

photon range «1 mm. 
No photon feedback 
to the cathode. 

Time 25 us/div. 
7.1        8.1        9.1      10.1 nA electron current injected. 

Figure 7 a-b. GC1 simulation of cylindrical corona in lA bar "air", with ionization and attachment, but without detachment. In 
both cases a steady injected electron current quenches the oscillations. Case b) has oscillation period in agreement with exp. 

Similar simulations were made of the cylindrical corona chamber filled with argon plus additives, 
using a suitably pulsed voltage source. For pure argon a strong metastable feedback to the cathode had to 
be introduced to get agreement with experimental current-voltage characteristics and absence of 
oscillations. Some photon feedback to the cathode was also included, but played no role for pure argon. 
Additive gases were successfully simulated by quenching the metastable population while retaining the 
photon feedback to the cathode. Photoionization gave too short oscillation periods for the argon-based 
mixtures. Again all linear oscillations followed the / <x -Jl   law. 

Finally, attempts were made to simulate the Beattie corona shown in Figure 2 above, using the GS1 
spherical geometry model. The 16 mm radius spherical anode was simulated by a sphere, but the plane 
cathode 24 mm away had to be simulated by a second concentric sphere of 40 mm radius. These 
simulations used a slowly rising voltage ramp, in order to find parameter values that gave approximately 
current independent oscillation frequencies.   Such oscillations necessarily had to be strongly non-linear, 
to escape from the / °c 4l   law. The quite successful result is shown in Figure 8. 

Period 10 us 

Figure 8. GS1 simulations of the Beattie corona of Figure 2 using concentric spheres of 16 and 40 mm radius, and ionization 
and attachment corresponding to 1 bar of 02/N2 = 10% / 90%, no detachment, and photoionization of the same specific range 
as for the other air corona simulations. Supply voltage linearly rising from 45 to 58 kV. Time scale 100 us/div, corona current 
scale 0-10 mA. The approximate oscillation period is shown under the graph, along the time axis. 
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3.4.      Main results from the computer simulations 

1) The most important conclusion from the simulations is that Beattie 's and our own positive corona 
measurements can be simulated quantitatively using consistent and reasonable sets of discharge 
parameters, and without postulating unproven or controversial discharge processes. 

2) The old accepted sets of primary ionization and attachment coefficients for both air [14] and argon 
[15] could be used without modification. Detachment in air, which has always been a subject of 
debate, had to be put close to zero, see below. In pure argon the metastable feedback coefficient had 
to be chosen so large that the corona onset occurred at an avalanche multiplication as low as 2. 

3) Positive glow oscillations occurred whenever the main secondary (feedback) processes in the 
discharge were fast, i.e., had avalanche generation time distance Tg appreciably less than the positive 
ion transit time across the ionization region Tpi. 

4) The oscillation or pulse period was roughly proportional to Tg, and usually of the order of Tpi. Linear 
oscillations (usually pulse excited) always had frequencies following the / °c V/ law. Non-linear 
pulses had longer periods, which usually were close to the positive ion transit time across the 
ionization region Tpi. 

5) Positive glow oscillations were damped or completely eliminated by all slow electron feedback 
processes, i.e., processes that gave secondary electrons with delay greater than Tpi. Processes like 
constant electron injection (Figures 7 a-b), metastable feedback, positive ion feedback, and electron 
detachment from negative ions, all inhibited positive glow oscillations. 

6) For the air coronas, the main feedback process had to be photoionization, to make Tg small enough to 
reproduce the high experimental oscillation frequencies. 

7) For argon, feedback by metastables had to be the main secondary ionization process, with a small 
amount of photon feedback to the cathode added. Additives caused oscillations by quenching the 
metastable feedback, thus increasing the importance of the remaining photon feedback. 
Photoionization would give oscillation periods 3 times shorter than observed, and could not be a main 
secondary process in the argon based coronas. 

8) Linear, pulse excited oscillations did not always readily transform into free-running nonlinear pulses, 
even when the parameters should encourage this. Often a larger pulse shock had to be given to start 
free-running pulses. (The computer, like me, could not always find any reason for positive feedback 
in the linear regime!) 

4.    THE PHYSICAL MECHANISM OF THE POSITIVE GLOW OSCILLATIONS 

There are three different features of positive glow coronas that must be explained: the passive oscillatory 
response to a disturbance, the negative damping that in some cases makes free-running linear (sinusoidal) 
oscillations, and the completely nonlinear glow pulses. The third is simple, see Section 4.6., but the first 
two require discussion of the small signal equivalent circuit parameters of the corona regions. 

4.1.     The effects of a positive space charge shell. The ionization region capacitance 

To discuss the oscillatory properties of the positive corona, we need the real and equivalent circuits drawn 
in Figure 1, as well as two new figures 9 and 10 which illustrate the effects of a shell of positive space 
charge on the field distribution and on the ionization integral of a low-current positive glow corona. The 
spherical simulated Beattie corona of Figure 8 has been chosen for convenience, but our cylindrical 
corona geometries show the same general features. 

Figure 9 shows that a shell of positive charge Q around a positive inner electrode always will 
diminish the field inside and increase the field outside the charge shell. The net effect of Q on the 

ionization integral 7/ = f\a -Tj)dR will always be detrimental, as long as the curve of the effective 

ionization coefficient a'=a-ij vs. the reduced field E/g has a positive curvature. This is the case for all 
coronas treated in this paper. For the Beattie corona model of Figures 8-10 the ionization region limit, 
where a -0, is at Ri=22 mm, so a Q at this position certainly will diminish //. However, the important 
point is that this does not make a negative, resistivel80° feedback, but a capacitive 90° feedback. 
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The proof is that a current increase AI does not give a proportional reduction AVq of the ionization 

region voltage, while a charge increase AQ = JAIdt does. The capacitance Cq=AQ/AVq at Rq is easily 

calculated, and equals 12 pF for Rq=Ri=22 mm at the edge of the ionization region in the Beattie corona 
model of Figs.8-10. This identifies the ionization region equivalent capacitance Ci in Figure 1. 

J L J L 
0.01 0.02 0.025 0.03 0.035 

Figure 9. The effect of a given spherical, positive shell charge 
Q on the reduced electric field E/g distribution between the 
anode and the cathode spheres in the GS1 approximation to the 
Beattie geometry (see Figure 8 legend), as function of its 
position Rq. Anode radius 16 mm, cathode radius 40 nun, 
40 kV gap voltage, and E/g scale 0-150 Td. No other space 
charges are present. 
Q will always diminish the field inside it and increase it 
outside. Its effect diminishes with the distance from the anode. 
The curve for Q=0 (not drawn, for clarity) goes mid-between 
the right part of the solid curve and the left part of the dashed. 

The ionization region limit, where (a-rf)=0, is at/?= 22 mm. 

Figure 10.   The effect of a shell charge Q on the ionization 
rRd 

integral //' =1   (a - TJ) dR, as function of the shell charge 

position Rq, for three values of Q, in the GS1 approximation 
to the Beattie geometry. Anode radius 16 mm, cathode radius 
40 mm, 40 kV gap voltage. No other space charges are present. 
Note that the effect of a positively charged shell will always be 
detrimental for the corona gaps of this paper. Only for much 
smaller inner electrode radii will the ionization integral show a 
weak maximum for Q positions close to the inner electrode. 

4.2. The drift region equivalent resistance 

A resistive effect rd of the drift region is defined by the drift region's immediate current change AI when 
the drift region voltage is changed by AVd, rd=AVd/AI. At any given moment the corona drift region 
will contain numbers of positive and negative charges that are roughly proportional to the corona average 
current Io. As no ionizations take place here, the only immediate effect of a voltage change AVd is to 
increase the charge particle speeds proportionally. The Ni positive ions dominate the drift region, and we 
can thus write: AI ^N^^VdocIoAVd rdoc\/Io (4) 

This allows an estimate of the drift region equivalent resistance rd in Figure 1 and its current dependence. 

4.3. The ionization region equivalent inductance and resistance 

To show oscillatory behaviour, any electrical system must have two internal elements with opposite- 
phase current-voltage characteristics (like capacitance and inductance). For the cases of a parallel-plate 
DC Townsend discharge or a corona ionization region, the first of these required circuit, elements is the 
capacitance Ci of the region, see Section 4.1. For a short time this capacitance is able to sustain a 
discharge current different from the imposed DC current. The voltage will lag behind any current change. 

The second required element for oscillations is the equivalent inductance Li of the discharge or 
ionization region. This inductance is due to the delay between the application of a voltage step to the 
discharge DC voltage and the subsequent discharge current change. Any DC discharge burns with a 
reproduction factor //=1; i.e., each electron that leaves the cathode will on the average be replaced by 
exactly one new electron in the next avalanche generation. A voltage step AVi added to the DC sustaining 
voltage will increase the reproduction factor from 1 to l+Aju, which will make each new avalanche 
generation l+Aju larger than the preceding one. If the mean time between the avalanche generations is Tg 
(equal to the electron transit time in case of photon feedback alone), then the current will change with 
time as: 
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AOW/oexp 
T. 

If we, for comparison, take a real coil of inductance L and impose a voltage step zIF/ across it, then a 
linear current change will result: 

dl    AV. 

Tt—t (6) 

Thus, for small voltage deviations from the DC sustainment voltage, the discharge or ionization region 
will act as inductances: 

^~7*r (7) 

Note that Li is proportional to Tg and inversely proportional to the DC sustainment current Iio. 
Will the Townsend discharge or corona ionization region also have an equivalent resistance ri, 

meaning that a change of current Ali will cause a fairly immediate change AVi in burning voltage? Yes, 
one insignificant part due to the increase of charge velocities caused by field increase, and one important 
part due to the change of the secondary ionization processes caused by space charge distortion of the field 
in the region. The space charges will usually increase the ionization efficiency in a parallel plate 
Townsend discharge, and this makes ri negative. For the ionization region in a positive corona, the effect 
depends on the types of secondary processes. From Figure 9 it is seenthat a positive charge shell will 
increase the cathode field, and thus photon feedback to the cathode, while it might easily reduce the 
photoionization feedback to the gas near the anode. Thus the sign of ri for a positive corona depends on a 
quantitative balance between several discharge processes, and is not at all obvious. 

4.4.   The passive oscillatory properties of the positive glow corona 

If we at first neglect the equivalent resistance effects in Figure 1 by letting rd be very large and ri very 
small, then the small signal characteristics of the Townsend discharge and the corona ionization region 
may be modeled by the gap or region capacitance Ci in parallel with the discharge inductance Li. A 
voltage pulse added to the discharge sustainment voltage will then induce a train of current oscillations 
with the angular frequency cd: 

1      .  Yl 
*~TiZ"i"A- m 

g 

This y/.o  frequency dependence has previously been observed in plane parallel Townsend discharges 

[16] and in positive concentric cylinder coronas [6], and is a main feature of all linear oscillations 
observed in the present experiments and simulations. 

Please note from eq.(7) that the equivalent inductance Li also is proportional to the effective 
avalanche generation duration Tg, and inversely proportional to the sensitivity of the reproduction factor 
to changes in the ionization region voltage djMdVi. The oscillation period is not determined by the 
positive ion transit time across the ionization region (but oscillations with longer periods become highly 
damped, see below). For linear oscillations the positive ions will affect ri but not coi. 

It is immaterial whether the oscillations are induced by applied pulses or by the natural stochastic 
fluctuations of the discharge current. In all cases a resistive impedance ro in the external circuit will 
damp these oscillations, as will the effective equivalent resistance rd of a corona drift region. 

4.5.   Linear free-running positive glow oscillations? 

In no way may the (positive) series impedances ro and rd make the oscillations self-sustained. For this, a 
negative effective resistance must exist.. In a plane parallel Townsend discharge or in the ionization 
region of a negative corona, such a negative resistance may be provided-by the space charge field of the 
positive ions, which will increase the cathode field and thus the efficiency of the secondary cathode 
processes. This will reduce the voltage necessary to sustain the discharge, and the Vi(Ii) curve will get a 
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negative slope. In the ionization region of a positive corona, on the other hand, Section 4.4. concluded 
that the sign of ri is more difficult to predict. 

We now can discuss the complete small-signal equivalent network for a corona discharge shown in 
Figure 1. For a parallel-plate Townsend discharge the value of ri is readily measured, being the slope of 
the V(I) curve at small ((iA) currents. For a corona ionization region, ri will usually be masked by the 
drift region impedance rd, since it is the sum ri+rd that is accessible as the slope of the V(I) characteristic 
of the corona. Only when ri is negative and rd+ro sufficiently large will ri reveal itself, not by the slope 
but by making the current oscillatory. 

It is easily shown [16] that the equivalent circuit of Figure 1 has two possibilities of instability. Both 
demand negative ri: 

Catastrophic: rt + rd + r0 < 0     (when Co is some picofarads only), leading to spark.     (9a) 

If Co is much larger:  rt + rd < 0       leading to recurrent spark discharging of Co. (9b) 

Oscillatory: rd > yr i  i for CO greater than some ten picofarads. (10) 

A high drift region resistance, i.e., a low corona current, should encourage growing linear oscillations. 
However, the sign of/v may change from one positive corona to another, as born out by the reluctance of 
our simulations to give growing oscillations in the linear, small signal range. This is radically different 
from negative coronas, where the positive ions formed by a first avalanche obviously increases the 
cathode field and all secondary processes, making ri so negative that the current growth becomes 
exponential even in the small-current range. Trichel pulses have no growth inhibitions. 

4.6. The nonlinear positive glow pulses 

In contrast to linear positive glow oscillations, these are easy to predict and explain. Let us assume, in 
Figure 10, that the corona has such secondary (feedback) processes that the corona on the average needs 
an ionization integral Ii=\ 1 to burn with a reproduction factor //=1. We start the reasoning and the corona 
without any space charge, with an electron at the edge of the ionization region at #=22 mm. This makes 
an avalanche on its way to the anode. As then Ii=\2 and /P*l the ionization grows, and if the feedback 
processes are fast enough a substantial positive charge Q will have time to form before //' falls below 11 
(look at the // curve for the largest Q). After Q has reached this point it continues to drift outwards, and // 
falls significantly below 1. All ionization ceases, and in simulations the corona dies out if not some slow 
feedback also exists to start the next pulse. A new pulse then starts when the Q has drifted out far enough 
to again make //>11, i.e., //>1. 

5.      CONCLUSIONS 

The oscillatory behaviour of positive glow corona discharges in gases at or below atmospheric density has 
been investigated using experiments, computer simulations, and physical reasoning. The combined 
results should provide a general answer to this last remaining major problem of classical corona physics: 
1) The positive glow corona gets oscillatory behaviour when the dominating secondary feedback 

processes of the corona are fast compared to the transit time of positive ions across the ionization 
region. A minute amount of slow feedback or external electron generation may be necessary 
continuously to provide initiatory electrons in the case of nonlinearly self-pulsed coronas. 

2) It is immaterial whether the feedback is photoelectron emission from the cathode or photoionization 
of the gas outside the ionization region, as long as the feedback fulfills the speed criterion 1). The 
linear oscillation periods may thus be much shorter than the positive ion transit time across the 
ionization region, but not much longer because of condition 1). 

3) Linear positive corona oscillations generally have oscillation frequencies proportional to the square 
root of the average corona current. Nonlinear repetitive positive glow pulses temporarily quench all 
ionization (see point 6), resulting in lower and less current dependent repetition rates. 

4) Slow secondary processes, like positive ion or metastable feedback, or detachment from negative 
ions, inhibit the oscillations, so that the reaction of the corona to pulse excitations becomes oscillatory 
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damped or exponentially damped.  Pure argon coronas, with mainly metastable atom feedback, show 
no oscillatory behaviour at all. 

5) Free-running linear positive glow oscillations may or may not occur, according to whether the 
ionization region has a negative resistance, and the drift region resistance is large enough. 

6) Nonlinear positive glow pulses are formed because a positive ion shell, once formed close to the 
anode, first decreases and then increases the corona ionization when it drifts toward the outer 
electrode. The first decrease quenches all ionization. The next ionization pulse may start when the 
first positive ion shell has drifted sufficiently far out to restore the corona reproduction factor, if 
•initiatory electrons are to be found. 
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Abstract. In this contribution we aim at presenting the overview of the work that has been done in expanding the 
applicability of the probe method to low-temperature plasma at the pressure range when the collisions of charged 
particles with neutrals start to be important (we call this pressure range medium pressures) and to plasma under the 
influence of the weak-to-medium magnetic field that is commonly used in plasma enhanced technologies. Most of 
the discussion is devoted to simple case of a plasma consisting of electrons and of one kind of positive ions. Our 
review also mostly concerns the cylindrical Langmuir probe. The first part of the article is devoted to discussion 
on the influence of the positive-ion-neutral collisions on the interpretation of the ion current part of the probe 
characteristic in order to get the true value of the plasma number density. In the second part one of the theories that 
take account of this effect is used to assess the influence of the weak magnetic field to the interpretation of the 
probe data. Finally we discuss the anisotropy of the electron velocity distribution function due to the effect of the 
magnetic field. The discussion is supported by the new experimental data. 

1.   INTRODUCTION 

Langmuir and Mott-Smith [1-5] firstly showed that it is possible to analyse properly the current-voltage 
probe characteristic in order to deduce plasma parameters in the vicinity of the probe. In particular, that it 
is possible to determine the plasma potential, the electron and ion densities and the electron energy 
distribution function. Assuming that the energy distribution of electrons is Maxwellian it is possible to 
determine the electron temperature too. 

There are several potentially serious sources of errors in measurement of the probe characteristics in 
a DC plasma without the magnetic field. Some of them are coupled with the processing of the signal from 
the probe, some are effects that are coupled with the interaction of the probe and the plasma being 
investigated. Of the "apparatus" effects is worthy to mention the magnitude of the resistance in the probe 
circuit that should be much lower than the lowest differential resistance of the probe characteristic; the 
effect has been discussed in [6]. Among the second group we can list (i) too high probe collection area 
[7-9], (ii) the change of the work function over the probe surface (especially due to contamination of the 
probe surface) [10], (iii) the secondary emission of electrons from the probe surface, e.g. [11] and (iv) the 
collisions of charged particles with neutrals within the space charge sheath. If a magnetic field is applied 
to a plasma, then, in addition, (v) the orientation of the probe to the direction of the magnetic field is of 
prior importance. The effects (i,ii,v) cause "rounding off the probe characteristic near the plasma 
potential and subsequently uncertainty in determination of the plasma potential and electron energy 
distribution function (EEDF). The effects (iii,iv) are at low-to-medium pressures mostly important in the 
positive-ion-current part of the probe characteristic and can cause changes of the measured value of the 
floating potential and of the estimated value of plasma number density. Our review concentrates on the 
effect of collisions and on the effect of magnetic field with regard to their influence of the probe data 
interpretation. 
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The working regime of the probe in a plasma without the magnetic field is usually described by two 
parameters (see e.g. [12]) namely by the Knudsen number for ions and electrons KiiC = XJRP (where A.Ke is 
the mean free path for ions/electrons and Rp the probe radius) and by the Debye number Dx = Rp/XD, 
AD=(s0kTe/ (q0

2ne))"
2 is the Debye length, e0 is the permittivity of vacuum, k the Boltzmann constant, Te 

the electron temperature, q0 the elementary charge and ne the electron density). Another parameter which 
influences the collection of charged particles by a probe is the "anisothermicity parameter" of a plasma 
namely the ratio of the electron to ion temperature, x=TJ T,. The introduction of this parameter (and also 
of 2D) already implies the Maxwellian distribution of. electron and (for the case Tt >0) of ion energies. The 
Maxwellian distribution of electron and ion energies is assumed also throughout the present paper except 
where stated otherwise. We restrict ourselves further to the case of a cylindrical probe which is easy to 
manufacture and is applicable in all cases where the distribution of electron and ion energies can be 
assumed isotropic. We also assume 
anisothermic plasma for which r » 1. WF 

For most experimental conditions 
relevant to plasma-aided technologies the 
thickness of the probe sheath is proportional 
to the Debye length. Because Kie 

characterises the magnitude of the ion and 
electron mean free path the quantity 
(Dx.KtJ'1 is proportional to the number of 
collisions of these particles with neutrals in    
the sheath. Since the thickness of the sheath      ^      ~      ^ * '**      Ki       ** 
depends      On      the      probe      potential      the FigUre 1- The division °f the At "*,-plane to the collisionless, transition and 

.•       ... cr  ■    + ■       £ r- , collision probe regimes calculated for r|= 15 [12]. Working gas argon. The 
proportionality coefficient IS a function of the horizontal dashed line indicates the boundary of OML case [22]. x...data 
probe   potential   too.    For   a   given   probe from [60] taken at 62 Pa, «...datum from [61] taken at 7.5 Pa. 

potential the number of collisions of electrons and ions in the sheath can be visualised by means of the 
Dx vs K, plot. Such graph for Dx<i is depicted in Fig. 1. Similar plot has been introduced in [12] and [13]. 
From the graph in Fig. 1 it is seen that the working regime of the probe could be roughly divided into 
three regions separated by the lines depicting the number of collisions of ions/electrons with neutrals in 
the probe sheath for which are Xj,e = 0.1. The reasoning behind it is a simple consideration that in such 
case one can expect that the relative error in the measured ion or electron current due to collisions in the 
space charge sheath does not exceed 10 %, which is an acceptable error for most probe measurements. 

In the probe working regime where ^,e<0.1 the influence of ion and electron collisions in the space 
charge sheath around the probe can be neglected. In this case the ion and electron probe currents can be 
described by a theoretical model that does not take the collisions between charged and neutral particles 
into account (shortly "collisionless model"). In case of X> 0.1 andXe < 0.1 the electron probe current can 
be described by the collisionless model while in the ion current model the collisions in the space charge 
sheath should be taken into account. In the last case where both^ andXe are higher than 0.1 the collisions 
of both electrons and ions have to be taken into account in the probe current model. 

The probe measurements in the medium pressure discharge correspond mostly to the transition and 
collision regimes. For this reason in order to analyse properly the current-voltage probe characteristics it is 
necessary to have the models of the probe current for these two regimes. The model for transition pressure 
regime is based on the collisionless model. In this model the electron current corresponds to the 
collisionless one and the positive ion current is corrected with respect to the collisionless one by the factor 
which expresses the influence of ion collisions in the space charge sheath around the probe. 

In a magnetic field further parameter ß characterises the magnetic field strength with respect to the 
probe dimension, ß=n/Rp, where rL is the mean Larmor radius that is for charged particles with 

a Maxwellian EEDF given by rL =—J r—- ■ We do not have enough space in this report to 
eB V       2 

describe in detail "classical" probe theories that analyse the collection of charged particles under the ideal, 
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i.e. collision-free conditions; the reader should refer either to relevant books [9,11-15], or to original 
journal publications. For the case of so-called OML regime of the Langmuir probe that is most relevant 
for plasmas commonly used in plasma-aided technologies, i.e. when the sheath thickness is much larger 
than the probe radius, we would recommend the sources [3,16-20] and for the double probe method [21]. 

2.   LANGMUIR PROBE IN THE TRANSITION REGIME OF PRESSURES 

The collisionless OML model has been found satisfactory by experimenters for the electron collection by 
the probe for comparatively wide range of experimental conditions. However, the positive ion current was 
underestimated in this model that leads to overestimation of the positive ion density with respect to the 
electron one when determined from the same probe characteristic even at conditions when the plasma 
could be assumed as quasineutral. This has been found in non-isothermal discharge plasma, see e.g. [25] 
as well as in isothermal afterglow plasma [26]. Moreover the Bernstein-Rabinowitz [21] and Laframboise 
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Figure 2. Comparison of the different collision-free- 
theories with experiment.   spherical probe theory 
[20,22], cylindrical probe theories: Chen [20], Lafr. 
[22], V3'2 [60]. Experiment: O Rp=\ mm, A flp=37,5 urn, 
l =7 mm, D ^,,=0,375 mm, measured in the positive 
column of He glow discharge at 25 Pa. Current 
normalized with n„ determined from the electron probe 
current at the plasma potential. From [27]. 

[22] theories predict that the ion saturation current should 
be for the orbital motion limited conditions (OML) 
independent of the Debye number Dz if the probe potential 
is constant. The calculated dependence of the ion current for 
the probe potential TJ=(T]F+10) (77 is the probe, r\F the 
floating potential normalised to the electron temperature in 
eV) is shown in Fig. 2 together with the curve presented by 
Chen [20] on the basis of Allen et al. theory [19]. In Fig. 2 
the theoretical curves are compared with the experimental 
results presented in [27] and [28]. A comparison of the 
theoretical and experimental results has shown that in 
contrary to the Bernstein-Rabinowitz [21] and Laframboise 
[22] theories the ion saturation current depends on the 
Debye number Dx at orbital motion limited (OML) 
conditions and that its magnitude is larger than that 
predicted theoretically. 

Experimental results obtained by several authors 
[26,29,30] have been summarised by Smith and Plumb [26]. 
They have shown that the ion density n, determined from the ion current 7, may be expressed in terms of 
the electron density ne determined from the electron current Ie by the empirical relationship of the form 

«,«(1 + 0.07,/»^)^ ([mi]=a.m*u.). From the quasineutrality of the plasma follows, however, that the 

electron density ne should be equal to the positive ion density «,■ assuming that no negative ions are 
present within the plasma. The discrepancy between «, and ne has been observed in [26] even in the 
flowing afterglow plasma where the condition for the stable space charge sheath Tt > (1/2)7; (see e.g. 
[14]) is satisfied. The experimental results obtained in [26,29,30] indicate therefore an inaccuracy in the 
assumptions of the OML model of the positive ion collection for the used experimental conditions. The 
discrepancy of n, and ne determination cannot lead back to an end-effect phenomenon (transition to 
spherical-like sheath configuration) [31]. 

We believe that these discrepancies can be, at least at certain simple experimental conditions, 
explained if the collisions of positive ions with neutrals in the space charge sheath around the probe are 
taken into account. Monte Carlo simulations [32] have shown, that already a small number of collisions in 
the sheath can destroy the orbital motion. The next paragraph is therefore devoted to discussion of probe 
theories that take account of the ion-neutral collisions in the sheath around the Langmuir probe. 

2.1 The collection of positive ions by the probe under the influence of ion-neutral collisions 

This effect has already been studied for many years; examples of earlier papers on this subject are [33-39]. 
The theories that treat the problem of the positive-ion collection by a Langmuir probe under the influence 
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of collisions of ions with neutrals in the probe sheath can be divided into kinetic and continuum theories; 
we shall call such theoretical models "collision models" or "collision theories". The kinetic theories aim 
at description of the influence of the individual collision processes to the ion collection; the continuum 
theories use the hydrodynamical description. The kinetic approach can be regarded as more general since 
it describes the collisionless conditions too while the continuum theories require the supposition of many 
collisions. The kinetic theories discussed in this review present the effect of collisions in form of 
a correction to a collisionless ion collection model. Two collisionless models are used: Laframboise's 
[22] model that includes the classical Langmuir's orbital motion limited model (OML) [3] and the radial 
motion cold ion approximation model, so-called ABR-Chen [19,20]. We shall not present the thin sheath 
collision models such as "continuum plus free fall theory" [41,42] since they require higher plasma 
density than what is usually used in plasma-aided technologies. 

The collision probe theory of the positive ion as well as of electron current to a cylindrical (spherical) 
probe has been presented by Chou, Talbot and Willis [43,44] and describes the Langmuir probe 
characteristics at an arbitrary Knudsen number 0<£,<oo. The result of this theory is a reduction of the ion 
as well as of the electron probe current due to elastic scattering of these particles caused by collisions with 
neutrals in the probe sheath. The influence of collisions is calculated as correction to Laframboise's 
collisionless ion current I*L. This corrections was in a form more suitable for practical calculations 
presented by Talbot and Chou [43] and by Kirchhoff, Peterson and Talbot [45]. Similar as in Laframboise 
theory in the Talbot et al. theory [43,44] the ion current is normalised using the factor /* so that /,*=///*, 

where I* = Ap ^Y~^nq° with OT'beinSthe mass of me ion and Ap the surface collecting area of the probe. 

The correction factor FT which expresses the reduction of the ion current due to the elastic scattering can 

be written according to the theory by Talbot and Chou [43] as Fr =-V = l + i-J—. In these expressions 

Vexp(-T^) tL * 
J 7 dZ, It    and h  are the normalised ion currents in the collisionless and collision case 
0 L 

respectively, i\ is the probe potential normalised to electron temperature in eV, Z is the reciprocal of the 
radial distance from the probe r, normalised to the probe radius Rp, Z = (R/r). Talbot and Chou [43] 
proposed to determine the integral J, at an arbitrary value of Kt using an ad hoc interpolation formula 
J,=Jm+(J,a-JiJ(\+Kiy\ where Jico and Jm are the integrals Jf calculated at the collisionless and 
continuum limit respectively. The calculation procedure of these integrals is described in detail in [43], 
therefore we limit ourselves here only to the comments concerning the applicability of this procedure in 
the OML conditions. In the calculations of the collisionless limit of this integral, Jico, the authors use the 
Bernstein and Rabinowitz theory [21] which assumes the monoenergetic ion distribution. In case of 
a cylindrical probe Laframboise's calculations [22] showed that the ion current calculated assuming 
Maxwellian and monoenergetic ion energy distribution differ very little from each other in the OML 
regime (Dx< 3). This fact supports the applicability of the procedure calculating the integral Jlao described 
in [43] in case of a cylindrical probe also in the OML regime. Since the calculation of the continuum limit 
of the integral Ji0 does not present any problems concerning the applicability at OML conditions the 
overall conclusions is that for cylindrical probe the approximate Talbot and Chou procedure [43] can be 
applied in the OML regime. 

It is to be noted that there were also other kinetic models for the description of the charged particle 
collection by a Langmuir probe. Bienkowski and Chang [46] found the solution of Poisson and 
Boltzmann equation with the collision term for the limiting case Z^-x» while Wasserstrom et al. [47] 
only in the limiting case of 7~>0. Both limits can be, however, derived from the Talbot and Chou theory 
with the same results. Substantially simpler than the Talbot and Chou theory is the procedure employed 
by Self and Shih [48] that modified the ABR radial model (for spherical probe) [19] by introduction of the 
"friction term". The results are presented as dependencies of the normalised ion current at a certain probe 

0 
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Figure 3. Normalised  ion  saturation currents at 
7=7/,rH0 in dependence on K,.  .0,1=2,8; 100 
calculated with  Laframboise  collisionless  current 
[22], DA=0,25;0,5;1;2,5;5;10;20;70 calculated 
with ABR-Chen collisionless current [19,20], -.-.-. 
DA=0 calculated according [63]. t=10, K,=\0Kh 

1/RP=100, (m/mj'^WO. From [27]. 

voltage on the Dx and the ion-neutral collision frequency v,„.   100 
The same procedure is applied for cylindrical probe to the ABR- 
Chen [19,20] radial model in [49]. 

Klagge and Tichy in the paper [27] carried out a set of 
numerical calculations of the positive ion current as a function 
of the Knudsen number K. at the normalised potential 77= 77^+10 
based on the procedure [43]. The difference from the original 
Talbot and Chou paper [43] consisted in the fact that they used 
the ABR-Chen [19,20] collisionless current I*A in place of I*1 

in FT calculation. The reason for this was that this model (I*A) 
with a reasonable accuracy described the experimental results at 
conditions close to collision-free. The authors used their own 
analytical approximation for the numerical Chen [20] currents. 
This approximation has been presented in [48] and can be 
written as I*A(ilw)=a(r1Jb)a, where a=(Dx+0.6)00S+0.04, 
b=0.09[exp(-DA-')+0.08] and a=(Dx+3.1)'0-6. At a given rjw 

(so-called working point, usually T]V=TJF +10 or 77„,=T5 is 
selected for the calculation) this formula presents the 
dependence of the I*A on Dx, or in turn, on Dx h in 
accordance with [20] with a fairly negligible error. The 
parameter Z)//,* has the advantage that it does not depend on the electron density and can be therefore 
directly evaluated from the experimental data using the experimentally determined electron temperature. 
The dependence /,•* vs Dil* is generally called Sonin-plot [23]. The results of the corrections presented in 
[27] are shown in Fig. 3. From this figure it is possible to determine the correction factor FT by means of 
which the experimental value of the ion probe current can be corrected with respect to collisions. The 
exact step-by-step procedure described in [27] enables to set-up a program that calculates this correction 
directly without the necessity to analytically approximate.the data in Fig. 3. 

Zakrzewski and Kopiczynski [51] have introduced the other model in which elastic collisions of ions 
with neutral particles have on the contrary to Talbot and Chou theory two consequences: the destruction 
of the orbital motion of ions and the elastic scattering of positive ions. As compared to the Talbot and 
Chou theory the destruction of the orbital motion can lead to an increase of the positive ion current. The 
effect of the orbital motion destruction predominates for lower pressures when the mean free path of 
positive ions is greater or comparable to the sheath thickness. The elastic scattering of the positive ions 
causes a monotonous decrease of the positive ion current and dominates for higher pressures. As a result 
the current peak appears at a pressure when approximately one collision of the ion with the neutral in the 
space charge sheath occurs. The resulting normalised dimensionless ion current 7, to a cylindrical probe is 
then /' =yx y2 l'

L , where yt describes the rate of increase of ion current due to destruction of orbital 
motion and y2 corresponds to the rate of reduction of ion due to scattering, 7, is the normalised 
collisionless ion probe current predicted by Laframboise [22]. The correction factor Fz is given as 

F =——. Zakrzewski and Kopiczynski have derived the coefficient yi under assumptions that at the 

orbital motion limited conditions the positive ion current collected by a perfectly absorbing probe is 
saturated and it is described by Laframboise theory. This physical argument can be expressed analytically. 
They assumed that the dimensionless ion current at the sheath edge 1*A is given approximately by Allen et 
al. theory [19]. In the collisionless limit only the current I*L predicted by Laframboise reaches the probe 
surface. The current (I,'A-I*L) leaves the sheath due to the orbital motion. 

When an orbiting positive ion undergoes a collision with neutral particle in the space charge sheath it 
looses energy and is attracted to the probe. An average ion makes Xt = S/At collisions in the sheath if we 
denote by S the thickness of the sheath and by A, the ion mean free path. According to Zakrzewski and 
Kopiczynski the rate of increase of the positive ion current due to the destruction of the orbital motion by 
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elastic collision is yx = 1 + 111 
I'L 11 —. This equation is valid for S/At< 1. For S/At > 1 total destruction of 

the ion orbital motion occurs and r, = -j^. The average amount of the ion collisions with the neutral 

particles within the sheath equals roughly X,= S/A, Kopiczynski [52] determined the thickness of the 

sheath S on the basis of numerical calculations carried out by Basu and Sen [53]. Then X. = — - ^ 
A, D,K, 

where ?/ = m{rj + 3.5)-4 and m == 0.59 +1.86(0, f. The corresponding reduction rate of the ion current 

due to the elastic scattering y2 Zakrzewski and Kopiczynski estimated according to Schulz and Brown 
[54] and Jakubowski [55]. It should be noticed that for a given probe potential y, and y2 are function of 
both RJ/AD and At/Rp 

For normalised probe potential 7w=15 Kopiczynski [52] carried out extensive numerical calculation 
of the dependence of the quantity 1-DX

2 on the ion Knudsen number K, with the Debye number DÄ as 
a parameter. David [56] and David et al. [57] extended these calculations towards lower Knudsen 
numbers Ä, occurring in a medium pressure discharge. The comparison of the already mentioned theories 
of the ion current collection by the probe in the transition regime has been made by David [56]. The 
results of his calculations are depicted in Fig. 4. 

It can be deduced from this figure that the results of Talbot and Chou and those of Zakrzewski and 
Kopiczynski are not in contradiction within the region 2<DX<3 since the ion current maximum predicted 
by Zakrzewski and Kopiczynski is within this region very flat and the results Of both theories differ only 
a little from each other. For lower Dx (Dz<2) the ion current calculated by using the Zakrzewski and 
Kopiczynski theory [51,52] exhibits a well pronounced maximum at^=l. At higher values of Xj»l the 
ion current decreases with decreasing K, more rapidly in comparison with the ion current obtained from 
theory [43,44] in which no current peak is observed. 

Since the Chou and Talbot theory does not take into account the effect of the probe current increase 
due to the orbital motion destruction caused by ion collisions with neutrals within the probe sheath, the 

theory developed by Zakrzewski and Kopiczynski 
describes at OML conditions the ion collection by 
aLangmuir probe in the region where not all the ions 
suffer a collision with a neutral particle within the probe 
sheath (X,<\) more precisely than the Talbot and Chou 
theory. On the other side for larger number of ion 
collisions within the sheath (X,»l) the theory developed 
by Zakrzewski and Kopiczynski is not applicable at OML 
conditions since it uses for the evaluation of the factor Fz 

the formulae which have been derived in [55] under the 
assumption of only a few ion collisions within the probe 
sheath. In order to extend the validity of the theory 
developed by Zakrzewski and Kopiczynski [51,52] for an 
arbitrary K, we suggested in [12] to apply the Talbot and 
Chou theory [43,44] for determination of the factor (or its 
equivalent) describing the effect of scattering of ions due 
to their collisions with neutrals within the probe sheath. 
The corresponding expression following the model used 

Figure 4. The dependence of the directly measurable quantity   ^     Zakrzewski     and     Kopiczynski     (see     eq.(5))     is 
I'D,

2
 on K, with Dx as a parameter calculated in [56] using   i'= y\y\ l'L, where y2* is the coefficient describing the 

the theory [51] (full line) and the theory [43,44] (broken    .«• „t     f  (.       . ■       . , 
line). The chain lines indicate the boundaries of the transition       l Ct   0I   me   10nS   scattenng   due   to   collisions   with 
probe regime in the same way as in Fig. l. neutrals within the probe sheath determined from Talbot 
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and Chou model [43]. The advantage of the new model [12] of the ion collection by a cylindrical 
Langmuir probe consists mainly in the fact that it is valid for any Kt i.e. for 0<Kj<co as long as the 
condition of the OML regime of the probe is fulfilled (Di<3). On the contrary to the calculations of the 
p factor which have been made by Zakrzewski and Kopiczynski the correction factor y2 depends on the 
ratio of the electron to ion temperature v=(TJTi). We suggested in [12] to call this new model the 
"modified Talbot and Chou model" since it refines the "classical" kinetic Chou and Talbot theory [43,44]. 

Comparison of the theory [12] with the Chen-Talbot [27] and with the Zakrzewski-Kopiczynski 
[51.52] theories has been made by Kudrna in [58], He calculated also the dependence of the directly 
measurable quantity £>//;* on K, with Dx as a parameter. Samples of his results are presented in Fig. 5ab. 

icr 
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10° 

p" 10' 

10" 

10' 

10-" 

D - 3 
Dxi = 2 

iglp Dx=1 
L\=0'5 

D, = 0,2 

Dx = 0,1 

T=100     Tlp= 15 

 CT 
 TS 

Lafram 

10" 10" 10° u   101 10' 10J 

Figure 5a. Comparison of the Chen-Talbot positive ion current Figure 5b. Comparison of the Zakrzewski-Kopiczynski positive ion 
model [27] with modified Chou-Talbot model [12]. For comparison current model [51] with modified Chou-Talbot model [12]. For 
also collisionless current by Laframboise [22] is shown. comparison also collisionless current by Laframboise [22] is shown. 
Note that in both figures the ion current calculated according [12] decreases at lower Kt with decreasing Kt 

slower than that from both theories [27] and [51,52]. 

2.2 Comparison of "collision theories" of positive ion collection by the probe with experiment 

Up to now the Zakrzewski and Kopiczynski model [51] has been tested in several papers [12,52,59,60]. In 
[12,52] the authors used the X-band microwave interferometer for the independent determination of the 
relative values of the electron density. The double probe technique was used for the determination of the 
electron temperature. A set of single cylindrical probes was applied to obtain the probe characteristics. 
The reasonable quantitative agreement supports the model of ion collection carried out by Zakrzewski and 
Kopiczynski in the region of Xt<\. For 
support of this theory speak also results 
of the work [60] obtained in an argon 
afterglow discharge at the pressure 62 Pa 
and of [61] measured in an RF argon 
discharge at the pressures around 10 Pa. 

Thorough      assessment      of     the ^ 
applicability of all mentioned collision J 
theories has been presented in [59]. The ="" 
measurements have been done in a low 
pressure flowing afterglow system with 
a Langmuir probe and downstream mass 
analysis (FALP). The experiments have 
been done in collaboration with the 
Innsbruck University where the  FALP ,,_,«.*, ™„T 

„„»JlaW»  M  «»»11   as  nn  the   Figure 6. The comparison between the electron density calculated from the OML 
system was available as well as on the the

g
ory ^ the ion d

p
ensi^ calculated using theory [12] (denDted as TS) plotted as 

FALP system at the Charles University in   a ratio t0 the eiectron number density evaluated from the electron current at the 
Prague. Several kinds of ions have been   space potential (also plotted on x-axis) at isothermal conditions. (From [59].) 

electron collisionless theory: 

ion collisional theory: 

p = 92 Pa 

TesTi 
Ar+ in He 

K, = 2 

K  =33 

t>14 

Im"3] 
3x-D1s 
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used for this study. Fig. 6 presents typical results that have been obtained with rare gas ions (Ar+ and Kr+) 
m the He carrier gas. The plot shows the numerical values of the ratio of ion density according the theory 
[12] to the electron density estimated from the electron current at the plasma potential vs the numerical 
value of the electron density estimated from the electron current at the plasma potential (neVpl). In addition 
also the ratio of the electron density estimated from the I.2 vs Vp plot {ne!esqr\ see e.g. [26] to the neVpl is 
plotted on the ordinate axis (* points) in order to support the choice of the density value neyD, as the 
reference one. p 

There is a steady effort to improve the understanding of the probe method in order to obtain more 
reliable data from the probe diagnostic [64-67]. The present state of knowledge on the influence of 
positive ion-neutral collisions in the probe sheath does not, however, allow to recommend the universally 
applicable theory that would give satisfactory results in a broad range of experimental conditions- for 
afterglow conditions the theory [12] yields fairly consistent results, for an active plasma (also when the 
supposition of the Maxwellian EEDF is not quite satisfied) the ABR-Chen theory with the collision 
correction [27] gives the best agreement with the experiment. More general results might bring the 
Monte-Carlo simulation of the ion motion in the probe vicinity; the first steps have been done in [32]. 

3. LANGMUIR PROBE IN A MAGNETISED PLASMA 

The low-temperature-plasma-aided creation and etching of 
thin films are due to their broad applications possibilities very 
important parts of plasma-chemistry. Important drawback of 
many plasma enhanced surface treatments is the 
comparatively low grow/etch rate compared to classical 
chemical or electrochemical processes. In many technological 
applications of the low-temperature plasma to creation and 
etching of thin films is therefore used magnetic field that helps 
the plasma confinement and increases the grow/etch rate. The 
magnetic field in these systems can be either non- 
homogeneous (created typically by permanent magnets; one 
example is the planar unbalanced magnetron) or almost 
homogeneous (created by coils) and its strength does not 
usually reach too high values. When using the Langmuir probe 
as a diagnostic tool in these systems the question arises up to 
what limit of the ratio B/p (magnetic field strength to the 
working pressure; this is a similarity parameter in magnetised 
plasma) it is possible'to use the conventional methods for 
evaluation of the basic plasma parameters such as charged 
particle density and electron energy distribution function 
(EEDF) from the Langmuir probe data. 

Although the first discussions on the Langmuir probe 
saturated currents in a magnetic field have been published 
already at the end of forties [15,18] the more intensive 
research on the use of the probe diagnostics in a low-temperature plasma in a magnetic field begun at the 
end of sixties [67-93] and proceeds up to the present time [11,94-99]. The decisive arguments have been 
given in the paragraph above, additional reasons are that the Langmuir probe is also often used to study 
the edge plasma in large magnetic fields in hot plasma devices such as tokamaks [100-107]. Not too many 
papers are devoted to the more complicated case of concerted action of higher pressures and magnetic 
field to the probe measurements [108-110] even if this case is from the viewpoint of technological 
applications the most interesting one. 

I/I 

T> 

Figure 7. The influence of the magnetic field 
characterised by the parameter ß on the spherical probe 
electron current (normalised to that at the space 
potential VDl). From [74]. 
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The discussion of the influence of the magnetic field to probe measurement in the collision-free case 
can be, in accord with [16] divided in 4 categories in dependence on the parameter ß=Rp/rL.: (i) Atß«l, 
weak B, the influence is small and can be neglected (rare case of technologically interesting applications), 
(ii) at /?«/ the B is still weak, but it is sometimes necessary to introduce small corrections (frequent case 
in plasma-aided technologies), (iii) at ß>l the B is strong but k is still possible to interpret at least part of 
the Langmuir probe characteristic (case of tokamak edge plasma) and (iv) at ß»l, i.e. at very strong B 
the probe characteristic is no longer interpretable. From the definition of the parameter ß it is evident that 
ß decreases with increasing charged particle velocity and mass; therefore the faster electrons and the ions 
are less influenced by the magnetic field during their collection by the probe. In other words, least 
distorted part of the probe characteristic due to the effect of magnetic field shall be that for very negative 
probe with respect to plasma, see e.g. [74,77]. The changes in the probe characteristic when the probe is 
applied in a magnetized plasma are therefore most apparent in the region close to the plasma potential. 
The directional movement of charged particles along the magnetic field lines reduces the diffusion of 
particles in direction across the field lines. If we consider the electron motion that is mostly influenced by 
the magnetic field then their diffusion coefficient across the field D± reduces to D±=Dof(l+Qe ren ) with 
D0=v,h

2Ten, where Qe=q0B/me, Ten=l/ven and vth are the electron cyclotron frequency, electron-neutral 
collision time and electron thermal velocity respectively [113]. In case of Deven»l (magnetized plasma at 
low pressures) that is the case of most technologically used plasmas the expression for Dj_ reduces to 
D±siv,h/Oe

2 Ten=rL
2/Ten. In other words in direction perpendicular to the magnetic field the effective mean 

free path of electrons is roughly equal to the Larmor radius. If the probe draws too much current at probe 
potentials close to the plasma potential the electrons are absorbed by the probe more rapidly than they can 
be supplied by diffusion from the distant regions where they are produced. Further effect concerns the 
change of the effective collecting area of the probe, since the charged particles flow to the probe mostly 
from the direction of the field lines reducing hence the original probe area to double of its projection to 
the field direction. Finally, at higher magnetic fields, e.g. in tokamaks, the probe is connected to its 
reference electrode only by the "current tube", that reduces the ratio of the reference-electrode-probe 
surface collecting areas. All three effect then lead to "blurring of the knee" of the probe characteristic near 
the space potential as it is seen in Fig. 7. When for the data analysis from such affected probe the 
conventional methods are used the resulting plasma number density is underestimated, plasma potential 
shifted towards probe retarding voltages and the electron temperature deduced from the slope in the 
electron retarding regime is overestimated (the slope is slower). Note that this effect does not depend on 
the magnetic field strength only, but rather on the ratio QJven, or on B/p. The degree of anisotropy of the 
problem (and hence of the influence to the probe measurements) will therefore depend also on B/p and not 
on B itself. The assessment of the error caused by the effect of magnetic field to the probe data and 

consequently to accuracy of 
estimated plasma parameters is 
therefore most interesting. 

Recent experimental 
assessment of this effect at 
weak-to-medium magnetic 
fields has been presented in 
[11,1.00]. The work was based 
on the assumption that at the 
range of the pressure and the 
magnetic field employed the 
influence of the magnetic field 
on the positive ion collection 
by the probe is negligible. The 
comparison of the positive ion 
density estimated from the ion 
accelerating region of the probe 

B = 10 mT, p = 1 .5Pa 
B/p = 6.7 mT/Pa 

B = 35 mT, p = 1.5 Pa 
B/p = 23.3 mT/Pa 

e Vpl 

Figure 8. Comparison of the relative positive ion (-V-, theory [27]) and electron densities 
(*, OML theory [3,22]) estimated from the same probe data at different magnetic fields. 
DC cylindrical magnetron discharge, working gas argon. Reference electron density from the 
electron current at plasma potential. From [95]. 
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characteristic with the electron density estimated from the electron current at the plasma potential (by 
conventional method, i.e. without any correction to the magnetic field) at lower and higher B/p should 
then give an idea of the magnitude of this influence. Sample of the results from [100] is given in Fig. 8. 
The figure is arranged in a similar manner as Fig. 6. It is seen that while at the low B/p there is an 
agreement between the estimated values of ion and electron density, at higher B/p the electron density 
estimated from the electron current at the space potential is systematically underestimated; the difference 
gives a measure of the error due to the magnetic field. 

Anisotropy of the electron temperature in a magnetic fields has been studied e.g. in [112-114]. Of 
those we shall briefly mention that by Aikawa [113]. He used two Langmuir probes for determination of 
the perpendicular and the parallel components of the electron temperature, what represents the first 
approximation of a direction-resolved probe diagnostic. Both components of the electron temperature, T\\ 
and T± he obtained by the "conventional" method, i.e. from the slope of the semilogarithmic plot of the 
current drawn either by the planar probe whose surface was perpendicular to the 5-field lines or by the 
cylindrical Langmuir probe whose axis was parallel to the 5-field lines in the electron retarding regime 
respectively. His typical results taken at the argon pressure 1.6.10"2 Pa are shown in Fig. 9 (<9is the angle 
between the probe axis and the magnetic field lines). The electron temperature measured at the angle & 
exceeds up to several times the parallel one T\\. Aikawa further computed that depending on the ratio of 
the probe radius Rp to the sheath radius rs the ratio of T±/T\\ can at the same B and/? as in Fig. 9 exceed the 
value 10 (at R/r^O.l, i.e. at large sheath radius compared to 
the probe one). It is to be noted, that the Aikawa-theories for 
cylindrical and plane probe are selfconsistent. Both yield the 
same values for space potential and plasma density, while the 
cylindrical probe indicates T± and the plane probe indicates T\\. 

The work [115] studied the radial distribution of the 
EEDF in the positive column of a glow discharge in neon in 
the magnetic field collinear with the electric field. The authors 
used the "conventional" second harmonic method tö obtain the 
second derivative of the probe characteristic from which they 
calculated the electron density and the electron mean energy. 
They found that even at comparatively low values of B/p of the 
order of 1.10'3 T/Pa the magnetic field influences the radial 
distribution of the mean electron energy in the sense that 
higher B/p causes the increase of the mean electron energy at 
larger radii. 

The recent work by Arslanbekov et al. [116] discusses the 
EEDF measurements by a Langmuir probe at elevated 
pressures and in magnetic field. He creates an analogy between 
the effect of an increased pressure and the effect of the 
magnetic field on the probe characteristic. However in the 
analysis of the influence of the magnetic field on the 
cylindrical probe in a plasma the case of a thin sheath is assumed and hence this work is not directly 
applicable to the low temperature discharge plasma of technological interest since in such case the sheath 
thickness is usually large or comparable to the probe radius. 

20        40 60 
Magnetic field (mT) 

Figure 9. Computed (solid lines) and measured 
(points) T2 by Aikawa [113] at B/p«3 T/Pa and 
assumed rn=10 eV. 

4. EXPERIMENTAL ASSESSMENT OF THE ANISOTROPY OF THE EEDF IN A MAGNETIC 
FIELD 

Under the assumption that the EEDF is isotropic there exist many papers that are devoted to its probe 
studies in different experimental conditions, e.g. [116-118]. For the experimental study of the anisotropy 
of the EEDF the use of the method suggested by Mesentsev et al. [119-126] and by Klagge and Lunk 
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[127] is proposed. This method consists in the expansion of the anisotropic electron velocity distribution 
function (EVDF) in a series of spherical (Legendre) polynomials 

f(v,®)=Zfi(v)Pi(cos®). 
1=0 

(1) 

J 
Basic assumptions for the implementation of the procedure are: 
• collisionless movement of the particles collected 

by the probe,  » 
Preferred 

• negligibility of reflection and secondary emission       fcdta 

of electrons from the probe, 
.   cylindrical   symmetry  of the  EVDF  around  the  Figure 10. Possible orientation of the planar probe. 

preferred direction. 
The coefficients in the expansion series are determined from the measurements by the planar 

Langmuir probe at different angles to the preferred direction, in this case to the direction of the magnetic 
field vector. Generally one obtains so many coefficients 
ß for the into Legendre polynomial expanded EVDF as 
probe position is used. The accuracy of the 
determination of the probe data does not usually allow to 
determine more than the first two or three coefficients of 
this series, the first one being the isotropic one the 
second one characterizing the drift and the third one- 
characterizing the second order anisotropy. For 
determination of the first three coefficients we need the 
probe data measured in three directions, see Fig. 10 

probe 
(nickel) 

Degusit pipe 

0 0.5 mm       / 

t=L. i 
"CE 7 

7 

Figure 11. The used planar Langmuir probe. 

From the probe data we get the required quantities as follows: 

s-1 ]vlA{i^+4w0 + i;'S0)dv 1. The electron density ne = I -12/2 

2. The isotropic part of the electron velocity distribution function (EVDF) 
'21 

Fn 
2eV/ 

m. = [-Je-2me«;,5-y(^+4^ + c) 

or the isotropic part of EEDF 

/o(eK)=^j2^e^^«;15-1^(/;+4^ + ^0) 

3.The first order anisotropy of the EEDF 

fl(eV) = 2^e'^n^S-lV)igl(eV)>  g,{eV)=G,+{^vV]G,ds,where G, ={l{-i;'i0) 

4.The second order anisotropy of the EEDF f2(eV) = {- \2'Le 
2^ *m' rYl, '5/i™>in?S-xV/2g2(eV), where 

G2 = l-^o'-2^9o + A'so j • 

(2) 

g2(eV)=G2 + (^(eVyK]/iG2de 

For detailed description of the procedure with 5 probe orientations see e.g. [121, 127]. It is to be noted 
that the anisotropy of the EEDF in the magnetic field should be regarded in similar manner as the 
anisotropy of the electron temperature in [113], i.e. as the anisotropy of the electron velocity components. 
The expansion (1) requires the EVDF to be symmetrical around the preferred direction and hence cannot 

be used generally. In magneto-plasmas without drift the preferred directions B and -B are equivalent. 
However, the measurement at 0=0 and <9=180° are advantageous for discharge end-effect studies. In our 
case of the measurement in a positive column of a DC magnetron discharge, where the electric field is 

very small the poloidal asymmetry of the EEDF due to the ExB drift could be neglected. 
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n.f(E) [m^eV)1] 
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B/p = 3.3x10J T/Pa 

The experiment has been performed on the DC 
cylindrical magnetron discharge system in the Institute 
of Physics, University of Greifswald, Germany. The 
system differed from that described in [11] only by the 
used probe. In the presented measurements the probe 
was planar, see Fig. 11. The 3 orientations with regard 
to the vector of the magnetic field were adjusted by 
rotating the probe along its axis that was positioned 
perpendicular to magnetic field lines. Hence f0 and f2 

were obtained in the expansion (1);// and generally all 
odd terms should vanish, if the plasma anisotropy is 
produced only by the magnetic field, see Eq. (2). 
Because of discharge instabilities we could not operate 
with pressures lower than 0.3 Pa. 

We present two sets of data, at higher and lower value of B/p. The results are presented as polar plots 
of the magnitude of the EEDF obtained from Eq. (1) at several different energies. 

In Fig. 12 there is the EEDF at B/p=3.3.10"3 T/Pa. The data have been acquired in the cylindrical 
magnetron discharge in xenon at the pressure 6 Pa, discharge current 60 mA and the magnetic field 
strength 2.10" T. The probe was positioned approximately in the middle between cathode and anode. The 
polar plots resemble circles even at lower energies what indicates almost isotropic EEFF. Qualitatively 
this is due to the effect of collisions of electrons with neutrals that randomise the directional movement of 
electrons caused by the magnetic field. When the pressure is lowered down to 0.71 Pa then at the same 
magnetic field 2.10"2 T and the same discharge current the picture changes. In Fig. 13 we present the 
numerically calculated second derivatives of the experimentally measured probe characteristics with 
respect to the probe voltage in three different angles to magnetic field. The curves taken at 0° and 180° 

Figure 12. Polar plot of the EEDF in xenon at 6 Pa and 
B=2.10"2T. 

0.01 

o   1E-3 

n„f(E) 

3x10" 

0,6 eV 

270 

330 

Xenon, 0.71 Pa, 20 mT 

B/p = 2.8x10! T/Pa 

Figure 13. Second derivatives of the measured probe data Figure 14. Polar plot of the EEDF in xenon at 0,71 Pa and 
in 3 different orientations at the conditions of Fig. 14. 5=2.10"2 T. 

coincide. It is seen that at 90° angle to B the second derivative has smaller amplitude, its maximum is 
shifted towards higher energies and its tail decays slower with energy. This indicates higher mean electron 
energy in direction perpendicular to B. The polar plot in Fig. 14 shows already anisotropy of the EEDF 
that can be qualitatively described as deficit of the low energy electrons in direction perpendicular to B. 
This deficit is compensated by larger apparent temperature of electrons coming from this direction. 

5. CONCLUSION 

We presented our viewpoint on the problems that arise from the use of probe method in the transition 
regime of pressures and in a magnetic field. We used the method of comparison of the density values 
obtained from the electron and positive ion current part of the probe characteristic with certain success, 
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however at higher pressures it is very difficult to fulfil the assumptions of the used theories. The presented 
method of the assessment of the anisotropy of EEDF in a magnetic field yields also the fairly simple 
method how to assure the quality of the experimental probe data under such conditions. In the presented 
contribution we concentrated on the measurement of the EEDF in non-isotropic plasma. The Mesentsev 
method [124] brings, however, also advantage when measuring the plasma density, since it solves by 
itself the problem of the reduction of the effective probe collecting area when the magnetic field strength 
is increased from B=0 (isotropic case) to highly magnetised plasma (non-isotropic case). The authors 
constructed a computer program under Microsoft Windows® that carries out the probe data processing in 
continuous interaction with the experimenter. The program is available, together with its fairly detailed 
description, on request on the e-mail of one of us (P.K.). In the future we would like to compare the 
presented theories with numerical simulations that are under way. 
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Abstract. An experiment has been carried out to investigate one-dimensional nonlinear 
evolution and formation of the localized structure of unstable waves in an electron-beam 
plasma. The plasma system is linearly unstable against electrostatic perturbations of frequencies 
lower than the critical frequency o)«r (^ co P t, plasma frequency), but is stabilized in its 
nonlinear stage by generating wave packets irregularly. The amplitude of each wave packet 
never grows infinitely. The average time width of the packets is inversely proportional to the 
linear growth rate y , where Y a ( n^mY'3(ü pe ( Wb: beam density, no: plasma density ). The 
system is also unstable for an external rf-burst with a narrow time-width, and then finally 
becomes stable by the emission of a series of burst waves. The number of emitted bursts 
increases with the beam density. 

1. INTRODUCTION 

Since the pioneering work on nonlinear phenomena of Langmuir waves was done by Zakharov [1], 
considerable progress has been made in this area [2], There have also been growing interests [3-8] on 
nonlinear wave phenomena of unstable modes. Wong and Cheung [3] experimentally investigated 
nonlinear evolution and collapse of the electron-beam-instability. They explained their observed results 
with the theory of three dimensional Langmuir collapse in which the beam effect is not included. 

The dispersion properties of unstable modes [4-9], however, are quite different from stable ones. 
Intrator et al. [4] observed unstable electron-beam wave packets. They tentatively explained their 
experimental results by a nonlinear geometrical optics theory, not by Zakharov Langmuir-wave 
collapse. N. Yajima and Tanaka [5] predicted the existence of soliton modes of unstable electron-beam 
waves which are described by a nonlinear Schrödinger equation with the beam correction. T. Yajima 
and Wadati [6] also theoretically showed that solitons arise as a result of the competition between 
instability and nonlinearity in unstable systems. We [7] have studied nonlinear evolution of 
one-dimensional perturbations in a weak electron-beam plasma («b/«o<0.1%). Then we found that the 
initial growth of unstable modes and the formation of soliton-like excitation are characterized by the 
spatial linear growth rate k. In the case of a medium electron-beam (0.5% > mJm ^ 0.1%) [8], beam 
modes were initially unstable against frequencies lower than lü.r, and finally they were stabilized by 
generating nonlinear wave packets. The characteristic time for formation of the structure was much 
shorter than the ion response time (^ 1/w Pi: inverse of ion plasma frequency ). 

In this paper we will present our recent observations on nonlinear wave phenomena in an 
electron-beam plasma and discuss them with theories on the soliton modes in unstable systems. 

2. PLASMA DEVICE AND EXPERIMENTAL SETUP 

A target plasma is produced by a dc discharge in a so called multi-dipole plasma device shown in Fig. 
1(a). An additional magnetic field (=90G) is externally applied parallel to the axis of the plasma 
chamber to observe the one-dimensional behavior of the beam modes. The working pressure of Ar 
gas for the discharge is adjusted to 1 x 105 Torr to reduce collisional loss of beam electrons with 
neutral particles. We inject a pulse electron beam with duration of 7 X10'6s into a target plasma along 
the external magnetic field. Figure 1(b) shows the experimental setup. The beam current / b passing 
through the plasma is measured by using a colleqtor located at the opposite end from the beam gun. 
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Figure 1: (a) Electron-beam plasma device, (b) Experimental setup. 

Density fluctuations ii(t) are picked up with two small plane probes (Mo disks of 3mm in diameter) 
located at different positions, z. and zi, measured from the beam gun and then two sets of realtime 
data are captured by a fast digitizing oscilloscope (HP54510A, lGSa/s, 2ch, 8kW/ch) The maximum 
amplitude of the density fluctuations normalized by the equilibrium plasma density, n(t)/m, seems to 
be over ten percent in the present experiment. However we find it difficult to determine the exact 
value of it because of the high frequency ( w = co P.). So that we will show the data of n(f) in 
relative units. Typical experimental parameters are summarized in Table 1. 

Table 1.   Experimental parameters 

Working pressure (Ar) P = 1 x 10"5Torr 
Plasma density no = 3x ln'V3 

Electron temperature T, = 3 ~ 4eV 
Plasma frequency U)p./2it =150 ~ 160MHz 
Debye length \o = 0.9mm 
Beam density mlno = 0.02 ~ 0.5% 
Beam velocity VblVi = 4 ~ 6 (thermal velocity of electrons) 
Unstable wavenumber k\D = 0.2 (typical value) 
Beam diameter In = 45mm ( kn = 7) 
Beam duration I = 7 Xl06s (w„\t = 20) 
System length for beam path 1 = 50cm 

3. EXPERIMENTAL RESULTS 

3.1 Fundamental properties of unstable beam modes 

When an electron beam is injected into the target plasma, unstable noise patterns are initially excited 
along the beam path and the rms-density fluctuation < i~i{t)lm >,„,, grows to several percent in the 

Wno=0.15% and WVT=5 

8000 

0 100 

frequency [MHz] 

o time [ns] 8000 

Figure 2: (a) Beam current /1 (r), (b) density fluctuations fl(Q and (c) Fourier spectrum A(J) of «(/). 
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downstream region. Finally the system becomes stable in its nonlinear stage by generating nonlinear 
wave packets. Typical data of the beam current / b (?), density fluctuations «(/) and its Fourier spectrum 
A{f) are shown in Figs. 2(a), (b) and (c), where beam density nJn*= 0.15%, beam velocity Vb/v>r= 5 and 
the probe position zi = 3.1cm. The critical frequency /.i indicated by an arrow in Fig. 2(c) is nearly 
equal to the plasma frequency/pe(=? 160MHz). The plasma system should be unstable in a frequency 
range lower than the critical frequency/.r. 

In order to observe evolution of unstable beam waves we repetitively inject pulse electron beams 
and simultaneously apply small rf-signals as initial perturbations to the control grid of the beam gun. 
The spatial development of unstable waves is measured by an interferometry method, with a boxcar 
integrator as a low pass filter. In the initial stage of propagation, excited beam waves are linearly 
unstable, that is, their amplitudes exponentially increase along the beam path, but saturate in the 
downstream region. Finally a symmetric envelope ( «. k sechffc (z-zo)] ) is produced [7]. The sets of 
dispersion data extracted from the linear phase are plotted with closed circles in Fig. 3. 

n b In o = 0.06% 
v i/v T = 5 

0.1 0. 2 
k/k D 

Figure 3: Dispersion relation. Closed circles: Experimental data in the linear phase. Solid curves: Calculated from eq.(l). 

The temporal growth rate m i is given by the product \k vg|, where h is the spatial growth rate in the 
linear stage and v„ is the group velocity. Solid curves indicate the dispersion relation for linear waves 
in an electron-beam plasma given by [9] 

1 = 
(0 pc ÜJ   pb 

(co2-rvT2) (cu-Avb)2 (1) 

The equation has a pair of complex conjugate roots, co r ± / coi, for a fixed wave number k less than 
the critical value kc,(^ to P« /M, ). One of these roots, w ,+ i i»i corresponds to unstable modes. 
Experimental sets of data agree very well with these unstable modes. This dispersion relation also 
well explains the behavior of self-excited beam modes in the linear phase as shown below. 

3.2 Nonlinear evolution and stabilization of beam modes: formation of nonlinear wave packets 

Density fluctuations in Fig. 2(b) appear very spiky when viewed on the oscilloscope. Similar data sets 
are observed at z\ = 28cm. In Fig. 4, both data sets of the density fluctuations detected at 28cm and 
31cm are magnified by 16 times in time scale on the horizontal axis. It is found that (1) irregular wave 
packets with a narrow width shorter than 20ns are generated, (2) wave packets at zi = 31cm are 
delayed by 12ns compared with ones at zi = 28cm, that is, they propagate downstream with the group 
velocity v„ = 2.5 X 106 m/s and (3) the phase velocity v * = 3.7 X 106 m/s (calculated from the 
cross-correlation between both realtime sets of data). The facts of (2) and (3) are consistent with the 
dispersion relation of unstable modes in the electron-beam plasma shown in Fig. 3. However we find it 
very difficult to obtain the time-width and amplitude of those wave packets because of their irregularity. 
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Figure 4: Density fluctuations /5(0 at z, = 28cm and n = 31cm, where m/m = 0.15% and VI,AT = 5: t = 2000 - 2500ns 

Figures 5(a) and 5(b) show realtime data H(0 and self-correlation c(t), respectively. We can 
estimate the average value of the time-width it by calculating the correlation time ix .. In this case, the 
correlation time ix <= = 21.5ns corresponds to the average time-width it of the wave packets. With'this 
method we tried to measure the average value of it varying the beam density ihln«. 

time 
time 

Figure 5: (a) Realtime data fl(0 and (b) self-correlation c(t) : mlm = 0.12%, w,/vr = 5. 

In Fig. 6, experimental values of it are plotted on a logarithmic graph with closed circles as a 
function of beam density m/m ( = 0.10 ~ 0.45% ). In this graph we also draw the best fit line with a 
gradient of-1/3. Thus we find the empirical relation given by 

it cc ( n b / n o)"" (2) 

It is well known [9] that the linear growth rate y of the beam modes is proportional to (nb/no)"3 and the 
maximum growth rate y ,„.x is given by Wx nJm )"3cu PB for cu *? w P«. Observed values it (= 10 
~ 20ns ) are proportional to y'\ and their magnitudes are 2 times ( y m.,)'1. This indicates that the 
structure of the nonlinear wave packets is determined by the linear growth rate. 

nb/no 

Figure 6: Average time-width it of wave packets as a function of beam density m/m. 
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3.3 Evolution of a single rf-burst and stabilization by the emission or bursts 

We present interesting results of the test wave experiment. When a small rf-burst signal with the time 
width of 50ns as an initial perturbation is applied to the control grid of the beam gun, a single burst 
wave is excited from the noise level. This burst wave initially grows linearly along the electron stream 
and the amplitude of the unstable burst gradually saturates in its nonlinear stage. Finally the system 
becomes stable by the emission of a series of burst waves. In Figs. 7(a), (b) and (c) we show how a 
single rf-burst grows, saturates and generates new burst waves. In the case of a weak-beam injection ( 
}iJth = 0.03%') a single burst wave only grows from noise level along the beam path.   In this case 
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Figure 7: Nonlinear evolution of a single burst wave and (he emission of a series of burst waves, 
(a) «bMo = 0.03%, (b) mint = 0.08%, (c) m/m = 0.28%. 

nonlinear saturation is very rare.   On the other hand, in the case of a medium beam injection (Wwo^ 
0.05%), a single burst wave initially grows linearly along the electron stream and the amplitude of the 
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Figure 8: Number of burst waves as a function of the distance from beam gun,  for several, values of m/no.. 
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unstable burst gradually saturates in its nonlinear stage. Finally the system becomes stable by the 
emission of a series of burst waves along the beam path as shown in Figs. 7(b) and (c). Ion motion 
has no effect on the phenomena because the ion response time ( 1/co P i ^ 300ns ) is longer than the 
observed time scale (10 ~ 200ns). 

Figure 8 shows the number N of emitted burst waves as a function of probe position z, the 
distance from the beam gun, where the beam density ndm is varied from 0.03 to 0.28%. It is 
noticeable that the number of emitted bursts increases with the beam density mlm and the 
electron-beam plasma system becomes stable by emitting a series of burst waves. Therefore it never 
remains unstable for an infinite period of time. 

4. DISCUSSION 

N. Yajima and M. Tanaka [5] theoretically studied nonlinear evolution of unstable electron beam 
waves in an electron beam plasma. When the beam velocity w, is sufficiently large compared with the 
thermal velocity of electrons vr, the system is governed by a nonlinear Schrödinger equation with an 
additional term of beam correction ( the right hand side of the first equation ): 

(i a, -1 + a, 2/2 + |/|2 )/ = - [(«b/«o)/2] g (3) 

(3, +vä= fg=f 

; E = 4(2iwo T )"2/,     "t>= 2M «ba , g,     v = Vb/vr 

They showed that the system is linearly unstable against electrostatic perturbations of large 
wavelengths but is stabilized in its nonlinear stage due to the ponderomotive force of high frequency 
fields. The amplitude of an unstable wave behaves in proportion to y sech(y t) as a function of time t, 
where y is the temporal linear growth rate at k ±? k „ (critical wave number ^ co P«M). They also 
showed that the plane wave is unstable for long wavelength modulation and is stabilized by the 
emission of a series of envelope solitons. Their theoretical study predicts that the structure of the 
soliton modes is determined by the initial growth rate but not by the amplitude of initial perturbations, 
as in stable systems. T. Yajima and M. Wadati [6] also showed that solitons arise as a result of the 
competition between instability and nonlinearity. 

The present experiment showed that the unstable modes with localized structures are soliton-like 
excitations. They can exist in an electron-beam plasma, which is a weakly dispersive medium. Their 
dynamical processes are developed differently from the usual soliton processes in which the number of 
solitons and their identities are conserved. These soliton-like localized modes are completely different 
from Zakhalov's Langmuir solitons which arise in a rather strong dispersive medium. The present 
observations shown in Figs. 4, 6, 7 and 8 are qualitatively in agreement with their theoretical 
predictions [5, 6] . 

5. CONCLUSIONS 

The electron-beam plasma is linearly unstable in a frequency range lower than the critical frequency 
(=F co p=). The beam plasma system is stabilized in its nonlinear stage by generating nonlinear wave 
packets^ the average space-time width of which is inversely proportional to the linear growth rate y (a 
(«b/tto)1 ). The system is also linearly unstable for a single rf-burst wave and becomes stable by 
emission of burst waves along the beam path. The number of emitted burst waves increases with the 
beam density nJno. The results indicate that the nonlinear structures of the unstable electron-beam 
waves are determined by the linear growth rate. The characteristic time for formation of the structure is 
much shorter than the ion response time (=? 1/co Pi). 
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