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PREFACE

This volume is part of a five-volume set that summarizes the research of participants in the
1993 AFOSR Summer Research Extension Program (SREP). The current volume,
Volume 3 of 5, presents the final reports of SREP participants at Rome Laborarory.

Reports presented in this volume are arranged alphabetically by author and are numbered
consecutively -- e.g., 1-1, 1-2, 1-3; 2-1, 2-2, 2-3, with each series of reports preceded by
a 35 page management summary. Reports in the five-volume set are organized as follows:

VOLUME

1A

1B

2

3

4A

4B

TITLE
MStrong Laboratory (part one)
Armstrong Laboratory (part two)
Phillips Laboratory
Rome Laboratory
Wright Laboratory (part one)
Wright Laboratory (part two)
Arnold Engineering Development Center

Frank J. Seiler Research Laboratory
Wilford Hall Medical Center




Report #

10

1

12

13

1993 SREP FINAL REPORTS

Armstrong Laboratory
VOLUME 1A
Report Title
Author's University Report Author
Three-Dimensional Calculation of Blood Flow in a Thick Dr. Xavier Avula
-Walled Vessel Using the Mechanical & Aerospace

University of Missouri, Rolla, MO

A Study of the Contrast Detection Modeling for Human Eye and

its Application to
Wright State University, Dayton, OH

An Approach to On-Line Assessment and Diagnosis of Student

Troubleshooting Knowl
New Mexico State University, Las Cruces, NM

An Experimental Investigation of Hand Torque Strength for

Tightening Small Fast
Tennessee Technological University, Cookeville, TN

Determination of Total Peripheral Resistance, Arterial
Compliance and Venous Com
North Dakota State University, Fargo, ND

A Computational Thermal Model and Theoretical
Thermodynamic Model of Laser Induc
Florida International University, Miami, FL

A Comparison of Various Estimators of Half-Life in the Air
Force Health Study
University of Maine, Orono, ME

The Effects of Exogenous Melatonin on Fatigue, Performance

and Daytime Sleep
Bowling Green State University, Bowling Green, OH

A New Protocol for Studying Carotid Baroreceptor Function
Georgia Institute of Technology, Atlanta, GA

Adaptive Control Architecture for Teleoperated Freflex System
Purdue University, West Lafayette, IN l

A New Construct for Interpreting the Fundamental Dilemma of

Insufficient Tissue
University of Tennessee, Memphis, TN

An Empirical Test of a Method for Comparison of Alternative
Multiship Aircraft
Arizona State University, Tempe, AZ

Remote Monitoring and Reduction of Emotionality in Air Force

Laboratory Primates
University of Georgia Research, Athens, GA

ii

AL/AO Engineering

Dr. Jer-sen Chen
Computer Science &
AL/CF  Engineering

Dr. Nancy Cooke
Psychology
AL/HR

Dr. Subramaniam Deivanayagam
Industrial Engineering
AL/HR

Dr. Dan Ewert
Electrical Engineering
AL/AO

Dr. Bernard Gerstman
Physics
AL/OE

Dr. Pushpa Gupta
Mathematics
AL/AO

Mr. Rod Hughes
Psychology
AL/CF

Dr. Arthur Koblasz
Civil Engineering
AL/AO

Dr. A. Koivo :
Electrical Engineering
AL/CF

Dr. Robert Kundich
Biomedical Engineering
AL/CF

Dr. William Moor
Industrial & Management
AL/HR Engineering

Dr. B. Mulligan
Psychology
AL/OE



1993 SREP FINAL REPORTS

Armstrong Laboratory
VOLUME 1B
Report Title
Report #  Author's University Report Author

14 Simulation of the Motion of Single and Linked Ellipsiods Dr. David Reynolds
Representing Human Body Biomedical & Human
Wright State University, Dayton, OH AL/CF  Factors

15 Bioeffects of Microwave Radiation on Mammalian Cells and Dr. Donald Robinson
Cell Cultures Chemistry
Xavier University of Louisiana, New Orleans, LA AL/OE

16 Analysis of Isocyanate Monomers and Oligomers in Spray Paint  Dr. Walter Rudzinski
Formulations Chemistry
Southwest Texas State University, San Marcos, TX AL/OE

17 Development of the ""Next Generation" of the Activities Interest  Dr. Lois Tetrick
Inventory for Se Industrial Relations Prog
Wayne State University, Detroit, MI AL/HR

18 Investigations on the Seasonal Bionomics of the Asian Tiger Dr. Michael Womack
Mosquito, Aedes Albo Natural Science and
Macon College, Macon, GA AL/OE Mathematics

19 Difficulty Facets Underlying Cognitive Ability Test Items Dr. Mary Roznowski

Psychology

Ohio State University, Columbus, OH AL/HR

20 A Simplified Model for Predicting Jet Impingement Heat Mr. Mark Kitchart
Transfer Mechanical Engineering
North Carolina A & T State University, Greensboro, NC AL/EQ

21 Geostatistical Techniques for Understanding Hydraulic Dr. Valipuram Manoranjan
Conductivity Variability Pure and Applied
Washington State University, Pullman, WA AL/EQ Mathematics

22 An Immobilized Cell Fluidized Bed Bioreactor for Dr. Kenneth Reardon
2,4-Dinitrotoluene Degradation Agricultural and Chemical
Colorado State University, Fort Collins, CO AL/EQ Engineering

23 Applications of Superconductive Devices in Air Force ) Dr. Xingwu Wang

Electrical Engineering

Alfred University, Alfred, NY AL/EQ

iii




1993 SREP FINAL REPORTS

Phillips Laboratory
VOLUME 2
Report Title
Report# __ Author's University Report Author
1 Optimal Passive Damping of a Complex Strut-Built Structure Dr. Joseph Baumgarten
Mechanical Engineering
Iowa State University, Ames, TA PL/VT
2 Theoretical and Experimental Studies on the Effects of Dr. Raymond Bellem
Low-Energy X-Rays on Elec Electrical & Computer
University of Arizona, Tucson, AZ PL/VT Engineering
3 Ultrawideband Antennas with Low Dispersion for Impulse Dr. Albert Biggs
Radars Electrical Engineering
University of Alabama, Huntsville, AL PL/WS
4 Experimental Neutron Scattering Investigations of Dr. David Elliott
Liquid-Crystal Polymers Engineering
Arkansas Technology University, Russellville, AR PL/RK
5 High Temperature Spectroscopy of Alkali Metal Vapors for Mr. Paul Erdman
Solar to Thermal Energy Physics and Astronomy
University of Iowa, Iowa City, IA PL/RK
6 A Detailed Investigation of Low-and High-Power Arcjet Plume  Dr. Daniel Erwin
Velocity Profiles Us Aerospace Engineering
University of Southern California, Los Angeles, CA PL/RK
7 Measurements of Ion-Molecule Reactions at High Temperatures Dr. Jeffrey Friedman
Physics
University of Puerto Rico, Mayaguez, PR PL/GP
8 Final Design and Construction of Lidar Receiver for the Starfire Dr. Gary Gimmestad
Optical Range Research Institute
Georgia Institute of Technology, Atlanta, GA PL/LI
9 Dynamics of Gas-Phase Ion-Molecule Reactions Dr. Susan Graul
Chemistry
Carnegie Mellon University, Pittsburgh, PA PL/WS
10 A Numerical Approach to Evaluating Phase Change Material Mr. Steven Griffin
Performance in Infrared . Engineering
University of Texas, San Antonio, TX PL/VT
11 An Analysis of ISAR Imaging and Image Simulation Dr. James Henson
Technologies and Related Post Electrical Engineering
University of Nevada, Reno, NV PL/WS
12 Optical and Clear Air Turbulence Dr. Mayer Humi
Mathematics
Worcester Polytechnic Institut, Worcester, MA PL/LI
13 Rotational Dynamics of Lageos Satellite Dr. Arkady Kheyfets
Mathematics
North Carolina State University, Raleigh, NC PL/LI
14 Study of Instabilities Excited by Powerful HF Waves for Dr. Spencer Kuo

Efficient Generation of
Polytechnic University, Farmingdale, NY

1v

Electrical Engineering
PL/GP



1993 SREP FINAL REPORTS

Phillips Laboratory
VOLUME 2
cont’d
Report Title
Report#  Author's University Report Author
15 Particle Stimulation of Plasmas Dr. Richard Murphy
Physics

University of Missouri, Kansas City, MO PL/WS

16 A Universal Equation of State for Shock in Homogeneous Dr. Jon Shively
Materials Engineering & Computer
California State University, Northridge, CA PL/VT  Science

17 Speed-Up of the Phase Diversity Method Via Reduced Region & Dr. Johanna Stenzel
Optimization Dimen. Arts & Sciences
University of Houston, Victoria, TX PL/LI

18 Analysis of Solwind P-78 Fragmentation Using Empirical And Dr. Arjun Tan
Analytical Codes Physics
Alabama A & M University, Normal, AL PL/WS

19 Experimental Investigations of Homogeneous and Heterogeneous Dr. Philip Whitefield
Nucleation/Condensa Physics
University of Missouri, Rolla, MO PL/LI




1993 SREP FINAL REPORTS

Rome Laboratory
VOLUME 3
Report Title
Report # _ Author's University Report Author
1 Analysis and Code for Treating Infinite Arrays of Tapered Dr. Jean-Pierre Bayard
Antennas Printed on Bo Electrical & Electronic
California State University, Sacramento, CA RL/ER  Engineering
2 Comparing Pattern Recognition Systems Dr. Pinyuen Chen
Mathematics
Syracuse University, Syracuse, NY RL/IR
3 Wideband ATM Networks for the Dynamic Theater Dr. Robert Henry
Environment Electrical & Computer
University of Southwestern Louisiana, Lafayette, LA RL/C3  Engineering
4 Congestion Control For ATM Network in a Tectical Theater Mr. Benjamin Hoe
Environment Electrical Engineering
Polytechnic University, Brooklyn, NY RL/C3
5 Automated Natural Language Evaluators (ANLF) Dr. Khosrow Kaikhah
Computer Science
Southwest Texas State College, San Marcos, TX RL/IR
6 System Analysis and Applications for a Photonic Delay Line Dr. Evelyn Monsay
Physics
Le Moyne College, Syracuse, NY RL/OC
7 An Exploratory Investigaton of Multimedia Data Reinforcement Dr. Michael Nilan
for Large-Scale Inf Information Studies
Syracuse University, Syracuse, NY RL/C3
8 Supporting Systematic Testing for Reusable Software Dr. Allen Parrish
Components Computer Science
University of Alabama, Tuscaloosa, AL RL/C3
9 Use of Turnable Fiber Ring Lasers in Optical Communications  Dr Salahuddin Qazi
Optical Communications
SUNY/Institute of Technology, Utica, NY RL/OC
10 Further Monte Carlo Studies of a Theoretical Model for Dr. Jorge Romeu
Non-Gaussian Radar Clutte . Assistant Prof. of
SUNY College at Cortland, Cortland, NY RL/OC Mathematics
11 Hierarchical Modeling and Simulation Dr. Robert Sargent
Engineering and Computer
Syracuse University, Syracuse, NY RL/XP Science
12 Metamodel Applications Using TAC Brawler Dr. Jeffery Tew
Industrial & Systems
Virginia Polytechnic Institute, Blacksburg, VA RL/IR  Engineering
13 Automatic Detection of Prominence in Spontaneous Speech Dr. Colin Wightman

New Mexico Institute of Mining, Socorro, NM

Electrical Engineering
RL/IR



1993 SREP FINAL REPORTS

Wright Laboratory
VOLUME 4A
Report Title
Report#  Author's University Report Author
1 Integrated Estimator/Guidance/Autopilot for Homing Missiles Dr. S. Balakrishan
Mechanical & Aerospace
University of Missouri, Rolla, MO WL/MN Engineering
2 Studies of NTO Decomposition Dr. Theodore Burkey
Chemistry
Memphis State University, Memphis, TN WL/MN
3 Investigation of Ray-Beam Basis Functions for Use with the Dr. Robert Burkholder
Generalized Ray Expan Electrical Engineering
Ohio State University, Columbus, OH WL/AA
4 Wave Mechanics Modeling of Terminal Ballistics Dr. Eugene Callens, Jr.
Phenomenology Mechanical and Industrial
Louisiana Tech University, Ruston, LA WL/MN Engineer
5 Modeling for Aeroelastic Parameter Estimation of Flexing Dr. Gary Chapman
Slender Bodies in a Bal Mechnical Engineering
University of California, Berkeley, CA WL/MN
6 Using VHDL in VSL Bist Design Synthesis and its Application to Dr. Chien-In Chen
3-D Pixel Graphic Electrical Engineering
Wright State University, Dayton, OH WL/EL
7 Study of Part Quality and Shrinkage for Injection Molded Dr. Joe Chow
Aircraft Transparencies Industrial and Systems
Florida International University, Miami, FL WL/FI  Engineering
8 Implementation of Noise-Reducing Multiple-Source Schlieren Dr. Steven Collicott
Systems Aeronautics and
Purdue University, West Lafayette, IN WL/FI  Astronautical Engineering
9 Performing Target Classification Using Fussy Morphology Dr. Jennifer Davidson
Neural Networks Electrical Engineering
Iowa State University, Ames, IA WL/MN
10 Turbulent Heat Transfer In Counter-Rotating Disk System Dr. Jamie Ervin
N Mechanical and Aerospace
University of Dayton, Dayton, OH WL/ML Engineering
1 Modelling of Biomaterials for Non-Linear Optical Applications  Dr. Barry Farmer
Materials Science and
University of Virginia, Charlottesville, VA WL/ML Engineering
12 Passive Ranging, Roll-angle Approximation, and Target Dr. Simon Foo
Recognition for Fuze Appli Electrical Engineering
Florida State University, Tallahassee, FL WL/MN
13 A Role of Oxygen and Sulfur Compounds in Jet Fuel Deposit Ms. Ann Gillman
Formation Chemistry
Eastern Kentucky University, Richmond, KY WL/PO
14 Effect of Aeroelasticity on Experimental Nonlinear Indicial Dr. Gary Graham

Responses Measured
Ohio University, Athens, OH

Mechanical Engineering
WL/FI :




1993 SREP FINAL REPORTS

University of New Orleans, New Orleans, LA

viii

Wright Laboratory
VOLUME 4A
cont’d
Report Title
Report#  Author's University Report Author
15 Virtual Reality Information Presentation Technology for Dr. Elmer Grubbs
Avionics Electrical Engineering
New Mexico Highlands University, Las Vegas, NM WL/AA
16 An Investigation of the Thermal Stability of an Dr. Ian Hall
AiC/Ti-22A1-23Nb Metal Matrix Co Materials Science
University of Delaware, Newark, DE WL/ML
17 Investigation of the Combustion Characteristics of Confined Dr. Paul Hedman
Coannular Jets with Chemical Engineering
Brigham Young University, Provo, UT WL/PO
18 Morphology of High-Velocity Perforation of Laminated Plates Dr. David Hui

Mechanical Engineering
WL/FI :



1993 SREP FINAL REPORTS

Wright Laboratory
VOLUME 4B
Report Title
Report#  Author's University Report Author

19 Evaluation of Variable Structure Control for Missile Autopilots  Dr. Mario Innocenti
Using Reaction Aerospace Engineering
Auburn University, Auburn, AL WL/MN

20 Laser Imaging and Ranging (LIMAR) Processing Dr. Jack Jean

Computer Science &

Wright State University, Dayton, OH WL/AA Engineering

21 Applications of Wavelet Subband Decomposition in Adaptive Dr. Ismail Jouny
Arrays Electrical Engineering
Lafayette College, Easton, PA WL/AA

22 Micromechanics of Matrix Cracks In Brittle Matrix Composites Dr. Autar Kaw
With Frictional Int Mechanical Engineering
University of South Florida, Tampa, FL WL/ML

23 A Physics-Based Heterojuntion Bipolar Transistor Model Dr. Juin Liou
Including High-Current, Electrical and Computer
Universtiy of Central Florida, Orlando, FL WL/EL Engineering

24 Electrical and Thermal Modeling of Switched Reluctance Dr. Shy-Shenq Liou
Machines Engineering
San Francisco State Univesity, San Francisco, CA WL/PO

25 Process Migration Facility for the quest Distributed VHDL Mr. Dallas Marks
Simulator Electrical and Computer
University of Cincinnati M.L., Cincinnati, OH WL/AA Engineering

26 Investigation of Third Order Non-Linear Optical Properties of = Dr. Mary Potasek
Strained Layer Sem Applied Physics
Columbia University, New York, NY WL/ML

27 Development of Control Design Methodologies for Flexible Dr. Armando Rodriguez
Systems with Multiple Electrical Engineering
Arizona State University, Tempe, AZ WL/MN

28 Enhanced Liquid Fuel Atomization Through Effervescent Dr Larry Roe
Injection ' Mechanical Engineering
Virginia Polytechnic Inst & State Coll., Blacksburg, VA WL/PO

29 Sensor Fusion for IR/MMW Dual-Mode Sensors Using Artificial Dr. Thaddeus Roppel
Neural Networks Electrical Engineering
Auburn University, Auburn, AL WL/MN

30 Characterizing the Solid Fragment Population in a Debris Cloud Dr. William Schonberg
Created by a Hype Civil and Environmental
University of Alabama, Huntsville, AL WL/MN Engineering

31 Digital Signal Processing Algorithms for Digital EW Receivers Dr. Arnab Shaw

Electrical Engineering

Wright State University, Dayton, OH WL/AA

32 An Analytical Model of Laminated Composite Plates for Mr. Robert Slater

Determination of Stresses Mechanical & Industrial
University of Cincinnati, Cincinnati, OH WL/FI  Engineering ‘

v
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North Carolina State University, Raleigh, NC

Wright Laboratory
VOLUME 4B
cont’d
Report Title
Report#  Author's University Report Author

33 Detection of Internal Defects in Multilayered Plates By Lamb Dr. Kundu Tribikram
Wave Acoustic Micro Civil Engineering and
Universtiy of Arizona, Tucson, AZ WL/ML Engineering

34 Wavelet Analysis of Ultrasonic Signals for Non-Destructive Dr. Theresa Tuthill
Evaluation of Composi Electrical Engineering
University of Dayton, Dayton, OH WL/ML

35 Stochastic Modeling of MBE Growth of Compoud Dr. Ramasubrama Venkatasubraman
Semiconductors Electrical and Computer
University of Nevada, Las Vegas, NV WL/ML Engineering

36 Performance Evaluation And Improvement of a2 Resonant DC Dr. Subbaraya Yuvarajan
Link Inverter With A Lim Electrical Engineering
North Dakota State University, Fargo, ND WL/PO

37 Three Component LDV Measurements in a Swirl Combustor Dr. Richard Gould

Mechanical and Aerospace
WL/PO Engineering



Report #  Author's University

Arnold Engineering Development Center

1

=]

Report Title

1993 SREP FINAL REPORTS

VOLUME 5

Report Author

Performance Enhancement for a TI TMS320C40 version of

Multigraph

Vanderbilt University, Nashville, TN

System Integration Software for Parallel Hardware

Architectures

Vanderbilt University, Nashville, TN

Heat Load Structural Failure Predicition for the AEDC Heat-Hi

Test Unit Nozzle

Georgia Institute of Technology, Atlanta, GA

Coupling of an Inductive Generator with Plasma Erosion
Opening Switch (PEOS) to
Morehouse College, Atlanta, GA

Frank J Seiler Research Laboratory

Active and Passive Control Designs for the FISRL Flexible

Structure Testbeds

Old Dominion University, Norfolk, VA

Three Dimensional Characterization of Non-Linear Optical

Thin Films

University of Colorado, Colorado Springs, CO

Electrochemistry of Lithium in Room Temperature Molten Salt

Electrolytes

Houghton College, Houghton, NY

Wilford Hall Medical Center

Enhanced Physiologic Monitoring of Patients with Closed

Head-Injury

Memphis State, Memphis, TN

Rheological, Biochemical and Biophysical Studies of
Blood at Elevated Temperatures )
University of Miami, Coral Gables, FL

Mr. Ben Abbott
Electrical Engineering
AEDC/

Dr. Csaba Biegl
Electrical Engineering

AEDC/
Dr. Kurt Gramoll

Aerospace Engineering
AEDC/

Dr. Carlyle Moore
Physics
AEDC/

Dr. Thomas Alberts
Mechanical Engineering
FJSRL/

Dr. Thomas Christensen
Physics
FJSRL/

Dr. Bernard Piersma
Chemistry
FJSRL/

Dr. Michael Daley
Electrical Engineering
WHMC/

Dr. Walter Drost-Hansen
Chemistry
WHMC




1993 SUMMER RESEARCH EXTENSION PROGRAM (SREP) MANAGEMENT REPORT

1.0 BACKGROUND

Under the provisions of Air Force Office of Scientific Research (AFOSR) contract F49620-90-C-
0076, September 1990, Research & Development Laboratories (RDL), an 8(a) contractor in
Culver City, CA, manages AFOSR’s Summer Research Program. This report is issued in partial
fulfillment of that contract (CLIN 0003AC).

The Summer Research Extension Program (SREP) is one of four programs AFOSR manages
under the Summer Research Program. The Summer Faculty Research Program (SFRP) and the
Graduate Student Research Program (GSRP) place college-level research associates in Air Force
research laboratories around the United States for 8 to 12 weeks of research with Air Force
scientists. The High School Apprenticeship Program (HSAP) is the fourth element of the Summer
Research Program, allowing promising mathematics and science students to spend two months of
their summer vacations working at Air Force laboratories within commuting distance from their
homes.

SFRP associates and exceptional GSRP associates arc encouraged, at the end of their summer
tours, to write proposals to extend their summer research during the following calendar year at
their home institutions. AFOSR provides funds adequate to pay for 75 SREP subcontracts. In
addition, AFOSR has traditionally provided further funding, when available, to pay for additional
SREP proposals, including those submitted by associates from Historically Black Colleges and
Universities (HBCUs) and Minority Institutions (MIs). Finally, laboratories may transfer internal
funds to AFOSR to fund additional SREPs. Ultimately the laboratories inform RDL of their
SREP choices, RDL gets AFOSR approval, and RDL forwards a subcontract to the institution
where the SREP associate is employed. The subcontract (see Appendix 1 for a sample) cites the
SREP associate as the principal investigator and requires submission of a report at the end of the
subcontract period.

Institutions are encouraged to share costs of the SREP research, and many do so. The most
common cost-sharing arrangement is reduction in the overhead, fringes, or administrative charges
institutions would normally add on to the principal investigator’s or research associate’s labor.
Some institutions also provide other support (e.g., computer run time, administrative assistance,
facilities and equipment or research assistants) at reduced or no cost.

When RDL receives the signed subcontract, we fund the effort initially by providing 90% of the
subcontract amount to the institution (normally $18,000 for a $20,000 SREP). When we receive
the end-of-research report, we evaluate it administratively and send a copy to the laboratory for a
technical evaluation. When the laboratory notifies us the SREP report is acceptable, we release
the remaining funds to the institution.
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2.0 THE 1993 SREP PROGRAM

SELECTION DATA: A total of 719 faculty members (SFRP Associates) and 286 graduate
students (GSRP associates) applied to participate in the 1992 Summer Research Program. From
these applicants 185 SFRPs and 121 GSRPs were selected. The education level of those selected

was as follows:

1992 SRP Associates, by Degree
SFRP GSRP
PHD MS MS BS
179 6 52 69

Of the participants in the 1992 Summer Research Program 90 percent of SFRPs and 25 percent
of GSRPs submitted proposals for the SREP. Ninety proposals from SFRPs and ten from GSRPs
were selected for funding, which equates to a selection rate of 54% of the SFRP proposals and of

34% for GSRP proposals.

1993 SREP: Proposals Submitted vs. Proposals Selected
Summer Submitted
1992 SREP SREPs
Participants Proposals Funded
SFRP 185 167 90
GSRP 121 29 10
TOTAL 306 196 100
The funding was provided as follows:
Contractual slots funded by AFOSR 75
Laboratory funded 14
Additional funding from AFOSR 11
Total 100
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Six HBCU/MI associates from the 1992 summer program submitted SREP proposals; six were
selected (none were lab-funded; all were funded by additional AFOSR funds).

Proposals Submitted and Selected, by Laboratory

Applied Selected
Air Force Civil Engineering Laboratory 9 4
Armstrong Laboratory 41 19
Arnold Engineering Development Center 12 4
Frank J. Seiler Research Laboratory 6 3
Phillips Laboratory 33 19
Rome Laboratory 31 13
Wilford Hall Medical Center 2 1
Wright Laboratory 62 37
TOTAL 196 100

Note:  Phillips Laboratory funded 3 SREPs; Wright Laboratory funded 11; and AFOSR
funded 11 beyond its contractual 75.

The 306 1992 Summer Research Program participants represented 135 institutions.

Institutions Represented on the 1992 SRP and 1993 SREP

Number of schools Number of schools Number of schools
represented in the represented in represented in
Summer 92 Program submitted proposals Funded Proposals
135 118 73

Forty schools had more than one participant submitting proposals.

Proposals Submitted Per School

M Submitted

Selected

# of Schools

o] | -

3 4

Number of Proposals

5+
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The selection rate for the 78 schools submitting 1 proposal (68%) was better than those
submitting 2 proposals (61%), 3 proposals (50%), 4 proposals (0%) or 5+ proposals (25 %).
The 4 schools that submitted 5+ proposals accounted for 30 (15%) of the 196 proposals
submitted.

Of the 196 proposals submitted, 159 offered institution cost sharing. Of the funded proposals
which offered cost sharing, the minimum cost share was $1000.00, the maximum was
$68,000.00 with an average cost share of $12,016.00.

Proposals and Institution Cost Sharing
Proposals Proposals
Submitted Funded
With cost sharing 159 82
Without cost sharing 37 18
Total 196 100

The SREP participants were residents of 41 different states. Number of states represented at
each laboratory were:

States Represented, by Proposals Submitted/Selected per Laboratory
Proposals Proposals
Submitted Funded
Air Force Civil Engineering Laboratory 8 4
Armmstrong Laboratory 21 13
Amold Engineering Development Center 5 2
Frank J. Seiler Research Laboratory 5 3
Phillips Laboratory 16 14
Rome Laboratory 14
Wilford Hall Medical Center 2 1
Wright Laboratory 24 20

Eleven of the 1993 SREP Principal Investigators also participated in the 1992 SREP.

ADMINISTRATIVE EVALUATION: The administrative quality of the SREP associates’ final
reports was satisfactory. Most complied with the formatting and other instructions provided to
them by RDL. Ninety seven final reports and two interim reports have been received and are
included in this report. The subcontracts were funded by $1,991,623.00 of Air Force money.
Institution cost sharing totaled $985,353.00.
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TECHNICAL EVALUATION: The form used for the technical evaluation is provided as
Appendix 2. ninety-two evaluation reports were received. Participants by laboratory versus
evaluations submitted is shown below:

. Participants Evaluations Percent

Air Force Civil Engineering Laboratory * * *

Armstrong Laboratory 23! 20 95.2
Arnold Engineering Development Center 4 4 100
Frank J. Seiler Research Laboratory 3 3 100
Phillips Laboratory 19° 18 100
Rome Laboratory 13 13 100
Wilford Hall Medical Center 1 1 100
Wright Laboratory 37 34 91.9
Total 100’ 93 95.9

*AFCEL was combined with Wright Laboratory’s Flight Dynamics Directorate and Armstrong Laboratories
Environics Directorate in 1993. All four of AFCEL’s SREP awards went to Armstrong Laboratories Environics
Directorate, and their reports are included with Armstrong Lab.

Notes:

1:

3:

Research on two of the final reports was incomplete as of press time so there aren’t any technical
evaluations on them to process, yet. Percent complete is based upon 20/21=95.2%

One technical evaluation was not completed because one of the final reports was incomplete as of
press time. Percent complete is based upon 18/18=100%

See notes 1 and 2 above. Percent complete is based upon 93/97=95.9%

The number of evaluations submitted for the 1993 SREP (95.9%) shows a marked
improvement over the 1992 SREP submittals (65 %).

PROGRAM EVALUATION: Each laboratory focal point evaluated ten areas (see Appendix
2) with a rating from one (lowest) to five (highest). The distribution of ratings was as follows:

RATING SCORES

600

500

400

300

200

1og p— .

NR 1 2 3 4 5

Rating Not Rated 1 2 3 4 5
# Responses | 7 1 7 62 (6%) | 226 (25%) | 617 (67%)
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The 8 low ratings (one 1 and seven 2’s ) were for question 5 (one 2) “The USAF should
continue to pursue the research in this SREP report” and question 10 (one 1 and six 2’s) “The
one-year period for complete SREP research is about right”, in addition over 30% of the
threes (20 of 62) were for question ten. The average rating by question was:

Question 1 2 3 4 5 6 7 8 9 10

Average | 4.6 4.6 4.7 4.7 4.6 4.7 4.8 4.5 4.6 4.0

The distribution of the averages was:

AREA AVERAGES

35

25

1.5

SR

|

4 41 42 43 44 A5 46 47 48 49 §

Area 10 “the one-year period for complete SREP research is about right” had the lowest
average rating (4.1). The overall average across all factors was 4.6 with a small sample
standard deviation of 0.2. The average rating for area 10 (4.1) is approximately three sigma
lower than the overall average (4.6) indicating that a significant number of the evaluators feel
that a period of other than one year should be available for complete SREP research.
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The average ratings ranged from 3.4 to 5.0. The overall average for those reports that were
evaluated was 4.6. Since the distribution of the ratings is not a normal distribution the average
of 4.6 is misleading. In fact over half of the reports received an average rating of 4.8 or
higher. The distribution of the average report ratings is as shown:

AVERAGE RATINGS

18
16
14
12
10

30 32 34 36 38 40 42 44 46 48 5.0

It is clear from the high ratings that the laboratories place a high value on AFOSR’s Summer
Research Extension Programs.
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3.0 SUBCONTRACTS SUMMARY

Table 1 provides a summary of the SREP subcontracts. The individual reports are published in
volumes as shown: '

Laboratory Volume
Air Force Civil Engineering Laboratory *
Armstrong Laboratory

Amold Engineering Development Center
Frank J. Seiler Research Laboratory
Phillips Laboratory

Rome Laboratory

Wilford Hall Medical Center

Wright Laboratory 4A, 4B

N W N W =

*AFCEL was combined with Wright Laboratory’s Flight Dynamics Directorate and Armstrong
Laboratories Environics Directorate in 1993. All four of AFCEL’s SREP awards went to
Armstrong Laboratories Environics Directorate, and their reports are included with Armstrong

Lab.
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1993 SREP SUB-CONTRACT DATA

TABLE 1: SUBCONTRACTS SUMMARY

Report Author Sponsoring Contract Amount
Author's University Author's Degree Lab Performance Period  Univ. Cost Share
Abbott , Ben M.S. AEDC/ 01/01/93 12/31/93 $19619.00
Electrical Engineering $0.00
Vanderbilt University, Nashville, TN

Alberts , Thomas PhD FJSRL/ 01/01/93 04/15/94 $20000.00
Mechanical Engineering $8000.00
Old Dominion University, Norfolk, VA

Avula , Xavier PhD AL/AO 01/01/93 04/15/94 $20000.00
Mechanical & Aerospace Engineering $1836.00
University of Missouri, Rolla, MO

Balakrishan , S. PhD WL/MN 12/01/92 12/14/93 $20000.00
Mechanical & Aerospace Engineering $3996.00
University of Missouri, Rolla, MO

Baumgarten , Joseph PhD PL/VT 01/01/93 04/01/94 $19916.00
Mechanical Engineering $9083.00
Iowa State University, Ames, IA

Bayard , Jean-Pierre PhD RL/ER 01/01/93 12/31/93 $20000.00
Electrical & Electronic Engineering $7423.00
California State University, Sacramento, CA

Bellem , Raymond PhD PL/VT 01/01/93 02/28/94 $19956.00
Electrical & Computer Engineering $0.00
University of Arizona, Tucson, AZ

Biegl , Csaba PhD AEDC/ 01/01/93 12/31/93 $19999.00
Electrical Engineering $0.00
Vanderbilt University, Nashville, TN

Biggs , Albert PhD PL/WS 01/01/93 12/31/93 $19975.00
Electrical Engineering $0.00
University of Alabama, Huntsville, AL

Burkey , Theodore PhD WL/MN 01/01/93 12/31/93 $20000.00
Chemistry $18648.00
Memphis State University, Memphis, TN

Burkholder , Robert PhD WL/AA 01/01/93 12/31/93 $20000.00
Electrical Engineering $6727.00
Ohio State University, Columbus, OH

Callens, Jr. , Eugene PhD WL/MN 01/01/93 12/31/93 $20000.00
Mechanical and Industrial Engineer $5700.00
Louisiana Tech University, Ruston, LA

Chapman , Gary PhD WL/MN 01/01/93 12/31/94 $20000.00
Mechnical Engineering $0.00
University of California, Berkeley, CA

Chen , Chien-In PhD WL/EL 01/01/93 12/31/93 $20000.00
Electrical Engineering $32065.00
Wright State University, Dayton, OH

Chen , Jer-sen PhD AL/CF 01/01/93 12/31/93 $20000.00
Computer Science & Engineering $31763.00

Wright State University, Dayton, OH
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1993 SREP SUB-CONTRACT DATA

Report Author Sponsoring Contract Amount
Author's University Author's Degree Lab Performance Period  Univ. Cost Share
Chen , Pinyuen PhD RI/IR 01/01/93 12/31/93 $20000.00
Mathematics $0.00
Syracuse University, Syracuse, NY

Chow , Joe PhD WL/FI 01/01/93 01/14/94 $20000.00
Industrial and Systems Engineering $2500.00
Florida International University, Miami, FL

Christensen , Thomas PhD FJSRL/ 01/01/93 12/31/93 $20000.00
Physics $5390.00
University of Colorado, Colorado Springs, CO

Collicott , Steven PhD WL/FI 01/01/93 12/31/93 $20000.00
Aeronautics and Astronautical Engineering $13307.00
Purdue University, West Lafayette, IN

Cooke , Nancy PhD AL/HR 01/01/93 12/31/93 $20000.00
Psychology $6178.00
New Mexico State University, Las Cruces, NM

Daley , Michael PhD WHMC/ 01/01/93 12/31/93 $20000.00
Electrical Engineering $18260.00
Memphis State, Memphis, TN

Davidson , Jennifer PhD WL/MN 01/01/93 02/28/94 $19999.00
Electrical Engineering $0.00
Iowa State University, Ames, IA

Deivanayagam , Subramaniam - PhD AL/HR 02/01/93 12/31/93 $20000.00
Industrial Engineering $12491.00
Tennessee Technological University, Cookeville, TN

Elliott , David PhD PL/RK 10/01/92 08/15/93 $20000.00
Engineering $50271.00
Arkansas Technology University, Russellville, AR

Erdman , Paul M.S. PL/RK 01/01/93 12/31/93 $20000.00
Physics and Astronomy $26408.00
University of Iowa, Iowa City, IA

Ervin , Jamie PhD WL/ML 01/01/93 12/31/93 $18632.00
Mechanical and Aerospace Engineering i $3000.00
University of Dayton, Dayton, OH

Erwin , Daniel PhD PL/RK 01/01/93 12/31/93 $19962.00
Aerospace Engineering $12696.00
University of Southern California, Los Angeles, CA

Ewert , Dan PhD AL/AO 01/01/93 12/31/93 $20000.00
Electrical Engineering $2100.00
North Dakota State University, Fargo, ND

Farmer , Barry PhD WL/ML 01/01/93 02/28/94 $20000.00
Materials Science and Engineering $2000.00
University of Virginia, Charlottesville, VA

Foo , Simon PhD . WL/MN 01/01/93 12/31/93 $19977.00
Electrical Engineering \ $0.00
Florida State University, Tallahassee, FL Introduction - 10




1993 SREP SUB-CONTRACT DATA

Report Author Sponsoring Contract Amount
Author's University Author's Degree Lab Performance Period  Univ. Cost Share
Friedman , Jeffrey PhD PL/GP 01/01/93 12/31/93 $20000.00
Physics $10233.00
University of Puerto Rico, Mayaguez, PR

Gerstman , Bernard PhD AL/OE 01/01/93 04/30/94 $19947.00
Physics $2443.00
Florida International University, Miami, FL

Gillman , Ann M.S. WL/PO 01/01/93 12/31/93 $20000.00
Chemistry $15618.00
Eastern Kentucky University, Richmond, KY

Gimmestad , Gary PhD PL/LI 01/01/93 12/31/93 $20000.00
Research Institute $0.00
Georgia Institute of Technology, Atlanta, GA

Gould , Richard PhD WL/PO 01/01/93 12/31/93 $20000.00
Mechanical and Aerospace Engineering $8004.00
North Carolina State University, Raleigh, NC

Graham , Gary PhD WL/FI1 01/01/93 12/31/93 $20000.00
Mechanical Engineering $5497.00
Ohio University, Athens, OH

Gramoll , Kurt PhD AEDC/ 01/01/93 12/31/93 $19707.00
Aerospace Engineering $14552.00
Georgia Institute of Technology, Atlanta, GA

Graul , Susan PhD PL/WS 01/01/93 03/31/94 $20000.00
Chemistry $0.00
Carnegie Mellon University, Pittsburgh, PA

Griffin , Steven M.S. PL/VT 01/01/93 12/31/93 $20000.00
Engineering $0.00
University of Texas, San Antonio, TX

Grubbs , Elmer PhD WL/AA 01/01/93 12/31/93 $20000.00
Electrical Engineering $6747.00
New Mexico Highlands University, Las Vegas, NM

Gupta , Pushpa PhD AL/AO 01/01/93 12/31/93 $20000.00
Mathematics $1472.00
University of Maine, Orono, ME

Hall , Ian PhD WL/ML 01/01/93 12/31/93 $20000.00
Materials Science $9580.00
University of Delaware, Newark, DE

Hedman , Paul PhD WL/PO 01/01/93 12/31/93 $19999.00
Chemical Engineering $7755.00
Brigham Young University, Prove, UT

Henry , Robert PhD RL/C3 12/01/92 05/31/93 $19883.00
Electrical & Computer Engineering $11404.00
University of Southwestern Louisiana, Lafayette, LA

Henson , James PhD PL/WS 01/01/93 12/31/93 $19913.00
Electrical Engineering $9338.00

University of Nevada, Reno, NV
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1993 SREP SUB-CONTRACT DATA

Report Author Sponsoring Contract Amount

Author's University Author's Degree Lab Performance Period  Univ. Cost Share

Hoe , Benjamin M.S. RL/C3 09/01/92 05/31/93 $19988.00

Electrical Engineering $7150.00

Polytechnic University, Brooklyn, NY

Hughes , Rod M.S. AL/CF 01/01/93 04/15/94 $20000.00

Psychology $20846.00

Bowling Green State University, Bowling Green, OH

Hui , David PhD WL/FI 01/01/93 12/31/93 $20000.00

Mechanical Engineering $0.00

University of New Orleans, New Orleans, LA

Humi , Mayer PhD PL/LI 01/01/93 12/31/93 $20000.00

Mathematics $5000.00

Worcester Polytechnic Institut, Worcester, MA

Innocenti , Mario PhD WL/MN 01/01/93 02/28/94 $20000.00

Aerospace Engineering $12536.00

Auburn University, Auburn, AL

Jean , Jack PhD WL/AA 01/01/93 12/31/93 $20000.00

Computer Science & Engineering $34036.00

Wright State University, Dayton, OH

Jouny , Ismail PhD WL/AA 01/01/93 12/31/93 $19381.00
$4500.00

Electrical Engineering
Lafayette College, Easton, PA

Kaikhah , Khosrow PhD RL/IR 01/01/93 12/31/93 $20000.00

Computer Science $0.00
Southwest Texas State College, San Marcos, TX

Kaw , Autar PhD WL/ML 01/01/93 12/31/93 $20000.00
Mechanical Engineering $22556.00
University of South Florida, Tampa, FL

Kheyfets , Arkady PhD PL/LI 01/01/93 12/31/93 $20000.00
Mathematics v $2500.00
North Carolina State University, Raleigh, NC

Kitchart , Mark M.S. AL/EQ 01/01/93 12/31/93 $20000.00
Mechanical Engineering . $0.00
North Carolina A & T State University, Greensboro, NC

Koblasz , Arthur PhD AL/AO 01/01/93 12/31/93 $19826.00
Civil Engineering $0.00
Georgia Institute of Technology, Atlanta, GA

Koivo , A. PhD AL/CF 01/01/93 06/30/94 $20000.00
Electrical Engineering 50.00
Purdue University, West Lafayette, IN

Kundich , Robert PhD AL/CF 01/01/93 12/31/94 $20000.00
Biomedical Engineering $23045.00
University of Tennessee, Memphis, TN

Kuo , Spencer PhD PL/GP 01/01/93 04/30/94 $20000.00
Electrical Engineering ; $9731.00
Polytechnic University, Farmingdale, NY Jntroduction - 12




1993 SREP SUB-CONTRACT DATA

Report Author Sponsoring Contract Amount
Author's University Author's Degree Lab Performance Period Univ. Cost Share
Liou , Juin PhD WL/EL 01/01/93 12/31/93 $20000.00
Electrical and Computer Engineering $9073.00
Universtiy of Central Florida, Orlando, FL

Liou , Shy-Shenq PhD WL/PO 01/01/93 12/31/93 $20000.00
Engineering $13387.00
San Francisco State Univesity, San Francisco, CA

Manoranjan , Valipuram PhD AL/EQ 01/01/93 12/31/93 $19956.00
Pure and Applied Mathematics $10041.00
Washington State University, Pullman, WA

Marks , Dallas M.S. WL/AA 10/01/92 06/30/93 $20000.00
Electrical and Computer Engineering $4731.00
University of Cincinnati M.L., Cincinnati, OH

Monsay , Evelyn PhD RL/OC 01/01/93 12/31/93 $19634.00
Physics $1510.00
Le Moyne College, Syracuse, NY

Moor , William PhD AL/HR 01/01/93 12/31/93 $20000.00
Industrial & Management Engineering $4833.00
Arizona State University, Tempe, AZ

Moore , Carlyle PhD AEDC/ 01/¢1/93 12/31/93 $20000.00
Physics $4880.00
Morehouse College, Atlanta, GA

Mulligan , B. PhD AL/OE 01/01/93 04/15/94 $19998.00
Psychology $13936.00
University of Georgia Research, Athens, GA

Murphy , Richard PhD PL/WS 01/01/93 12/31/93 $20000.00
Physics $13022.00
University of Missouri, Kansas City, MO

Nilan , Michael PhD RL/C3 01/01/93 12/31/93 $19998.00
Information Studies $13016.00
Syracuse University, Syracuse, NY

Parrish , Allen PhD RL/C3 01/01/93 12/31/93 $19919.00
Computer Science $20599.00
University of Alabama, Tuscaloosa, AL

Piersma , Bernard PhD FJSRL/ 01/01/93 12/31/93 $20000.00
Chemistry $4000.00
Houghton College, Houghton, NY

Potasek , Mary PhD WL/ML 12/01/93 11/30/93 $20000.00
Applied Physics $7806.00
Columbia University, New York, NY

Qazi , Salahuddin PhD RL/OC 01/01/93 12/31/93 $20000.00
Optical Communications $68000.00
SUNY/Institute of Technology, Utica, NY

Reardon , Kenneth PhD AL/EQ 01/01/93 01/31/94 $19996.00
Agricultural and Chemical Engineering $12561.00

Colorado State University, Fort Collins, CO
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1993 SREP SUB-CONTRACT DATA

Report Author Sponsoring Contract Amount

Author's University Author's Degree Lab Performance Period Univ. Cost Share

Reynolds , David PhD AL/CF 01/01/93 06/30/94 $20000.00

Biomedical & Human Factors $14063.00

Wright State University, Dayton, OH

Robinson , Donald PhD AL/OE 01/01/93 06/30/94 $20000.00

Chemistry $12935.00

Xavier University of Louisiana, New Orleans, LA

Rodriguez , Armando PhD WL/MN 01/01/93 12/31/93 $20000.00
$0.00

Electrical Engineering
Arizona State University, Tempe, AZ

Roe , Larry PhD WL/PO 01/01/93 12/31/93 $20000.00
Mechanical Engineering $11421.00
Virginia Polytechnic Inst & State Coll., Blacksburg, VA

Romeu , Jorge PhD RL/OC 01/01/93 12/31/93 $19997.00
Assistant Prof. of Mathematics $7129.00
SUNY College at Cortland, Cortland, NY

Roppel , Thaddeus PhD WL/MN 01/01/93 12/31/93 $20000.00
Electrical Engineering $21133.00
Auburn University, Auburn, AL

Roznowski , Mary PhD AL/HR 01/01/93 03/31/94 $19953.00
Psychology $6086.00
Ohio State University, Columbus, OH

Rudzinski , Walter PhD AL/OE 01/01/93 12/31/93 $20000.00
Chemistry $10120.00
Southwest Texas State University, San Marcos, TX

Sargent , Robert PhD RL/XP 01/01/93 12/31/93 $20000.00
Engineering and Computer Science $11931.00
Syracuse University, Syracuse, NY

Schonberg , William PhD WL/MN 01/01/93 12/31/93 $19991.00
Civil and Environmental Engineering $5083.00
University of Alabama, Huntsville, AL

Shaw , Arnab PhD WL/AA 01/01/93 12/31/93 $20000.00
Electrical Engineering i} $4766.00
Wright State University, Dayton, OH

Shively , Jon PhD PL/VT 01/01/93 12/31/93 $20000.00
Engineering & Computer Science $9782.00
California State University, Northridge, CA

Slater , Robert M.S. WL/FI 01/01/93 12/31/93 $20000.00
Mechanical & Industrial Engineering ‘ $8257.00
University of Cincinnati, Cincinnati, OH

Stenzel , Johanna PhD PL/LI 01/01/93 12/31/93 $20000.00
Arts & Sciences $9056.00
University of Houston, Victoria, TX

Tan , Arjun PhD PL/WS 01/01/93 12/31/93 $20000.00
Physics ; $1000.00

Alabama A & M University, Normal, AL
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1993 SREP SUB-CONTRACT DATA

Report Author Sponsoring Contract Amount
Author's University Author's Degree Lab Performance Period  Univ. Cost Share
Tetrick , Lois PhD AL/HR 01/01/93 12/31/93 $20000.00
Industrial Relations Prog $17872.00
Wayne State University, Detroit, MI

Tew , Jeffery PhD RL/IR 05/31/93 12/31/93 $16489.00
Industrial & Systems Engineering $4546.00
Virginia Polytechnic Institute, Blacksburg, VA

Tribikram , Kundu PhD WL/ML 01/01/93 12/31/93 $20000.00
Civil Engineering and Engineering $9685.00
Universtiy of Arizona, Tucson, AZ

Tuthill , Theresa PhD WL/ML 01/01/93 12/31/93 $20000.00
Electrical Engineering $24002.00
University of Dayton, Dayton, OH

Venkatasubraman , Ramasubrama PhD WL/ML 01/01/93 12/31/93 $20000.00
Electrical and Computer Engineering $18776.00
University of Nevada, Las Vegas, NV

Wang , Xingwu PhD AL/EQ 01/01/93 12/31/93 $20000.00
Electrical Engineering $10000.00
Alfred University, Alfred, NY

Whitefield , Philip PhD PL/LI 01/01/93 03/01/94 $20000.00
Physics $11040.00
University of Missouri, Rolla, MO

Wightman , Colin PhD RL/IR 01/01/93 12/31/93 $20000.00
Electrical Engineering $1850.00
New Mexico Institute of Mining, Socorro, NM

Womack , Michael PhD AL/OE 01/01/93 06/30/94 $19028.00
Natural Science and Mathematics $6066.00
Macon College, Macon, GA

Yuvarajan , Subbaraya PhD WL/PO 01/01/93 12/31/93 $19985.00
Electrical Engineering $22974.00

North Dakota State University, Fargo, ND
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APPENDIX 1:

SAMPLE SREP SUBCONTRACT
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REFERENCE:
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AIR FORCE OFFICE OF SCIENTIFIC RESEARCH
1993 SUMMER RESEARCH EXTENSION PROGRAM SUBCONTRACT 93-133

BETWEEN

Research & Development Laboratories
5800 Uplander Way
Culver City, CA 90230-6608

AND

San Francisco State University
University Comptroller
San Francisco, CA 94132

Summer Research Extension Program Proposal 93-133
Start Date:  01/01/93 End Date: 12/31/93
Proposal Amount:  $20,000.00

PRINCIPAL INVESTIGATOR: Dr. Shy Shenq P. Liou

Engineering
San Francisco State University
San Francisco, CA 94132

UNITED STATES AFOSR CONTRACT NUMBER: F49620-90-C-09076

CATALOG OF FEDERAL DOMESTIC ASSISTANCE NUMBER (CFDA): 12.800
PROJECT TITLE: AIR FORCE DEFENSE RESEARCH SOURCES PROGRAM

ATTACHMENTS 1 AND 2: SREP REPORT INSTRUCTIONS

*** SIGN SREP SUBCONTRACT AND RETURN TO RDL***
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1. BACKGROUND: Research & Development Laboratories (RDL) is under contract
(F49620-90-C-0076) to the United States Air Force to administer the Summer Research
Programs (SRP), sponsored by the Air Force Office of Scientific Research (AFOSR),
Bolling Air Force Base, D.C. Under the SRP, a selected number of college faculty
members and graduate students spend part of the summer conducting research in Air Force
laboratories. After completion of the summer tour participants may submit, through their
home institutions, proposals for follow-on research. The follow-on research is known as
the Summer Research Extension Program (SREP). Approximately 75 SREP proposals
annually will be selected by the Air Force for funding of up to $20,000; shared funding
by the academic institution is encouraged. SREP efforts selected for funding are
administered by RDL through subcontracts with the institutions. This subcontract
represents such an agreement between RDL and the institution designated in Section 5

below.

2. RDL PAYMENTS: RDL will provide the following payments to SREP institutions:

® 90 percent of the negotiated SREP dollar amount at the start of the SREP Research
period.

® the remainder of the funds within 30 days after receipt at RDL of the acceptable
written final report for the SREP research.

3. INSTITUTION'S RESPONSIBILITIES: As a subcontractor to RDL, the institution

designated on the title page will: _
a. Assure that the research performed and the resources utilized adhere to those defined
in the SREP proposal.
b. Provide the level and amounts of institutional support specified in the RIP proposal.
c. Notify RDL as soon as possible, but not later than 30 days, of any changes in 3a or
3b ‘above, or any change to the assignment or amount of participation of the Principal

Investigator designated on the title page.
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d. Assure that the research is completed and the final report is delivered to RDL not
later than twelve months from the effective date of this subcontract, but no later than
December 31, 1993. The effective date of the subcontract is one week after the date
that the institution's contracting representative signs this subcontract, but no later than
January 15, 1993.

e.  Assure that the final report is submitted in accordance with Attachment 1.

f.  Agree that any release of information relating to this subcontract (news releases,
articles, manuscripts, brochures, advertisements, still and motion pictures, speeches,
trade association meetings, symposia, etc.) will include a statement that the project
or effort depicted was or is sponsored by: Air Force Office of Scientific Research,
Bolling AFB, D.C.

g. Notify RDL of inventions or patents claimed as the result of this research as specified
in Attachment 1.

h. RDL is required by the prime contract to flow down patent rights and technical data
requirements in this subcontract. Attachment 2 to this subcontract contains a list of
contract clauses incorporated by reference in the prime contract.

All notices to RDL shall be addressed to:

RDL Summer Research Program Office
5800 Uplander Way
Culver City, CA 90230-6608

By their signatures below, the parties agree to the provisions of this subcontract.

AAL S,

Abe S. Sopher Signature of Institution Contracting Official
RDL Contracts Manager

Typed/Printed Name

Date

Title

Institution

(Date/Phone)
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ATTACHMENT 2
CONTRACT CLAUSES

This contract incorporates by reference the following clauses of the Federal
Acquisition Regulations (FAR), with the same force and effect as if they were given in full
text. Upon request, the Contracting Officer or RDL will make their full text available

(FAR 52.252-2).

FAR CLAUSES

52.202-1

52.203-1

52.203-3

52.203-5

52.304-6

52.203-7

52.203-12

52.204-2

52.209-6

52.212-8

52.215-1

52.215-2

52.222-26

52.222-28

TITLE AND DATE
DEFINITIONS (SEP 1991)

OFFICIALS NOT TO BENEFIT (APR 1984)
GRATUITIES (APR 1984)
COVENANT AGAINST CONTINGENT FEES (APR 1984)

RESTRICTIONS ON SUBCONTRACTOR SALES TO THE
GOVERNMENT (JUL 1985)

ANTI-KICKBACK PROCEDURES (OCT 1988)

LIMITATION ON PAYMENTS TO INFLUENCE CERTAIN
FEDERAL TRANSACTIONS (JAN 1990)

SECURITY REQUIREMENTS (APR 1984)
PROTECTING THE GOVERNMENT’S INTEREST WHEN
SUBCONTRACTING WITH CONTRACTORS DEBARRED,

SUSPENDED, OR PROPOSED FOR DEBARMENT
(NOV 1992)

DEFENSE PRIORITY AND ALLOCATION REQUIREMENTS
(SEP 1990)

EXAMINATION OF RECORDS BY COMPTROLLER
GENERAL (APR 1984)

AUDIT - NEGOTIATION (DEC 1989)

EQUAL OPPORTUNITY (APR 1984)

EQUAL OPPORTUNITY PREAWARD CLEARANCE OF
SUBCONTRACTS (APR 1984)
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52.222-35

52.222-36

52.222-37

52.223-2

52.232-6

52.224-1

52.224-2

52.225-13

52.227-1

52.227-2

52.227-10

52.227-11

52.228-6

52.228-7

52.230-5

52.232-23

52.237-3

AFFIRMATIVE ACTION FOR SPECIAL DISABLED AND
VIETNAM ERA VETERANS (APR 1984)

AFFIRMATIVE ACTION FOR HANDICAPPED WORKERS
(APR 1984)

EMPLOYMENT REPORTS ON SPECIAL DISABLED
VETERAN AND VETERANS OF THE VIETNAM ERA
(JAN 1988)

CLEAN AIR AND WATER (APR 1984)

DRUG-FREE WORKPLACE (JUL 1990)

PRIVACY ACT NOTIFICATION (APR 1984)
PRIVACY ACT (APR 1984)

RESTRICTIONS ON CONTRACTING WITH SANCTIONED
PERSONS (MAY 1989)

AUTHORIZATION AND CONSENT (APR 1984)

NOTICE AND ASSISTANCE REGARDING PATENT AND
COPYRIGHT INFRINGEMENT (APR 1984)

FILING OF PATENT APPLICATIONS - CLASSIFIED
SUBJECT MATTER (APR 1984)

PATENT RIGHTS - RETENTION BY THE CONTRACTOR
(SHORT FORM) (JUN 1989)

INSURANCE - IMMUNITY FROM TORT LIABILITY
(APR 1984) .

INSURANCE - LIABILITY TO THIRD PERSONS (APR 1984)

DISCLOSURE AND CONSISTENCY OF COST ACCOUNTING
PRACTICES (AUG 1992)

ASSIGNMENT OF CLAIMS (JAN 1986)

CONTINUITY OF SERVICES (JAN 1991)
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52.246-25 LIMITATION OF LIABILITY - SERVICES (APR 1984)
52.249-6 TERMINATION (COST-REIMBURSEMENT) (MAY 1986)

52.249-14 EXCUSABLE DELAYS (APR 1984)

52.251-1 GOVERNMENT SUPPLY SOURCES (APR 1984)




APPENDIX 2:

SAMPLE TECHNICAL EVALUATION FORM
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1993 SUMMER RESEARCH EXTENSION PROGRAM

RIP NO.: 93-0092
RIP ASSOCIATE: Dr. Gary T. Chapman

Provided are several evaluation statements followed by ratings of
(1) through (5). A rating of (1) is the lowest and (5) is the
highest. Circle the rating level number you best feel rates the
statement. Document additional comments on the back of this
evaluation form.

Mail or fax the completed form to :

RDL

Attn: 1993 SREP TECH EVALS
5800 Uplander Way

Culver City, CA 90230-6608-
(FAX: 310 216-5940)

1. This SREP report has a high level of technical merit. 1 2 3 4 5

2. The SREP program ig important to accomplishing the labs’s 1 2 3 4 5
migsion

3. This SREP report accomplished what the associate’s pro- 1 2 3 4 5
posal promised.

4. This SREP report addresses area(s) important to the USAF 1 2 3 4 5

5. The USAF should continue to pursue the research in this 1 2 3 4 5
SREP report

6. The USAF should maintain research relationships with this 1 2 3 4 5
SREP associate

7. The money spent on this SREP effort was well worth it 1 2 3 4 5

8. This SREP report is well organized and well written 1 2 3 4 5

9. I’11 be eager to be a focal point for summer and SREP 1 2 3 4 5
associates in the future.

10. The one-year period for complete SREP research is about 1 2 3 4 5
right

****JSE THE BACK OF THIS FORM FOR ADDITIONAL COMMENTS****

LAB FOCAL POINT’S NAME (PRINT):

OFFICE SYMBOL: PHONE:




SCAN PERFORMANCE OF INFINITE ARRAYS OF
MICROSTRIP-FED DIPOLES WITH BENT ARMS
PRINTED ON PROTRUDING SUBSTRATES

Jean-Pierre R. Bayard
Associate Professor
Department of Electrical & Electronic Engineering
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SCAN PERFORMANCE OF INFINITE ARRAYS OF MICROSTRIP-FED DIPOLES
WITH BENT ARMS PRINTED ON PROTRUDING SUBSTRATES

Jean-Pierre R. Bayard
Associate Professor
Department of Electrical & Electronic Engineering
California State University, Sacramento

Abstract

Scan results are presented for infinite arrays of microstrip-
fed dipoles printed on protruding dielectric substrates. Active
impedance and cross polarization values are calculated for dipoles
with bent arms, and for the array with a near-field dielectric
radome cover. It is found that bending the dipole's arms produces
a small improvement in the scan range as compared to the element
with the arms straight, and that a dielectric radome with a low
permittivity causes a small shift in the impedance and cross
polarization curves. The scan limitation of the array is however
dictated by the presence of the coplanar feedlines with some
improvement achievable by varying the substrate's thickness and
permittivity, as well as the dipole/feed geometry. A dipole
element with a modified coplanar feed design is introduced for
wider scan coverage.
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SCAN PERFORMANCE OF INFINITE ARRAYS OF MICROSTRIP-FED DIPOLES
WITH BENT ARMS PRINTED ON PROTRUDING SUBSTRATES

Jean-Pierre R. Bayard

Introduction

Recently, antennas printed on dielectric substrates that
protrude a finite height from a ground plane have generated
considerable interest in radar and communication applications.
Such element is fast becoming a very attractive candidate for
monolithic phased array technology for a variety of reasons. First
and foremost, active and passive circuits can be built on the
substrate extension (with a potentially high dielectric constant)
behind the ground plane, isolated from the radiating elements. The
configuration is also modular, permitting easy replacement of a
defective column of antenna elements. Thirdly, heat typically
generated in an antenna /electronic module is easier extracted from
the present configuration than from their layered counterparts such
as those with microstrip elements at the front end.

In [1], a hybrid moment method solution was presented for an
infinite array of center-fed dipoles printed parallel to the ground
plane. Then in [2-4], the solution was extended to handle electric
currents parallel and perpendicular to the ground plane, printed on
both sides of the substrate, and the presence of a dielectric
radome. The accuracy of the method was exhibited by comparing its
results with measurements, as in [1], and by predicting, as have
other workers in [5,6], feed-induced blind spots in the scan
coverage of dipole arrays. The present effort is yet another
extension/application of the solution presented in [1] for the
dipole array. The schematic of the array unit cell is shown in
Figure 1. The element geometry is that of a dipole with bent arms
fed by coplanar stubs electromagnetically coupled to a microstrip
transmission line printed on the other side of the substrate
(dotted 1line in Figure 2). In order to analyze the element
depicted in Figure 2, the numerical solution is required to model
current distributions defined on linearly-tapered domains, in
addition to treating electric currents that are printed parallel,
perpendicular to the ground plane and on both sides of the
substrate. The applicability of the method is not confined to
dipole elements alone; it is indeed capable of modeling many other
types of geometries such as the printed slot antenna with linear
taper. ‘

Following a brief outline of the method emphasizing the areas
which differ from [4], results will be shown for the array, in
particular, values for the active impedance and cross polarization
are plotted for E-plane scan. It is anticipated, as suggested in
[6] for arrays of dipoles in free-space, that the inclination of
the arms may reduce the effects of the feed on scan, but this
improvement may be accompanied with some polarization degradation.
These potential effects as well as the effects of the substrate and
radome parameters on the array scan range will be demonstrated.
Lastly, the element shown in Figure 3 is considered as a possible
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Figure 1. The unit cell of the array.
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bee | 0.161
W |0.05715x
We | 0.022
Wy | 0.201
L | 0.255:
W | 0.010x
Y; | 0.06754
Le | 0.101
Ly | 0.065x
Ly | 0.045x
Lg | 0.251

Lec‘ 48.89

GROUND PLANE

Figure 2. the geometry of the dipole element fed by coplanar
stubs proximity coupled to a microstrip line.
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SUMMARY

Consider the array whose unit cell appears in Figure 1. It is
our objective to calculate the element active impedance caused by
a delta-gap generator located on a y or z-directed rectangular
mode, or the reflection coefficient caused by a plane wave
illuminating the face of the array. As shown in Figure 4, the
geometry, which exhibits non-planar characteristics for z<d, is
transformed by applying the equivalence principle at z=d and at
z=d+s, and by inserting perfect conductors at these locations. In
doing so, the array unit cell is divided into three regions with
equivalent magnetic sources at the boundaries: a) An
inhomogeneously-filled parallel-plate region (z<d) with the
antenna/feed currents at x=0 and x=t, and with equivalent sources
at z=d; b) a planar and homogeneous dielectric (d<z<d+s) with
equivalent sources at both interfaces; c¢) a semi-infinite free-
space region (z>d+s) with equivalent sources on its boundary. We
formulate the fields in each region separately, and apply the
necessary boundary conditions required for uniqueness of the
solution.

For the free-space and for the radome regions, the
electromagnetic fields are expressed via well-known Floquet type
basis functions with unknown coefficients. Those in the free-space
region are propagating away from the face of the array, whereas
those inside the radome region have standing wave characteristics.
For the parallel-plate region, through superposition, the fields
caused by the electric currents of the antenna and feed and those
produced by the equivalent sources at z=d are formulated
separately. The contributions from the electric currents are found
by convolving the unknown distribution, e.g., J(x,y,z), where x is
either 0 or t, with the Green's functions for infinitesimal current
sources located inside the guide at x=0 or x=t. The contributions
from the equivalent sources are expressed as summations of the so-
called LSM and LSE modes (see [4]) similar to those used in [7].
At this time, we apply the electromagnetic boundary conditions at
z=d, d+s, and on the surface of the conductors at x=0 and x=t.
These conditions are expressed in matrix form by testing those at
z=d and z=d+s with the conjugate of the Floquet functions, and by
using a Galerkin procedure for those at x=0 and x=t. The part of
the method concerning the conditions at x=0 and x=t represents the
essence of the extension, thus warranting a somewhat more detailed
discussion. ,

In order to implement the conditions that the electric field
components tangential to the radiating conductors at x=0,t vanish,
J(x,y,2z) 1s approximated by finite sums of selected basis
functions:

1-7




/.

L

perfect

conductors

ntenna
and/or
feed

antenna
and/or
feed

- X

- Z plane

(a) X

perfect
conductors

0

3¢5
Q5 & RS RN
505280 &5
B RRARHHKLRALUNENS 3K
A0 NG 00,9000, 0,00, 0.0.0,0,0.0.8,

X2

RRR R A N S oo
SOOI TGP OO XY
SHRHR TR I QRS I
op&b}%%s&%%o:?dumw

(=]
W

[
w

(b) Y- Z plane

.er
L8
o B
e
e
[o]
o

The equivalent model for the unit cell.

Figure 4.

1-8




J(y, z) =5, +F,+F+J,

where
- sink, (h,~|y-y
7 = PY}; 2, o( n I nl) ,

n=1

Wsin (k,h,)
for k,=w,/n€,, W, is the mode width, 2h, is the mode length
Z,~W,/2%z2z +W /2, y,~h <y=<y +h_,
- PZ A sink (.h "|Z"Z I)
= b o\*m m
T Ymes & oo )
for y,—W,/22y<y.+W, /2, z,~h <z<z +h_,
F g o sink,(hy-|y-y'(2)|)
pe1” P W sin (k,hp)
for (z—zp)tanyp—hgsy—ybs(z—zb)tanyp+h;, Z,~W,/2%22zZ +W, /2,
y'(z2) =y *(z-z,) tany,,
jy=z';ff d, (9siny*+2cosy*) Jy (v, 2) ,
sink,(hg-|z-z,]))
Wsin (k,hg) '
(z—zq)tanY;—WQ/Zsy—yés(z~zq)tany;+WE/2.

14

with JYi (y,2)= zq—hészszqth;, and

(1)

a,, by, c, and d, are as yet undetermined expansion coefficients.
First, realize that the dimensions and locations of the modes are
adjustable individually offering great deal of generality in the
shapes that the above distribution can model. The first two sums
in equation (1) contain standard y and z-directed piecewise
sinusoidal functions defined on rectangular domains (see Figure 5).
For the z-directed modes with their centers at z,=0 only their
upper-half portions are considered (0<z<h ) since the current does
not vanish at the antenna/ground plane junction. The other two
sums in equation (1) contain modes that are defined on tapered
domains as described in [8]. In the third sum, there are y-
directed modes, but defined on a tilted domain (see Figure 6). The
fourth sum contains two linearly-tapered sinusoidal halves, each
with its own taper angle and length (see Figure 6). Such a mode
(y-directed), in addition to modeling current distribution on a
tapered domain, is capable of treating bents maintaining current
continuity as the current changes direction. Note that for y=0 the
tilted y-directed mode becomes a rectangular y-directed mode, and
that for y*=y =0, the y-directed mode becomes a rectangular z-
directed mode. Also y¥=90 and Yy~ or y* =90 are not acceptable
values, but these conditions can be readily treated with the
rectangular modes. The implementation of these tapered modes in
the moment method solution of [4] requires changing the limits of
the expansion and testing integrals for the tilted y-directed
modes, and introducing a new set of boundary condition, i.e., E,=0,
on the tapered domains of the y-directed modes. While these
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integrations are all carried out analytically, the resulting
expressions are fairly complex, and their numerical evaluations are
more computer-intensive than those involving the rectangular modes.
For that reason, tapered modes are only used to model tapered
regions.

RESULTS
Experimental Verification

To verify the theoretical and coding extensions, numerical
results and waveguide simulator data are compared for two slot
elements (see Figures 7 and 8). In Figure 7, the reflection
coefficient for an array of linearly-tapered slot elements in free-
space is calculated and compared with data published in [8]. Given
that the slot element is lossless (|T'|=1 in the calculations), the
agreement between theory and experiment is quite good. In Figure
8, the exponentially-tapered slot element of [9] loaded with 100Q
is considered. The exponential taper is approximated in the
calculations by linear segments as demonstrated in Figure 8. Here
too, good agreement exists between the calculations and the
measurements of [9]. Although these arrays are both standing in
free-space, the results provide confidence in the code's capability
of modeling tapered geometries, which is the focus of the
analytical part of this work.

Numerical Calculations

For the numerical study, first consider the geometry shown in
Figure 2. The delta-gap generator is relocated to the midpoint of
the y-directed segment of the microstrip line. Given an ideal
transmission line, this would be equivalent to referencing the
active impedance to the dipole's apex. In practice, this can be
accomplished by extending the microstrip line beyond the ground
plane. In order to approximate the electric currents on the dipole
and on the feed structure, 97 expansion/testing functions (35 y-
directed, 42 z-directed, 10 y-directed and 10 tilted y-directed)
are used in the moment method. 338 magnetic current modes are used
on either side of the discontinuities at z=d and z=d+s. To
appreciate the modal expansion, we plot the absolute value of the
y and z components of the currents existing on both sides of the
substrate (see Figure 9). In this case, the microstrip line is at
x=0 whereas the dipole and coplanar feed are printed at x=t. Note,
as mentioned earlier, that the z-directed current is not zero at

the back wall (z=0). Also, because of the microstrip geometry, the
current distribution is not quite symmetric, even for the present
case of 06=0° scan. Observe, via the functional trend of the

current, the resonant behavior of the coplanar feedlines nearly a
quarter-wavelength long. This is an indication that, particularly
away from broadside, they will likely contribute to the radiation
of the array. In Figures 10 and 11, the element active impedance
and the polarization ratio are calculated for various thicknesses
and permittivities of the substrate, and with a near-field low-
permittivity dielectric radome. The unit cell dimensions as well
as the microstrip and coplanar feed dimensions are identical to
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Figure 7. Theoretical and experimental ([8]) data for the
reflection coefficient of an array of linearly-
tapered slot antenna elements (a=4.755cm, b=4.43cm,
d=10cm, €,.=1).
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Figure 8. Theoretical and experimental ([9]) data for the
reflection coefficient of an array of
exponentially-tapered slot antenna elements
(a=4.755cm, b=4.43cm, d=10cm, €,=1).
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Y-DIRECTED CURRENT AT X=0 Z-DIRECTED CURRENT AT X=0

Figure 9.

Y-DIRECTED CURRENT AT X=T Z2-DIRECTED CURRENT AT X=T

Three-dimensional plot of the absolute value of the
y and z components of the antenna/feed current of
an infinite array of bent dipoles (a=b=0.54,
d=0.30A, t=0.01A, €,=2.2, 6=0°, $=90°, £=300 MHz).
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Figure 10. Active impedances versus scan for infinite arrays
of bent dipoles on low-permittivity substrates
(a=b=0.5A, d=0.30A, ¢=90°, £=300 MHz).
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those of the cases shown in [4] for the straight-arm dipole
element. Comparing with the results of [4], the impedance and
polarization curves show a trend quite similar to that of the
straight-arm dipole. In all of these cases (here and in [4]) where
the array substrate has a relatively low permittivity, radiation
from the feed produces a blind spot and substantial cross-
polarization near 30 degree scan. There seems to be a small
increase in the scan coverage by bending the arms of the dipole as
the feed-induced null in the resistance curve moves a few degrees
toward end-fire. As the unit cell dielectric loading increases,
whether caused by a thicker or higher permittivity substrate, or by
inserting a radome, the feed null also moves toward end-fire. It
seems that the radiation characteristics of the dipole and coplanar
feedlines are altered in such a way that, with more dielectric
loading in the cell, a larger scan 1is required for the blind spot
to appear.

Lastly, the dipole element of Figure 3 1is considered. In
designing such an element, the intent was to disrupt the resonant
behavior of the coplanar feedlines while maintaining good ground

plane characteristics for the microstrip line. Furthermore, we
hoped that the resulting element could be fabricated using standard
photoetching techniques. Toward that goal, small gaps are

introduced in the length dimension of the coplanar stubs, forcing
the z-directed currents, which are believed to be responsible for
the blind spot, to be zero at various locations. The 1locations
were selected such that the dimensions of the resulting pieces not
exceed 0.18A. In Figures 12 and 13, the active impedance and
polarization ratio are plotted versus E-plane scan. As compared to
Figures 10 and 11, the element of Figure 3 produces an increase of
more than 20 degrees in the scan coverage of the array. For the
€,.=3 cases, the blind spot has disappeared from visible range
offering well-behaved impedance and polarization characteristics.
The proposed feed modifications seem to offer a possible avenue for
increasing the scan performance of these dipole elements with low-
permittivity substrates. It is important to note that while no
anomaly has been detected in the H-plane of these arrays, the
performance of the elements in other planes has not been studied.
The reader should consider the configuration of Figure 3 as a first
step toward designing wide scan dipoles, and another indication
that the scan restriction seen in these dipole arrays is caused by
the coplanar feedlines.
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Figure 12. Active impedances versus scan for infinite arrays
of bent dipoles with a modified feed (a=b=0.54,
d=0.30A, ¢=90°, £=300 MHz).
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ABSTRACT

The main goal of this report is to study a statistical selection procedure for comparing the performances
of several automatic systems which are used in neural network and artificial intelligence for the purpose of
pattern recognition. Suppose that & (> 1) systems are designed to fulfill a pattern recognition purpose. The
k systems are tested on images. The evaluator, based on the performance measures of the k systems that are
obtained from the experiment, is interested in (1) selecting the best system if it is outstanding as compared
to the remaining k — 1 systems, or (2) selecting a subset which contains the best system and eliminates the
bad systems if the best system is closed to the second best system. We propose a single-stage procedure to
achieve the two goals simultaneously with certain probability requirements. The procedure parameters are
given in tables for k£ = 3,4 at the end of the report. Four examples are given in the last section to illustrate

the procedure and the usages of the table.




COMPARING PATTERN RECOGNITION SYSTEMS

Pinyuen Chen

1. INTRODUCTION

This report studies a statistical procedure for comparing several pattern recognition systems (or Au-
tomatic Target Recognition (ATR) Systems in our application). A single-stage procedure is proposed to
select the best system and eliminate bad systems simultaneously. The evaluator, based on the performance
measures of the k£ (> 1) systems that are obtained from the experiment, is interested in selecting the best
system if it is outstanding as compared to the remaining k& — 1 systems. If the top systems are too close
for the evaluator to make a decision on which one is the best, we would eliminate bad systems and select a

subset of good systems for further investigation.

Let the k& competing systems be denoted by my,..., . All the k systems are tested on images and their
performance measures are assumed to follow the same distribution with different parameter values. We will
use the estimates of these unknown parameters to evaluate and compare the systems. Let y; (1 = 1,2,...,k)
be the parameter associated with the system ;. Let the ordered y;’s be denoted by py) < pipgy < -+ < .-
The system m; associated with ) is called a 6*-best if pp_1) < ppy — 6% A system m; is said to be good if

pi > pr) — 0%, and it is said to be bad if p; < ppr) — 6%, where 6* is a positive constant.

Though it is always desirable to choose the best system, it is reasonable to consider a system which is
sufficiently close to the best, especially in the case that other factors such as the costs are also concerned in the
final choice of the systems. Our formulation is a combination of the two classical approaches in statistical
ranking and selection theory, namely, the indifference zone approach and the subset selection approach.
This formulation was first considered by Chen and Sobel (1987) and then was applied to Automatic Target

Recognition problem in Chen (1992).

This report introduces an integrated formulation to select either (1) the é*-best system or (2) a random-
size subset containing the best and some good systems. We eliminate bad systems and at the same time,
insist that the best system should be included in the selected subset. The idea of integrating the above two
selecting goals is to introduce both a preference zone (PZ) and an indifference zone (1Z) (we will formally
define PZ and IZ in the next section) to separate the parameter space into two disjoint sub-spaces. In

the PZ, the best system is the §*-best, i.e., the system which is far superior to all the others. In the IZ,




we screen out all bad systems so that only the best system and those systems which are not too inferior
to the best are selected. By blending these two basic formulations together, we can have added control
over the selected subset size. The selection rule proposed in this report can also be used in clinical trial
research where several experimental treatments are to be compared. Our procedure guarantees with certain
probability that the best system is selected under any parameter configuration. This nature of the proposed

procedure avoids the possibility of eliminating the best system.

In Section 2, we formally define our goal and the definitions of correct selection in the PZ and the
IZ. The procedure will also be defined in Section 2. In section 3, we investigate the properties of the
probability of a correct selection { P(C'S)), the least favorable configuration (LFC) in the PZ, and the worst
configuration (WC) in the IZ. Examples for choosing the procedure parameters to satisfy some preassigned
probability requirements are given in Section 4 to illustrate the usages and results of our study. Tables are
given at the end of the report to show the choices of different procedure parameters for various distribution

parameters and probability requirements.



2. THE PROCEDURE

The observed performance measure X; for each system 7; on an image is assumed to follow a normal
distribution with unknown parameter population mean p; (i = 1,2,...,k) with common known variance o2.
The normal distribution assumption is reasonable since the random variable X is usually the difference of
two sample means from two independent binomial experiments. (see the examples in Chen(1992) and the
examples in the last section of this report) The assumption about the common variance is a more restricted
one, and it needs to be generalized in future studies. Here for the purpose of data analysis, we will estimate
it from the sample and consider that it has common known value ¢? for all the k systems. Let the ordered

ui’s (i=1,2,...,k) be denoted by

(2.1) P < B2 < S ppg-

The system that has the largest mean value pp; is the best system. The parameter space €2, the preference

zone (PZ), and the indifference zone (IZ) are defined as follows:
Q:{HIH:(“l)“Z)"',ﬂk)) /“ieRa 221)21)]‘7}
((2.2)) PZ=A{plpeQ,  pp—pp-11>86"}

1Z={plpeQ,  pp-13<8}

Our selection goal in the PZ and in the IZ are defined respectively as:

(2.3) Goal in PZ: selecting only the best system.

and

Goalin IZ: selecting a subset consisting of only good
(2.4)
systems and containing the best system.

Here the 6*-best system, a good system, and the best system have already been defined in Section 1. Let
CS; denote the selection of only the §*-best system and CS, denote the selection of a subset consisting of
only the good systems and containing the best system. We need a procedure R that simultaneously satisfies
the following two requirements:

P(CS1) > P{' whenever p € PZ

2.5
29) and P(CS») > P; whenever p € IZ.




Assume that there is a common number of observations for each of the k systems. Our procedure
depends on the sufficient statistics X; for the parameter y; (i = 1,2,...,k). The ordered values of the X;’s

are denoted by
(2.6) X £ Xy <+ < Xpgg-

Let ¢ and d be two non-negative real numbers with ¢ > d. Our proposed procedure R is defined as

follows:

If X5 — X[k-1) > c,then select the population 7 that gives rise to Xp. If Xixy =
(2.7 X[k-1] < ¢, then select a random-sized subset which contains all those populations
m; with X; > X[k] —d.

Once the procedure parameters ¢ and d are specified, the procedure R is completely defined. For a given
sample size n, the two constants ¢ and d will be chosen to meet the probability requirements given in (2.5).
For the purpose of data analysis, the evaluator usually is provided with the data and therefore he/she knows
the sample size n. We will then determine ¢ and d based on the P* conditions and apply our procedure to
make a selection. In this setting, our procedure is closer to the subset selection formulation. Examples (3)
and (4) in Section A illustrate this property of our procedure. For the purpose of designing an experiment, n
usually is to be determined. For a given procedure parameter ¢ or d, we can solve n and the other procedure
parameter by the two simultaneous inequalities given in (2.6). This setting is closer to the indifference zone

formulation. Examples (1) and (2) in Section A illustrate this property of our procedure.




3. THE PROBABILITY OF A CORRECT SELECTION AND ITS PROPERTIES
Let X(r) be the observed sample mean from the system associated with mean p(,). In the PZ, a correct
selection C'S; occurs if and only if we select only the §*-best system associated with mean prx)- We first prove
the following theorem concerning the least favorable configuration (LFC), the parameter configuration in
the PZ that gives the smallest probability of a correct selection. We also assume that each X; is a normal
2

random variable with mean y; and variance o“.

Theorem 3.1 Under procedure R, the LFC for P(CS)) in the PZ has the following form:

(3.1) Bl = ppe = = ) — 6

Proof. Consider an arbitrary p € PZ. From the definition of our procedure in (2.8), we can write P(CS;)

as
P(CSIPZ) = P(X(y > X(y+e,  i=1,2,... k1)
Xoy—pp  Xoy — —
:P( O  X®ZHE_C MMM gy
(o o o [+
3.2 o0 k-1 —
(3.2) = H@(z—5+M)d¢>(x)
—o0 1 o o
oo *
5/ k-1 (x-£+§-)dq>(z).
—o0 o 0

The last inequality follows from the fact that, in the PZ, ppy — ppp > 6*. This complete the proof of the
theorem.

Now we deal with the so-called worst configuration (the parameter configuration in the /Z that minimizes
the probability of a correct selection.) Let €2, denote the subset in § whose elements have exactly ¢ good

populations. That is,
(3.3) Qtz{/}lll[j]>,u[k]—6*, J=k—=t+1,..k  pp < ppp -6t i=1,2,...,k—1t}.

It is clear that ©Q;, £ = 2,3,...,k form a partition of the IZ. The probability of a correct selection in

each of the 2, can be expressed as

P(CSy|%)
= P(X(ketq1)s - Xeeo1y < Xeiy Xays- - Xeoty < Xy — )
(3.4) + P(Xays- > Koty < Xepory — 4 < Xty € X1y Xomtatys- -+ Xy < Xeey)
+ ...

+ P(X(sys- s X(h=t) € Xp—t41) — d < Xr) < X(k—t4+1), X(k=142)5+ s X(k-1) < X(k=141))




For the case that t = k, we have from (3.4) that
P(CS2|%)
= P(Xay,. ., Xe-1) < X (1)
(3.5) + P(Xq1y, s Xpemr) < X(p-1) X1y — d < Xy < X(p—1))
+ ...
+P(X(2), -0 X(e-1) < X1y, Xy = d < Xy < Xn))-
Define My = max{ya,a =1,2,...,k} and ¥ = ¥(y1,y2,...,Y&) by

1) lfykanZ:l,z,,k—l,
(36) ¢= 1, ifMO_d<ykSM0:yi:i:1a27‘-'7k_1;

0, otherwise.

It is clear that 1 is a non-decreasing function in y; while we hold all y;,7 =1,2,...,k — 1 fixed, and it
is a non-increasing function in y;, ¢ # k while we hold all other y;, j = 1,2,...,k — 1, fixed. Replacing y; in
(3.6) by X(i), the first two cases in (3.6) cover exactly the event of a correct selection C'Sy in Q. It follows
from a lemma in Alam and Rizvi (1966) (see Appendix) that, for u € Q, P(CS2|) is a non-decreasing
function in gz} and a non-increasing function in pp;) for i = 1,2,...,k—1. We have just proved the following

theorem.

Theorem 3.2 Under procedure R, the worst configuration WCj of P(CSz) in Q4 is of the form:

(3.7) B[] = p2) = = AR

Now we can write

P(CS2[%)

o0 k=1

/ H@( + H =M gg )
oo &2 p p Br) — 1 Bk = P

/ [T o + == ) [q,( 0~ ko1l _ g M- Vo)) ] d%(z)

(3.8) ~o0 i=1

o b2 B3] — Hii] Bik] = B[] Bk] — ﬂu] d

/ []o6+ A1) o, - MEL M) gy — MM _ ] daa)

> / ®*~2%(z) [k<I>(:c) — (k= 1)®(z - g)] do(z)
—00
In general, for t = 2,...,k — 1, using the same argument as above and the lemma of Alam and Rizvi

we can show that P(CS;|Q) in (3.4) is a non-decreasing function in pp) while we hold all the ppy), @ =



1,2,...,k — 1 fixed and it is a non-increasing function of uf; for ¢ = 1,2,...,k — ¢ while we hold all other

pii) J # i fixed. Therefore, the infimum of P(CS2{Q;) must occur when

(39) /—L[l] = /1[2] == .u[k—t] = N[k] - 5*.

Although we are not able to use the same argument as above to push the values of px_¢41), #[x-2+2), - - -5
k1) to the other end gy, numerical plottings of the function in (3.4) show that the P(CS,3[Q2;) is always
a unimodal function of §; = ppr) — ppr—q for i = 1,2,...,¢t =1, and 0 < 6; < 6*. Thus the lowest value of
P(CS|Q;) always occurs at 6; = 0 or §; = §*. The worst configuration is therefore conjectured at either (3.1)

or at

(3.10) H{1] = H[2) = 0 = Pe—t]) = Plkt4] — 87 = o0 = ey — 67
For a given k, the worst configuration W over the entire IZ can therefore be obtained by

(3.11) WC = {,_1 €{WeC, t=2,... k}P(CSlp) = Qréltigk{P(CSﬂWCt)}}.




4. SPECIAL CASES AND EXAMPLES

We first consider several special cases of P(CS3).
(CASE 1) k=2:

From Theorem 3.1 and 3.2, we have

(4.1) P(CS5|PZ) > P(CS3|LFC) = / " o(x - £ -‘;)d@(X)

-0

From (3.8) we have

[o e}

(4.2) P(CS,112) > / (2@(){) — (X — S-)) dB(X)

—00
Set the above two integrals (the right hand sides of the two inequalities) at Pf and Pj, respectively.
Then the procedure parameters ¢ and d can be solved from these two simultaneous equations.
(CASE 2) k= 3:

Take A = -f—~ = 5.00. From (3.1) and (3.2), we have

00 6*
(43) P(CS1|PZ) = P(X@3y > Xy + ¢ i=1,2)2 / (X - < + 2 )da(x)

-0
Set the above integral at P} = .90, we obtain C = —%== = 2.770. Now we can solve d from P(CS3|WC,
1 ol Jn

and P(CS2|WCs) under the restriction that D < C' = 2.770, and
(4.4) min{P(CS:|WC3), P(CS:|WCs)} > Py = .90.

When t = 2, we have
P(CS5|5)
(4.5) = P(Xe) < X@), Xq)<X@-d)+P(Xz)—d<X@<Xa, Xo<Xe-—d

Z/M (B(X =D+ A)SX +T)+®X — D+ A -T)[®(X —T) - &(X — T — D)]} d&(X)

Here D = ¢, A = £, and T — £22#E The last inequality in (4.5) is from (3.9). It is clear from the
numerical plotting of Table 1 at the end of the report that, when D < 2.50, WC;isat T =0,andat T = A

otherwise. Let A = 5.0, we have

P(CS3)|Q)lreo = / ” &(X — D + 5)[28(X) — &(X ~ D)]d&(X)

- 00

(4.6) P(CS3|Q)lr=a = / (X +5)B(X — D+5) + &(X — D) [B(X ~ 5) — &(X — D — 5)] d&(X)

- 00

P(CS,|WCs) = / " &(X) [38(X) — 26(X — D)} d(X).

-—00



If we set Py = .90, D = 2.25, then P(CS,|WC3) > .9026, P(CS2|Q22) > .9394. Combine the above
inequalities with P(CS,|PZ) > Py = .90, we conclude that, by choosing C = 2.770 and D = 2.250, our
procedure guarantees that P} = PJ = .90.

(CASE 3) k =4:

The first P* condition is established by solving for ¢ value in (3.2). As for the solution of d, we again
need to find the lower bound of P(CSy|IZ) among all cases of P(CS2|WC,) for t = 2,3,4, and then solve
for d for the preassigned Py value. The W}y here is just the EPC; The W(Cj3, similar to the case of k = 3
and t = 2, is either at (3.1) or (3.7). The only case needs to be taken care here is when ¢ = 3, i. e., the

case when there are 3 good systems among 4 possible systems. The probability of a correct selection can be

written as
P(CS2823)
= P(X(2), X(3) < X(a) X(1) < Xg) = d)
+ P(X) < X3) = d < X@a) < X(3), X(2) < X))
+ P(X1) £ X2) —d < Xg) £ X(2), X3y £ X(2))
> / 7 B(X + T3)B(X + T3)®(X - D — A)dd(X)
+ /_w (X — D+ A —T)®(X + Tz — Ts)[®(X — Ts)] - (X — T — D)]dd(X)
+ /:o (X — D+ A —Tp)®(X — Ty + T3)[®(X — Tz) — B(X — Ty — D)]d®(X)

Here Tp = M, Ty = ﬂ;]%@_]_. Numerical plotting shows that the sum of the integrals on the

right- hand side of (4.7) is a unimodal function of T; when T3 is held fixed. Thus the minimum of P(CS2{823)
always occurs at either 75 = T35 or Th = A.

Table 2 at the end of the report gives the procedure parameters C and D for given k, A, and p* values.
IMSL routines (version 10.0) were used to evaluate the integrations involved in the equations. It should be
noted that the entries of C and D depend on the choices of A values. For example, if & = 4, P} = .90,
Py = .75, and A = 5.00, then from Table 1 we obtain C = 2.548, D = 1.680. However if we take A = 7.00
instead, the answers should be C = 4.548, D = 1.680. From our numerical plotting, for the case k¥ = 3, and
4, the overall minimum of P(CS,|IZ) seems always to occur at the worst configuration of ¢t = k, that is, at
WC}. Hence, as shown in Table 2, the choice of the procedure parameter D is independent of the A value.

We conjecture that this property is true for any k.
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The performance of the proposed procedure may be evaluated by the expected selected subset size and
the total sample size for certain P*-conditions. We hope to conduct further study on this effort.

In the following, we will consider four examples to illustrate the usage of Table 2.
EXAMPLE 1. If an evaluator wishes to select the best system among 3 competing systems with confidence
level .90 whenever the distance between the true performance measures of the best and the second best is at
least .05, otherwise to select a subset that contains the best systems and consists of only good systems with
confidence level also at .90. Based on the past experience, the evaluator requires that the competing systems
produce at least .90 for P(D), the probability of a detection, and at most .01 for P(FA), the probability
of a false alarm. (See for example, Figure 3.3 NNIIES Operating Curve in (6)). Then a conservative upper

bound for o2 can be estimated as follows:
ot = Vin (V) + Vi (W) < (.90)(.10)/n + (.01)(.99)/m = .09/n + .0099/m < .0999/n

where n is the number of targets and m is the total number of false alarm opportunities and n < m.

From Table 2, the procedure parameter (C, D) exists when A is fixed at 5. It is also clear from
(4.3) and (4.5) respectively that both P(CS1|PZ) and P(CS3|IZ) are increasing in A. Thus as long as
n > (5)(5)(.0999)/((.05)(.05)) = 900, we have A = % > 5. Hence we can guarantee that our procedure
with procedure parameter (C, D) = (2.770,2.200) will achieve our goal.

EXAMPLE 2. If the evaluator in EXAMPLE 1 requires higher probability requirements P} = .95, and
P} = .95, then from the same table as above, we are not able to find procedure parameter to accomplish our
goal. However, if we increase the A value to 6.0, we find the solution for (C, D) at (3.290, 2.600). Here A = 6.0
means a larger sample size. The sample size n required here is at least (6)(6)(.0999)/((.05)(.05)) = 1438.56.
EXAMPLE 3. Suppose that 4 competing systems 7y, 7o, 73, 74 are tested with the same images used in
evaluating NNIIES system (see (4)) and they give the following P(FA)’s and P(D)’s:
System m, System 7y System 73 System 74
P(D) 230/285 247/285 234/285 212/285
P(FA) 81/6499 102/6499 181/6499 188/6499

The evaluator wants to make sure, with probability at least .90, that he selects the best system if the best
performance measure is at least §* = .1 higher than the second best, or he will select a subset containing

the best and eliminating all the bad systems, with a probability of at least .90. Thus we have &k = 4,



Pl = .90, Py = .90 and 6" = .1. Suppose that from the past experience, the common sample variance can
be estimated at .0004 (see example 1 in (2)). Thus A = §*/o = .1/.02 = 5. From Table 2, we can find
that the (C, D) that guarantees the requirements is (2.548,2.450). Therefore our procedure parameters are
c=2.548 x .02 = .05096 and d = 2.45 x .02 = .0490. The sample performance measures of the four systems
are .7946, .8510, .7932, and .7149 respectively. Since .8510 — .7946 = .0564 > ¢, we select the system 7o as
the best system with confidence level .90.

EXAMPLE 4. Suppose that the same data values in EXAMPLE 3 are used again, but with a new sample
variance 02 = .000625. Thus A = 4.0. From our Table 2, we can see that there does not exist procedure
parameter (c¢,d) that satisfies our probability requirements Py = Py = .90. Suppose that we relax our
requirements to P = .75, P; = .75. Then from the same Table 2, we find (C, D) = (2.317,1.680). Thus
c=C x0=2317x.025 = .057925, and d = D x ¢ = 1.680 x .025 = .042. Since .8510 — .7946 = .0564 < c,
we select all the systems with performance measures at least .8510 — .042 = .809. Thus we include only the
system 7, in the selected subset and claim with confidence level .75 that the systems ;, 73, and w4 are all

bad systems.




Table 1

Numerical Results for P(CS3|Q2»)
with £ = 3,¢ =2, and A = 5.00

P(CS3|20)

T/D 0.00 0.25 0.50 0.75 1.00 1.25 1.50

0.0 .5000 5701 6381 7020 7601 8113 .8549
0.5 .6382 7020 7602 8115 .8552 8914 .9200
1.0 7602 8116 .8555 8918 .9208 .9430 .9592
15 .8555 .8919 9211 .9437 .9605 9723 9798
2.0 9213 .9440 9611 9734 9817 , 9868 .9890
2.5 .9614 9739 .9826 .9883 9917 .9930 9924
3.0 .9829 .9890 .9928 .9949 .9957 .9952 .9934
3.5 .9932 9957 9970 9975 9971 .9959 .9935
4.0 9975 9983 .9986 .9983 9975 .9960 9934
4.5 9991 .9992 .9991 .9986 9976 .9960 9934
5.0 .9996 9995 .9992 9987 9977 .9960 .9934

T/D 1.75 2.00 2.25 2.50 2.75 3.00 3.25

0.0 .8906 9187 .9394 .9530 .9599 .9600 9531
0.5 .9416 .9568 .9660 .9694 9671 9586 9433
1.0 9700 9759 9772 9737 .9650 .9505 9292
15 .9835 9835 9799 9720 9594 .9409 9156
2.0 .9886 .9853 9789 .9686 .9535 9327 .9051
2.5 .9899 .9850 9771 .9655 .9491 9271 8984
3.0 .9899 9842 9757 .9634 .9465 .9239 .8947
3.5 .9896 .9836 9748 .9623 .9451 9223 .8930
4.0 .9894 .9833 .9743 9617 .9445 9217 8923
4.5 9893 9831 .9742 9615 .9443 .0214 .8921
5.0 .9892 9831 9741 9615 .9442 9214 8921

T/D 3.50 3.75 4.00 4.25 4.50 4.75 5.00

0.0 9387 .9160 .8845 .8435 7930 7336 6665
0.5 .9205 .8892 .8489 7994 7411 6750 .6031
1.0 .9003 8629 8167 7618 .6990 6299 .5566
1.5 .8827 .6415 7920 7344 .6699 .6002 5273
2.0 .8700 8270 7759 7147 65627 .5833 H11d
2.5 .8623 8158 L7670 7084 .6439 5752 .5042
3.0 .8583 .8143 7628 7043 .6402 5718 5013
3.5 .8565 8125 7611 .7028 .6388 .5706 .5004
4.0 .8559 8119 .7605 7022 .6383 5703 .5001
4.5 .8557 8117 .7603 7021 .6382 5702 .5000
5.0 .85656 8116 .7603 7021 .6382 .5702 .5000

Note: underline * ’ in each column indicates the occurence of the minimum P(CS5|€25) for the D value,

& d K@) ~ K@)
A= — _ D= dT = .
c//n’ a'/\/ﬁ’an c//n




P;\P}
75
90
95

Py\P;
75
90
95

P\ Py
75
.90
95

Py\P;
75
.90
95

P3\ P}
75
90
95

Py\P;
75
.90
95

(0.565,
(0.565,
(0.565,

(1.565,
(1.565,
(1.565,

(2.565,
(2.565,
(2.565,

(3.565,
(3.565,
(3.565,

(4.565,
(4.565,
(4.565,

The procedure parameters (C, D) for

75

.75

75

1.400)
*)
*)

75

1.400)
2.200)
1.400)

75

1.400)
2.200)
2.600)

75

1.400)
2.200)
2.600)

Table 2

given k, A, Py, and P;

k=3
A=1.0
.90
*
*
*
A=20
.90
*
*
A=3.0
.90
(0.770,
(0.770,
(0.770,
A=40
.90
(1.770,
(1.770,
(1.770,
A=5.0
.90
(2.770,
(2.770,
(2.770,
A=6.0
90
(3.770,
(3.770,
(3.770,

Note: 1. For A = 6.0 + ithe formulas for C, D are:

C = 4.565 +1.3.770 + .3.290 + ¢ for P} = .75,.90, .95 respectively;
2.600 for Py = .75,.90, .95 respectively.

D = 1.400,

2.200,

* ¥ ¥

1.400)
*)
*)

1.400)
2.200)
2.600)

1.400)
2.200)
2.600)

(0.290,
(0.290,
(0.290,

(1.290.
(1.290,
(1.290,

(2.290,
(2.290,
(2.290,

(3.290,
(3.290,
(3.290,

.95

.95

.95

.95

95

.95

e’ N N

1.400)
2.200)
E3

1.400)
2.200)
2.600)

2. * indicates that no solution exists under the D value and the probability requirements.




P;\P;
75
.90
95

P;\Pr
75
90
95

Py\P;
75
90
95

P;\Py
75
90
95

P;\ P}
75
90
95

P;\P;
75
90
95

(0.317,
(0.317,
(0.317,

(1.317,
(1.317,
(1.317,

(2.317,
(2.317,
(2.317,

(3.317,
(3.317,
(3.317,

(4.317,
(4.317,
(4.317,

.75

75

15

75

75

.75

The procedure parameters (C, D) for

N e

N e N

1.680)
*

1.680)

1.680)
2.450)
2.915)

1.680)
2.450)
2.915)

Table 2 (continued)

given k, A, P}, and P}

k=4
A=1.0
.90
*
*
*
A=20
90
*
A=30
.90
(0.548,
(0.548,
{0.548,
A=40
.90
(1.548,
(1.548,
(1.548,
A=5.0
.90
(2.548,
(2.548,
(2.548,
A=6.0
.90
(3.548,
(3.548,
(3.548,

Note: 1. For A = 6.0 + ¢the formulas for C, D are:

C = 4.565 + i.3.770 + 4.3.290 + ¢ for Py = .75,.90, .95 respectively;
2.600 for Py = .75, .90, .95 respectively.

D = 1.400,

2.200,
2. * indicates that no solution exists under the D value and the probability requirements.

1.680)
2.450)

1.680)
2.450)
2.915)

(0.083,
(0.083,
(0.083,

(1.083.
(1.083,
(1.083,

(2.083,
(2.083,
(2.083,

(3.083,
(3.083,
(3.083,

.95

.95

.95

.95

95

.95

1.680)

1.680)
2.450)
2.915)



APPENDIX
Lemma (due to Alam and Rizve (1966)): Let X = (X1, Xs,...,Xk) be a vector-valued random variables
of £ > 0 independent components such that for each ¢, the random variable X; has the distribution function
H(Xj,0;), which is non-increasing in 6; for constant X;, ¢ = 1,...,k. If ¥(X) is monotone function of X;

when the other components are fixed then E¥(X) is monotone in §; in the same direction.
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ABSTRACT

An underlying concept of the global network is that the
National Command Authority (NCA) will be able to communicate
directly with personnel in the tactical environment. In order that
graphics and video information be delivered in a timely manner,
high capacity links are essential. ATM is a candidate for the
wide-area part of this network since it is wideband and is being
developed commercially. However, since ATM is designed for
peacetime (well-behaved) use, STIP-like protocols must be
incorporated to provide for survivability in the tactical area.
This report presents research results that formulates methods which
combine the advantages of both the ATM and STIP protocols into a
network suitable for the military environment.




WIDEBAND ATM NETWORKS FOR THE DYNAMIC THEATER ENVIRONMENT
Robert R. Henry

INTRODUCTION

Two of the significant projects currently underway in the
Telecommunications Division of Rome Laboratory deal with military
communications networks. The Evaluation and Development of
Multimedia Networks Under Dynamic Stress (EDMUNDS) project [1]
is an ongoing effort to develop Secure Tactical Internet Protocols
(STIP) that respond well to a stressed tactical environment. Such
an environment is characterized by communication links subject to
jamming and nodes subject to destruction by the enemy. The
assumption is that the links have relatively low bandwidth, and
that there is sufficient time to perform sophisticated processing
to determine optimal datagram routing.

The Secure Survivable Communication Network (SSCN) project
[2] was initiated in an effort to utilize the emerging Broadband
Integrated Services Digital Network (B-ISDN) for military
applications. This network relies on the Asynchronous Transfer
Mode (ATM) [3] to provide rapid multiplexing and routing of data
over wide bandwidth 1links. Due to high data rates there is
relatively 1little time to determine the optimal route of each
packet (cell). Thus connection oriented services have been
selected to provide routing that is fixed for the call duration.
This is in direct contrast with the STIP routing protocol.

A WIDEBAND DYNAMIC NETWORK
Each of the networks discussed above may be classified into

one of two groups based on link capacity and the ability to adapt
to a stressed environment. The classification is as follows:

ATM: high capacity, low adaptability

STIP: low capacity, high adaptability.
Interconnection between these two dissimilar groups requires
careful consideration so that performance does not revert to the




least common denominator (ie low capacity and low adaptability).
ATM represents the highest in link capacity, while STIP
represents the ultimate in adaptability to a stressed
environment.

An underlying concept of the global network is that the
National Command Authority (NCA) will be able to communicate
directly with personnel in the tactical environment. In order
that graphics and video information be delivered in a timely
manner, high capacity links are essential. ATM is a candidate
for the wide-area part of this network since it is wideband and
is being developed commercially. However, since ATM is designed
for peacetime (well-behaved) use, STIP-like protocols must be
incorporated to provide for survivability in the tactical area.
This report documents research by the author that formulates
methods which combine the advantages of both the ATM and STIP
protocols into a network suitable for the military environment.

ATM NODE ARCHITECTURE

The ATM switch has N input FIFO buffers, each associated
with an incoming link, and L output FIFO buffers for the outgoing
links as shown in Figure 1. All input and output data is in the
form of 53 octet ATM cells [4] with a 5 octet header as shown
below.

emm————— cell header ----——-- m——— cell data —--——--- .

GFC|VPI|VCI|PT|RES|CLP| HEC| information(48 octets)

GFC Generic Flow Control (UNI only)4 bits

VPI Virtual Path Indicator 12bits
VCI Virtual Circuit Indicator 16bits
PT Payload Type 2 bits
RES Reserved 1 bit
CLP Cell Loss Priority 1 bit
HEC Header Error Control 8 bits

The ATM switch routes the cell based on the Virtual Path
Identifier (VPI) field in the header. An Internal Routing Lookup
Table maps each active VPI number to one of the output buffers
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(1inks). Figure 1 illustrates how the switch appends an internal
node tag to each cell. The node tag causes the cell to take an
appropriate path through the switching fabric to the desired
output link. Thus the lookup table contents and the VPI field
define a virtual circuit route through the switch for all
incoming cells.

The control processor has the important function of updating
the routing table. It does so by accepting requests to set up a
Virtual Path Connection (VPC) from another switch via the control
input buffer. In turn the controller can send requests to other
switches via the controller output buffer. The physical path
through which cells belonging to a session flow is determined and
fixed for the duration of the session through a call set-up
procedure. The control processor generates updates at a
relatively low rate compared to the 150 Mbps rate at which
individual cells are routed through the switch.

Figure 2 shows how a VPC is set up between source T and
destination H. The routing tables at each intermediate ATM nodes
define the VPC. The sequence of cells generated by each node
during one transit of the VPC is shown. For clairty only the VPI
is shown in the header along with the data D.
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Figure 2. ATM Virtual Path Connection (VPC)




THE REBEARCH

PROTOCOL COMPARISON

A comparison of the protocol stacks for both the ATM and
STIP protocols is shown below, along with the layer performance
characteristics, and the service provided to the layer above.
The basic dichotomy is apparent - STIP provides datagram service
which is low speed with dynamic routing; while ATM provides
virtual circuit service at high speed with static routing. 1In
addition, ATM routing is provided at a lower layer than is the
more traditional STIP network layer routing.

datagram virtual
! circuit
l |
_______________ |
STIP low speed 1
(network) |dynamic routing = pPp—m————————]---—————=—-——-
——————————————— ATM high speed
data 1link| low speed static routing
physical| low speed physical| high speed
CONNECTIONLESS CONNECTION ORIENTED

The STIP protocol is a Connectionless (CL) procedure, while
the ATM network is Connection Oriented (CO). There are
significant differences in how each of these two methods
accomplish data transfer, and this is summarized below.

ATTRIBUTE CONNECTIONLESS CONNECTION ORIENTED "
Network STIP ATM |
Connection None VPC
Data Unit Datagram Cell
Addressing DA in header VPI/VCI in header
Data Unit Route Varies fixed at setup
Node Storage store DG buffer a few cells

Table 1. Attributes of Connectionless and Connection
Oriented Procedures.
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This research formulates a way to incorporate the dynamic
datagram routing paradigm into the high speed virtual circuit
oriented ATM network. Both the Connection Oriented and
Connectionless cases are considered.

CONNECTION ORIENTED DYNAMIC ROUTING
Circuit-Switched Routing

Interexchange Carrier (IXC) Circuit-switched networks have
historically used static routing strategies, but in the last
decade dynamic strategies have appeared. These new strategies
fall into two categories - time dependent and state dependent.
Each strategy attempts to find an alternate route for a call if
no direct route is available. The alternate routes are limited
to two-hops maximum. Some strategies employ a trunk reservation
scheme to prevent the network from entering a state where a large
portion of the network is allocated to two-hop, alternate paths
and thereby blocking the more efficient direct paths.

AT&T’s Dynamic Non-hierarchial Routing (DNHR) [4] is an
example of time dependent routing. Data on the state of the
network is collected over a period of time and used to forecast
future expected traffic demands. A global optimization is
performed on the network for certain time periods during the day
based on historical data. Routing tables with up to 14
alternate, two-hop paths are downloaded to each switch. If a
call can not be set-up on the first alternate path then the
second is tried and so on. Trunk reservation is employed in
DNHR.

Northern Telecom’s Dynamic Traffic Management (DTM) [5]
is an example of a centralized, state dependent strategy. The
number of idle trunks, traffic that overflowed the direct route,
and the CPU occupancy of each switch is reported to a central
network manager every 10 seconds. The network manager calculates
trunk reservation and call admission pacing parameters and
downloads the data to the switch. Only two-hop alternates are
allowed. AT&T’s Trunk Status Map Routing (TSRM), France’s System




to Test Adaptive Routing (STAR), the Bell operating company’s
Dynamic Routing-5 (DR-5) [6] also use centralized, state
dependent routing.

British Telecom’s Dynamic Adaptive Routing (DAR) [7] is
an example of an distributed, state dependent strategy. Switches
using DAR have one alternate route that all calls overflowing the
direct route must take. If the alternate path is also blocked
the call is lost, but a new alternate path is chosen at random
from all possible two-hop routes. Trunk reservation is applied
to the alternate routes. Japan’s State and Time Dependent
Routing (STR) is similar but restricts alternates to a set of

optimum paths.

ATM Routing
The Virtual Path Connection (VPC) and Virtual Circuit

Connection (VCC) in the ATM network can be viewed as being
analogous to the switched circuit in the IXC network. Then a
potential ATM dynamic routing paradigm is obtained by replacing
the IXC network switched circuit by an ATM network VPC/VCC. Thus
the set of two-link alternate routes may now be composed of
elements with a variable number of concatenated links. This
provides additional flexibility since the VPC/VCC need not be
restricted to two hops.

The set of alternative routes are ranked according to a
metric such as available bandwidth, congestion, delay, etc. A
proposed metric based on survivability would yield alternate
paths which are physically disjoint.

Dynamic routing may be implemented at the network edges
(end-to-end) or at network intermediate nodes (internal).
Internal routing responds faster to node/link failures than does
end-to-end routing, but requires additional node intelligence.
In addition the alternate routes may be predetermined (reserved)
or determined as needed (on demand). The reserved method
provides rapid response but ties up network resources, while the
slower on demand technique efficiently utilizes network
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resources. Table 2 summarizes four dynamic routing methods
identified by the investigator based on the above discussion.

RESERVED ON DEMAND
END-TO-END IXC
INTERNAL research research

Table 2. ATM Dynamic Routing Mechanisms.

The research of this project is centered on both reserved
and on demand internal dynamic routing. Figure 3 shows the
sequence of events that occur when a link, marked with an "X",
fails. Upon detection of the port b link failure, the upstream
node sends a "reroute" cell out of port d to find a new
downstream node. The VPI = 0 field routes this cell to the node
control processor of the downstream node. Included in the cell
is the destination address H, the required bandwidth B, and the
VPI number to be used for the new route. This information is
obtained from an augmented routing table as shown.

After acknowledgement, the upstream node updates its routing
table by replacing the old entry with a new one which reflects
the changes. In response the new downstream node updates its
routing table and in turn sends out a "reroute" cell if it is not
the destination node. Subsequent cells follow the new VPC.
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Figure 3. Proposed Internal Dynamic Re-routing Mechanism.
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CONNECTIONLESS DYNAMIC ROUTING

Datagram Dynamic Routing
Routing in datagram (connectionless) networks fall into two

broad categories, shortest path/least cost and bifurcated [8].
Shortest path algorithms, such as the classic minimal spanning
tree and Ford and Fulkerson’s algorithm, find the optimum route
for a single packet. Modified, distributed versions of Ford and
Fulkerson’s algorithm have been used in several networks. The
unmodified distributed version is prone to looping problems.

Many "cost" indicators have been used in implementations of these
algorithms. Bifurcated routing minimizes the delay over the
entire network. No commercial network has yet implemented this
method; however, STIP is a bifurcated routing algorithm .

ATM Adaptation lLayer Access
Efforts are currently underway by the CCITT [9] to

provide datagram service via an ATM Adaptation Layer (AAL) that
resides on top of the ATM Layer (ATML). This method embeds a 2-
octet header and a 2-octet trailer in each cell data field to
provide destination addressing, segmentation and reassembly, and
error checking. The exact procedures are yet to be determined,
but there is currently no effort to incorporate dynamic routing
on a datagram basis. The protocol stack for this network is shown
in Figure 4a. The corresponding sequence of cells generated by
each datagram is given in Figure 4b.

Current research focuses on building a connectionless
network "on top of" the ATM network using the services defined by
the Adaptation Layer. Rahnema [10] proposes the use of this
layer to establish permanent VC connections between pairs of
connectionless networks. This method does not provide datagram
service within the ATM network, but merely point-to-point
connections between existing datagram networks.
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ATML:ATM Layer

DIRECT

TRAIN

TML:Train Mode Layer

PMDL:Physical Media Dependent Layer

SARS:Segmentation & Reassembly Sublayer

AAL:ATM Adap
CS:Convergen

datagram
i

CS

SARS

ATML

PMDL

CCITT

tation Layer
ce Sublayer

Figure 4a. Protocol Stack for the Proposed

TRAIN

GC| data

data

data

data

DIRECT
time
4
H data
H data
]
i
H data
H : ATM cell Header,
SH :
ST :
CH :
CT :
GC :
TC :

TC| data

Convergence Sublayer Header,
Convergence Sublayer Trailer, 4 octets
Guide Cell Header, 4 octets
Trail Cell Header, 4 octets

5 octets
Segmentation & Reassembly Sublayer Header, 2 octets

Segmentation & Reassembly Sublayer Trailer, 2 octets
4 octets

ATM Datagram Access Networks.

CCITT
H|{SH|CH|data|ST
H{SH| data ST
H|{SH| data ST

I

I
H|SH| data ST
H|SH|CT|data|ST

Figure 4b. Datagram Cell Transmission Sequence
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A centralized connectionless server which receives datagrams from
remote nodes is proposed by DePrycker [11]. Such a network has
a "star" configuration with the disadvantage that the hub is a
single-point failure and a prone to congestion. A distributed
version in which connectionless servers are placed at each ATM node
is suggested by Landegem and Peschi [12]. Each server uses the
adaptation layer to exchange datagrams with other nodes. However
the authors do not give details of how routing may be accomplished.
We propose to establish a "Packet Switched Subnetwork" (PSS) with
"Packet Handlers" located at strategically selected ATM nodes as
shown in Figure 5. They would be selected based on criteria such
as the number of hops, physical diversity, etc. The PSS will have
the ability to reconfigure itself in response to failures. Thus
the subset of ATM nodes which are Packet Handlers will change with
time. They will be interconnected via VPC/VCCs on a reserved
and/or demand basis. Datagrams are exchanged between Packet
Handlers using the ATM Adaptation Layer (AAL) Type D service.

ATM Layer Access
In addition to the CCITT method, two other proposed methods

for datagram access are illustrated in Figure 4. The "Direct"
method inputs datagram octets directly to the ATM layer. There is
a one-to-one correspondence between a datagram and ATM cell; thus
the maximum datagram size then is 48 octets. A subset of VPI/VCI
numbers are reserved for use as a datagram address field. The ATM
switch would route these "datagram" cells separately from the
standard VC cells.

The "Train" method uses a Train Mode Layer (TML) to interface
between the datagram service and the ATM layer. For each datagram
the TML generates a "train" of cells beginning with a Guide cCell,
followed by Data Cells, and ending with a Trail Cell. The Guide
Cell contains the routing information and leads the following
"train" of cells through the network. The Trail Cell then
deactivates the track established by the Guide Cell, thereby
releasing switch resources for other datagram transmission. If
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congestion is encountered at a node the Guide Cell and following
Data Cells are stored in a datagram buffer until an alternate route

becomes available.

Port| VPI
Out | Out
x | 65
D:Data
VPI [ Pon| VPI ’ VPI : Virtual Path Indicator
In Out | Out
K VPC:x65+c32+d
32 d

Figure 5. ATM Packet Switched Subnetwork (PSS).
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DETECTION OF LINK FAILURES

Inherent in the operation of dynamic routing methods is the
ability to detect 1link failures. It is important that detection
occur rapidly so rerouting can be effected in a timely manner.
The ATM Physical Layer SONET frame contains information that can
be used to determine the status of a link [13]. The STS Path
Trace octet is used to transmit a 64-byte, fixed length string
repetitively so that a path-receiving terminal can verify its
continued connection to the intended transmitter. The Path
Status octet is allocated to convey back to the originating path
terminating equipment the path terminating status and
performance.

The importance of detecting errors as quickly as possible
stems from the potentially high cell loss that may be incurred if
rerouting is delayed. The minimum time to react to a condition
within the network causing cell loss is the time for the
condition to propagate back to the neighboring nodes plus the
SONET frame length. This is because failure will occur at some
point in the frame between the point in the current frame where
failures can be detected and the same point in the next frame.
Cell loss will be greater if error detection and recovery is
placed at the end nodes rather than at each intermediate node.
If an intermediate node fails between two end nodes 5000 km
distant from each other and transmitting at the 0C-3 rate of
155.52 Mbits/s, 830 Kbytes of data would be lost before the
failure could even be detected. If rerouting could be performed
at the intermediate nodes, with nodes being 500 km distant for
example, the cell loss would be reduced to 170 Kbytes of data.
Higher link speeds and delay within the nodes to react to network
problems will increase the potential loss of data.
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RESULTS

Very little has been done by other researchers to understand
how ATM networks may be made to operate in a dynamic environment.
The wisdom is that ATM networks will be well-behaved and operate
over reliable physical systems. Much of the current effort is in
the areas of ATM switch architecture development and call
admission for VCs. Some attention has been given to offering
connectionless (packet switched) services over ATM networks but
this work lags well behind the work on developing connection
oriented (VC) services. This perception was validated when Dr.
Henry attended the 1993 IEEE INFOCOM in San Francisco.

ATM can be adapted to offer datagram (connectionless)
services even though ATM is inherently a connection oriented
service. The CCITT and other researchers have addressed this
issue. This research proposes a packet switched subnetwork to
provide connectionless service that will utilize and coexist with
the commercial ATM network. This proposal utilizes VCs allocated
on a semipermanent basis as the links between packet switching
nodes. Additional intelligence at select ATM nodes performs the
routing function. Routing will be done on a decentralized basis
to avoid the single point-of-failure potential of centralized
routing and network management. A variety of decentralized
routing algorithms such as STIP, Internet, MILNET, etc. may be
adapted to the requirements of a dynamic ATM network.

Propagation delay becomes a significant factor in wideband,
high capacity networks. End-to-end routing is simpler to
implement but is susceptible to much greater cell loss due to
changes in the state of the network than if internal routing is
used. Even with internal routing, cell losses may be non-trivial
and presents an important area for additional research for those
designing protocols for dynamic, ATM networks.

Five tasks were defined in the Statement of Work in the
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Research Initiation Proposal and are listed below. The results
and accomplishments for each task are summarized.

Task 1: Continue literature search for relevant developments.

The research has identified numerous references relevant to
this research in the technical literature. Selected references
may be found at the end of this report.

Task 2: Monitor industry progress in the ATM implementationms.
Dr. Henry attended the 1993 IEEE INFOCOM held in San
Francisco on March 30 through April 1. He discussed the latest
developments in the field of ATM-based communication networks

with the experts in the field.

Task 3: Continue research on how Datagram (dynamic) service can
coexist with VC (static) service.

The research has identified how datagram service may be
offered over a connection oriented (VC), ATM-based network. A
Packet Switched Subnetwork is proposed that uses virtual paths
and virtual circuits as the "links" that will carry dynamically
routed packets. This method requires no modification to the ATM
cell format as set by the CCITT and will coexist with commercial

networks as currently envisioned.

Task 4: Research ATM cell transmission format for datagram
service.

Datagram service can be implemented over ATM-based networks
and three possible formats are suggested: the DIRECT, TRAIN, AND
CCITT techniques proposed in Figure 3b. These methods are
compatible with the envisioned ATM switch architectures and
function by making appropriate updates to the ATM switch’s
routing table as demonstrated in Figure 4.

Task 5: Evaluate end-to-end and node routing of Datagrams.
This research suggests the use of a distributed routing as a
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means to enhance ATM networks for the dynamic theater
environment. The trade-off between end-to-end routing of cells
as currently envisioned and routing at the nodes is that the
network will be able to react much more quickly to changes in the
state of the network at the cost of greater network complexity.

CONCLUSIONS

Most of the research surveyed in the literature assumes that
ATM networks will have very low bit error and burst error rates
and that the networks will be well-behaved. These assumptions
are appropriate for static, commercial networks based on optical
fiber links but are not valid for the dynamic theater
environment. This research has identified several methods that
can adapt ATM to the dynamic theater environment and concludes
that a rapid response to exceptions is essential. Optimization
of the methods identified will depend on a more specific
understanding of the dynamic environment itself. The research
has identified areas in which additional research is likely to be
productive - specification of dynamic protocols and computer

modelling of ATM networks.

The research has provided insight into the granularity of
routing decisions noting that routing may be performed once for
each call (session) or on a cell-by-cell basis or anywhere
in-between. One of the areas identified for future research is
that of finding the optimal point at which to make routing
decisions in dynamic ATM networks. For instance, this research
has shown how a VC call may be rerouted in progress to minimize
the impact on the end users. The traditional approach for VCs is
to break the connection and set up a new call when network

problems are encountered.

The research has considered three methods for implementing

3-20



datagram service over ATM networks: the DIRECT, TRAIN, and CCITT
methods. Each of these methods are compatible with the currently

envisioned ATM architecture and function by updating the routing
tables within the switches to alter the physical paths that the
cells take. The most appropriate method for dynamic ATM networks

is open to further study and is subject to hardware capabilities

and conditions within the dynamic theater environment.
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APPENDIX A
CELL LOST DUE TO TRANSMISSION LINK
AND NODE FAILURES

A model of a bidirectional virtual path through three nodes
labeled A, B and A’ is presented for the purpose of ascertaining
cell loss before a failure can be detected. This model estimates
the number of cells that are lost due to a network failure before
detection of the failure can occur. The reaction time of the
network to the fault is not considered and is here assumed to be
zero. Only the physical links for the virtual path of interest are
shown, which in this model are unidirectional, single optical
fibers identified by lower case letters. Nodes are identified with
upper case letters.

Three failure modes are presented in which fiber ’a’ fails at
the points labeled x and y of Figure A-1 and a transit node failure
characterized by node ’B’ failing. It is assumed that failures
are detected using the SONET path overhead. The model assumes a
worst case scenario where the failure occurs immediately after a
point in the SONET frame (125 usec duration) where failures can be
detected. This assumption adds an additional 125 usec delay to the
detection of the fault.

A
A

v
v

| |
X y

Figure A-1. Link and Node Failure Model

Transmission Rate: D bits/s
Propagation velocity: v m/s

Cell Loss: CL cells (53 octets)
transmission line distance: d m

SONET frame duration: t, s

Time to detect fault: T, s
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Synchronous Payload Envelope of an OC-N signal.

Propagation Delay.

Time

Time

D = 49.536xN Mbits,

_d

to=5

to detect fault at position x.
=2¢t, + £,

2d -4
=== + 1,25x10
v 1.25x

to detect fault at position y.
Ty=t, + t,

d -4
== + 1.25x10
v 1 X

The follow1ng three casés assume a propagation velocity of .75c
(2.25 x 10%® m/s and an 0C-3 signal (148.608 Mbits/s data carrying

capacity):
Mode 1: Node B fails
1) A and A’ continue to transmit unaware that B is not
receiving
2) Cells on a and a‘’ are lost (same as if fiber had failed at
point y)
3) Cells transmitted by A and A’ after the fault are lost
D D
= + 2T =
cL 2tp424 1424
- 2D
=(Z= + 1.,25x107¢
( ) 222 224
=6.231 cells/km + 87.6 cell
Mode 2: Fiber a fails at x
1) Cells already on a are not lost
2) Cells transmitted by A after fault are lost
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D

CL=(2¢E. + ) —
(2 p ‘)424

2d - D
={(=—— + 1.25%x1 4y =~
( v 1.2 07¢) 224

=3,115 cells/km + 43.8 cell

Mode 3: Fiber a fails at y

1) Cells already on a are lost
2) Cells transmitted by A after fault are lost

t,D . T,D
CL = -2 + L
24 TV

2d -
=(Z= + 1,25x10™%
( = )

=3.115 cells/km +

A receiving node will in actuality run some fault detection
algorithm that will take an as of yet undetermined length of
time. Additionally, the algorithm may dispatch an alert to the
affected entities to inform then of the condition. The alerts
may take on different levels. A low level alert may indicate a
high number of errors in the SONET stream, which might be a
precursor to a total failure. A midlevel (yellow) alert might be
issued at the first indication that a failure has occurred and a
high level (red) alert might be issued after one or more entire
SONET frames are missing or unusable. SONET frames are also
scrambled so the loss of even part of the frame results in the
loss of more than just the data in the affected portion of the
synchronous payload envelope (SPE). Even so, the number of cells
lost on a faulty SONET frame is small compared to the potentially
very large number of cells that may be in transit on a link. For
a moderately long link of 500 km, a node failure would result in
the loss of 3202 cells due to propagation delay while a link of
5000 km would lose 31,243 cells with a node failure. The failure
of a single fiber would result in about one-half of these losses.
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ABSTRACT

The congestion control in the ATM network is a critical technical issue that
requires extensive simulations under different scenarios in addition to the theoretical
derivation of closed form formulas and equations. In a tactical theater environment, this
task is complicated by the tactical communications requirements: multi-level security,
service priority levels, integration of tactical traffics, and rapid and effective response to
the dynamic changes. This paper presents the results and the recommendations of the
research work conducted in order to support the Telecommunications Division (C3D) of
the Rome Laboratory effort in execution of the DDR&E Science and Technology Thrusts
- Global Surveillance and Communications and Precision Strike. The results of this effort
also related directly to both the "Global Grid" and "Artemis" Advanced Technology
Demonstrations where the ATM is an important component. The study reveals that the
closed form solution is possible for ATM switch with both the input and output queuing
which is the congestion con.trol technique used in the Secure Survivable Communications
Network (SSCN) project. However, closed form solution for end-to-end network
performance depends on the dimension and the distribution of network layout, and require
additional study. The simulation model for node level analysis is discussed, and the future

research works are identified and discussed.
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CONGESTION CONTROL FOR ATM NETWORKS IN
A TACTICAIL THEATER ENVIRONMENT

Benjamin W. Hoe

1) Introduction:

This paper presents the analysis of congestion control techniques in tactical
Asynchronous Transfer Mode (ATM) networks in order to support the Tactical
Communications Land Combat Zone Post-2000 needs for integrated information: voice,
data, video, and messages. The transmission speed for future Broadband Integrated
Services Digital Network (BISDN) will start from 155.56 Mega bit per second (OC-3),
and can increase beyond 1Giga bit per second since the fiber optic medium can provide
high bandwidth with very low bit error rate. Such high speed network will simultaneously
support different types of traffic with different characteristics, and different service
requirements.  The integration of loss sensitive information such as data, and delay
sensitive information such as interactive video requires new queue management techniques
to optimize the delay-loss performance. The congestion control in tactical ATM networks
is complicated by this two dimension performance requirement, in addition to the military
communications requirements; multilevel security, service priority level, and integration of
low speed high bit error rate tactical traffic. There are some congestion control
techniques for commercial ATM network proposed by different organizations. These
techniques may not be effective in tactical theater environment, where traffic patterns will
be ranged from few hundreds bit per second to 155.56 Mbps (OC-3), the speed expected
to be used in POST 2000 Wide Area Network (WAN) architecture. Especially, loss of



some communications nodes and links, and service degradation due to enemy jamming

add different requirements for congestion control in military networks.

The figure 1 illustrates the ATM network in POST 2000 architecture. It shows
that ATM network must deal with variety of communications systems: voice networks,
tactical networks, local area networks, high performance workstations, and video image

transmission.

Successful implementation of ATM technology for BISDN is based on:
1)Switching 2)Transmission, and 3)Effective Congestion Control.  The primary
component of ATM network is an ATM switch which routes incoming ATM cell (53
bytes long packet) to its destination output. Some basic ATM switch architecture will be
discussed in section 3. The transmission medium in ATM network is mainly optical fiber,
which supports high speed transmission with very low bit error rate. Currently, there are
five Giga bit testbeds sponsored by the National Science Foundation (NSF), and Defense
Advanced Research Projects Agency (DARPA), in addition to the Department of Defense
(DOD) sponsors Theater Extension Network (TENET). Congestion control, the center
core of this paper, is an important issue still have to be solved in order to achieve the
successful implementation of ATM network. GTE corporation has proposed to use an
ATM switch with both input and output queues for the Air Force ATM testbed, which is
being developed under the Secure Survivable Communications Networks (SSCN) project.
The objective of this paper is to present the simulation model developed to perform
congestion control study on above proposed ATM switch, discuss the performance of the
output queuing technique against the proposed input/output queuing technique, and

develop potential enhancements on current technology.




TACTICAL
NETWORK
[TACTICAL
USER

Figure 1. ATM Switch in NATO Post 2000 Tactical Communications Architecture

The research work discussed in this paper is originated from the work conducted
at the Rome Laboratory in the summer of 1992. Brief background of the current work is
discussed in the next section. The section 3 provides different switch architecture to
establish basic ATM concepts before the discussion of queuing analyses in section 4. The
section 5 describes the simulation models developed as the major effort of this research.
All simulation models and source codes have been delivered to the Rome Laboratory. The
section 6 presents two simulation outputs, and the section 7 discusses two

recommendations derived from this research effort.
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2) Background of Current Work:

The Rome Laboratory (RL) is constructing an ATM testbed to conduct the
Advanced Technology Demonstrations (ATD) in order to support technologies critical to
the future networking requirements of the Air Force. In this testbed, an ATM switch with
both input and output queues are used as buffers for incoming traffic if a destination
output port is busy or not available for service. Generally, the use of input queue reduces
the throughput due to the head of the line (HOL) blocking. The use of output queue can
achieve the optimal throughput-delay performance, however, cell loss cannot be avoided if
congestion continues so the offered load (incoming traffic) exceeds the buffer capacity.
In general, queue size is selected according to the steady state offered load such as
Aoffer < Aservice rate SO congestion will be solved by itself in the steady state. Selection
of queue size in a tactical network according to this rule can not guarantee no cell loss
since the offered load Aqrer is difficult to determine due to the dynamic nature of traffic
characteristics in military environment. The possible loss of some communications
resources such as transmission links and switching nodes, and jamming contribute unusual
heavier traffic loading on some links and nodes. Such dynamically changing situation in
battlefield, and the Hot Spot effect (Appendix 1) which is highly possible in tactical
environment make it very difficult to predict the steady state queue length and traffic
loading. Hence, use of output queuing alone cannot guarantee the low cell loss probability

(Ploss ) in tactical ATM network.

The GTE proposed to use the input and output queuing technique, which was first
presented by Iliadis and Denzel of IBM corporation [6]. It has been shown that
appropriate use of input and output queues combination reduces the cell loss probability

with high throughput capability. However, any use of input queues can cause HOL
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blocking which can reduce the switch throughput.

The initial study on congestion control issues was conducted in RL and funded by
the Air Force Office of Scientific Research (AFOSR) during the Summer of 1992 under
SRP program. Then, RL has decided to build a simulation model for ATM switch with
both input and output queues to study these traffic control issues. OPNET object oriented
software was used as the design tool, and the result of this simulation model can be easily
modified or incorporated with other design works performed by the RL and GTE. Three
tasks identified under initial project are 1) Design and analysis of diverse ATM traffic in
tactical environment 2) modeling and analysis of diverse transmission media in tactical
environment and 3) defining threat scenarios. The task one is most difficult one since the
integrated traffic patterns in BISDN, especially in military environment is still not well
understood, while task two and task three are relatively well defined compare with task
one. Some of the project related to these tasks are the Development of Multimedia
Networks in Dynamic Stress (EDMUNDS) project sponsored by the DARPA, and the
Communications Networks Operating System (CNOS II) project of the RL, Griffiss Air

Force Base.
3) ATM Switch Architecture

The ATM network, BISDN with ATM protocol, transmits fixed size packet (53
Bytes) known as ATM cell over SONET medium with the speed of 155.56 Mbps (OC3
speed). The ATM switch which routes cells from input ports to output ports. During the
routing of ATM cells from the input side to the output side of the ATM switch, there are
two possible blockings-- internal blocking and output port blocking, as shown in figure 3.

The internal blocking can be avoided by switch design and the output port blocking due
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to output port contention is solved by contention resolution algorithms. Some of the well
known internal non blocking ATM switch architecture are briefly discussed in section 3.1,
3.2, and 3.3 because analysis of congestion control and cell loss probability is related with
the switch architecture. The contention resolution algorithms used to solve output port
blocking are Recirculation Algorithm from AT&T, Three Phase Algorithm from Bellcore,

and Ring Reservation Algorithm from Bellcore.

8 s 4 3 2 1 (BT
GFC VPI 1
VPI VCI 2
VCI 3
VCI PT RBICLP| 4
HEC(CRC) 5
PAYLOAD
53
(BYTE)

Figure 2. ATM Cell Format
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Figure 3. Internal Blocking in ATM switch caused by the same intermediate point taken by
two inputs, and Output Port Blocking caused by two inputs with the same destination

output.

3.1) Batcher-banyan Switch

The Batcher network is a sorting network, which sorts the inputs into
monotonically increasing order. The Banyan network is a self routing network, which can
route the cell to its destination using the address in the header field. The Banyan network
is internally non-blocking if all inputs are compact and sorted in monotonically increasing
order. Therefore, the combination of Batcher network and Banyan network, known as
Batcher-banyan network is used as an non-blocking ATM switch. It has the complexity of

N(logN)2.
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Figure 4. Batcher-banyan Internal Non-blocking Switch

3.2) Knockout Switch

The Knockout switch is another well known switch developed by the AT&T Bell

Lab. In this switch architecture, all input lines are connected to all output ports through

the bus interfaces which contain packet filters, N x L concentrator, and a shared buffer.

Z-----0 -
—_—
N

e
=ls

, A
Z

NxL I

+ | CONCENTRATOR | °

INPUT -- - i I j
BUS | .. .. _. BUS : Z

INTERFACH ~ INTERFACH - BUH‘;ER :

I ouTPUT In " BUS INTERFACE

Figure 5. The Knockout Switch with NxL Concentrator
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The original version of knockout switch uses output queuing. It has been shown
that the cell loss probability Pjogs of 10-0 can be achieved by selecting L=8 for large N.
GTE is developing a tactical ATM switch based on this architecture with input and output
queuing for the SSCN project. Use of knockout switch architecture in a large scale
network may not be a good choice since its switch hardware complexity is in the order of

N2,

The Knockout switch is designed in the way that each incoming cell is broadcasted
over N channels. Concentrators are connected to N channels through the cell filters which
examine the output port address (destination address) of arriving cell, and only admit
those cells that have the valid output port address into the NxL concentrator.  For
example, cell filters inside Bus Interface 1 admit cells with output port address 1 to the
concentrator and reject all other cells with different output port address. Each
concentrator inside each bus interface has N inputs and L outputs where L is less than N.
Therefore, a concentrator can receive L packets simultaneously. If K cells destined to a
same address for the case K is greater than L, L cells will go through the concentrator and
the remaining K-L cells will be discarded. The selection of L packets can be prioritized

inside the concentrator. The detail analysis of Knockout switch can be found in [9].

3.3) Dual Shuffle-Exchange Switch

This architecture is developed by S. Liew and T. Lee [8] from the Bellcore
recently. Probably, it will be the best choice for a large scale ATM network since its
complexity is NlogN, the Shannon's lower bound. This switch architecture is based on the
concept that shuffle network and unshuffle network are mirror images of each other, and

the deflection routing error caused by one network can be corrected by its mirror image
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network.

Shuffle Network Unshuffle Network

Figure 6. Dual Shuffle-Exchange Switch

3.4) Switch Architecture and Cells format used by GTE

The detail of ATM switch fabrication architecture and the cell format are
proprietary information and will not be discussed in this paper. GTE switch is generally
based on the Knockout switch [9] concept and used input and output queuing technique
[6] for congestion control. The ATM cells arrived at input ports will be appended with
node tag which contains priority information and security information. This 5 bytes node
tag is stripped off at the output side of the switch to conform the standard ATM cell

format.
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INPUT QUEUE OUTPUT QUEUE

Figure 7. ATM Switch with Input and Output Queuing. Node tag is appended at the input

side and stripped off at the output side

In addition to those basic architecture discussed in section 3.1 through 3.4, there
are various versions of ATM switch architecture based on the banyan network such as
Tandem-banyan architecture, Pafallel—banyan architecture, and Dilated-banyan
architecture. Section 3.0 through 3.4 are intended to provide insight into the ATM switch
concepts and architecture as groundwork for discussion of queuing and congestion control
analysis, the main objective of this paper. For detail on ATM switch, refer J. Hui [5], Yeh
[9], Liew [8], and GTE proposal [2]. The following table summarizes the basis switch

architecture, complexity, and associated queuing techniques.

Switch Architecture; Complexity Queuing Technique
Batcher-banyan O(Nlog’ N) Input Queuing
Knockout ON?) Output Queuing

" Dual Shuffle O(NlogN) Output Queuing
Tandem-banyan O(Nlog’ N) Output Queuing
Parallel-banyan O(Nlog’ N) Output Queuing
Dilated-banyan O(NlogNlog(logN)) Output Queuing

Table 1. Switch architecture with respective complexity and queuing technique
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4) Queuing Analysis

The function of an ATM switch is to route cells from input port to output port. If
more than one input port have cells destined for the same output port, there will be only
one contention winner and the rest must be stored in either input queue or output queue
till the output port is available for next service. The offered load is selected to be smaller
than the output port rate in order to preserve the stability in the queues, however, the
offered load can exceed the service rate in worst case war time scenario. The cell loss will
occur after the queues reach its capacity. Therefore, selection of optimal queue size is
important; small queue will result in large cell loss and large queue size will result in

higher hardware complexity.

4.1) ATM Switch with Input Queuing

The input queuing technique is illustrated in figure 8. If an arriving cell is destined
to an output which is not serving any cell, then the arriving cell is switched to the
destination output and no queuing is required. But, if multiple inputs have cells destined
to the same output at the same time, then the output port can facilitate only one cell at a
time, and contention losers must wait in the queue. Other situation is if an arriving cell is
destined to an output which is serving another cell so the arriving cell must wait in queue
for service. The major disadvantage with the input queuing technique is the concept
known as the head of the line (HOL) blocking. As illustrated in figure 8, both cells at the
head of the line of the Input 1 and Input N are destined to the same Output 3. The cell
from Input 1 wins the contention so cell from Input N must wait at the HOL. Suppose a
next arriving cell at the Input N is destined to Output 1, which is idle and available for

service. But, this recently arrived cell can not be routed to its destination Output 1
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because the HOL cell is blocking its way. This HOL blocking limits the switch throughput

to 58% in switch with input queuing.

INPUT QUEUE
Input 1 3 |___ Output 1
\__ Output 2
L Output 3
Input N T3 L SWITCH Output N
HOL Blocking

Figure 8. Switch with Input Queues

Consider a NxN switch with the following parameters for analysis of input

queuing:
Nj : Total number of cells destined to a tagged j output in current time slot
Ny  : Total number of unblocked inputs in next time slot

€ (Nj) : Number of cell successfully delivered to j output during current time slot
€ (Nj) =min (1, Nj)
A : Probability of a cell moves to HOL or Offered load at input port

Ao : Throughput
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The total number of unblocked inputs in the next time slot is just total number of input
port minus total number of blocked input port in current time slot. Which is:
N
N,=N-Y[N,-eW))] (1.1)
j=1
from equation (1.1), the expected value for Nj is obtained as:

E[Nj]=1+?\.a(1—-):1—) (1.2)

:

Another equation for E/N /j] can be derived from the following dynamic equation:

’j=Nj—e(Nj)+Aj (1.3)
where

N’ : Total number of cell destined to output j at next time slot

Aj : New arrival destined to output j

_A,(2-1)

T 2(1-1,) -9

E[N,]

From equation (1.2) and (1.4),

1 A,(2-1,)
1 -z Tol
Ao x,.) 2(1-1,)
_ 20, (1-1)
oo, -2 (-5

In order to analyze the maximum throughput, we assume that there is always a cell to be

routed to output port at anytime, thatis, A ;is 1. Which implies:

A +4A,+2=0 (1.6)
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The solution of above equation Ay = 0.5857 or 58%, that is the throughput of a tagged
output port being analyzed. This concept was first presented by Karol, Hlychy, and
Morgan from AT&T [7]. The detailed derivation of equation (1.1) through (1.6) is
provided in Appendix 2 and 3. This analysis shows that unconditional use of input
queuing results in 58% throughput due to the HOL blocking. In order to avoid the HOL
blocking, we can drop off contention losers from the queues rather than keep them waiting
at the HOL. Even so, the throughput is upper bounded at 63% due to the fact not all

output ports are fully utilized.

Probability of a cell destined to a tagged output = —I{I—x A
which implies:

Aiw
N)

Throughput of the switch = A, =1-(1—
Take A; = 1 for maximum throughput analysis,

—1—q-Ly
A, =1-(1--) (1.7)

if N=1 (1x1 switch), A,=1 or 100% throughput as expected. It is easy to see because
there is no HOL blocking and no contention in one input and one output switch so 100%
throughput is achieved. For N=2, throughput A, is .75 or 75% and for N=8, throughput

is decreased to .6563 or 65%. For large N, equation (1.7) becomes:

A, =1-e"=63%
which is the upper bound for large N with input queuing.

The delay analysis will not be discussed in this section since it is well known that
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the delay at an input queue follows the M/D/1 queuing discipline. From the Pollaczek-

Khinchin (P-K) formula [1], the mean delay can be shown as:

A (1.8)

Mean Delay =D = ———
neeay 2(1-1)

for service rate L = 1 time unit
4.2) ATM Switch with Output Queuing

The figure 9 depicts a switch with output queuing mechanism. All cells are routed
to their respective output ports and stored there for services. There is no input queuing
and consequently HOL blocking is avoided. Consider the same situation encountered in
figure 8, where both Input 1 and Input N have cellls destined to the same Output 3. These
two cells with the same destination address Output 3 are routed over to Output 3 and
stored there for services. Therefore, the second cell in Input N is able to go to Output 1,

and higher throughput than input queuing shown in figure 8 is achieved.

OUTPUT QUEUE
Input1 __] I 1 — Output 1
Input2 __] I ' Output 2
Input3 _ L ——]3|3 |— Output3
) SWITCH
Input N —; — — Output N
«— L—

Figure 9. Switch with Output Queues

4-19




The analysis for throughput of a switch with output queuing technique is provided

below:

Pg  :Probability of K cells destined to a tagged output port

L : Queue size of a tagged output

N! A, A
Py = ————— (H*(1-=H"k 1.9
=R =K (N) ( N) (1.9)

for large N, above equation can be simplified as:

A
PK = ze

Take Aj =1 for maximum throughput analysis implies:

If K is less then or equal to the output queue size L, all K cells will be admitted to
the output queue. However, if K is greater than L, then only L cells are admitted into the

output queue and remaining L-K cells will be dropped.

L-1 N
A, =D KPe+L> Py
K= K=L

0

L-1

A, =3
K=0

L-1
KP,+L(1-) Py)
K=0

-1
Substitute P, = L
K

L-1 L—k
A, =L1-) —)e™!
;) K!
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If queue length L=1 or no queuing at all,

Ao=1-e"1=63%
If L—eethen

L-1 -1 L-1 e—l
A, =L-L)Y —+

K=0K' K=1 (K_l)

A, =L—Lee” +ee” =1

A, =100%

Use of output queuing achieves 100% throughput. In fact, the output queue gives
optimal throughput-delay performance. Generally, the queue length is selected according
to the steady state traffic loading to avoid cell loss. However, the long burst of data can
overload the queue at some time instances in the ATM network, so cell loss is not
completely avoidable in the output queuing technique. In military network, it is more
important that cell loss be minimized. The delay at each queue follows the same M/D/1

queuing discipline, as in equation 1.8.
4.3) ATM Switch with Input and Output Queuing

The Air Force SSCN project, which objective is to create an ATM based high
performance high speed network, uses input and output queuing to reduce the cell loss. It

has been shown that use of input and output queuing can achieve throughput performance

of 78% with output queue size L of 4, and 100% throughput is achieved as L approaches
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to the infinity [6].  The throughput analysis for input and output queuing can be
performed based on the techniques provided in section 4.1 and 4.2, and will not be
discussed in this section. The delay analysis in input and output queuing is, however,

different from that of section 4.1 and 4.2, and discussed below:

INPUT QUEUE OUTPUT QUEUE

—I -
T

SWITCH

—TH

Figure 10. Switch with Input and Output Queues

The mean delay of input and output queuing consists three components:

1. Delay at input queue, that is from the time a cell enters the input queue to the time it
reaches the HOL position

2. Delay at HOL, that is the time a cell waits at the HOL position before it is routed
over to an output queue

3. Delay at output queue.

The combination of delay at the HOL in the input queue and the delay at output

queue is governed by M/D/1 concept .
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— A
DH0L+out_q = 2(1_‘;\) (1‘10)

Delay due to the input queuing is governed by M/G/1 principle and can be shown as:

—— ATZ(A'[)
W= Aoy

(1.11)
Therefore, the total average delay in input and output queuing is combination of

equation (1.10) and (1.11).

D= Dyorrou g +W (1.12)

The detailed derivation of (1.10) through (1.12) can be found in [6]. Formulas for
calculation of first moment of T is provided in Appendix 4.  This input and output
queuing scheme offers an alternative congestion control with high throughput achievement
and smaller cell loss with the price of higher mean delay. It is critical, especially in tactical
communications, that cell loss shall be minimized in order to achieve the mission. In next

section, simulation models for output queuing and input and output queuing are discussed.
5) Simulation Models
Two switch node simulation models are developed in order to compare and

evaluate the output queuing technique and the input and output queuing technique. A

Switch with output queuing and a switch with both input and output queuing are

4-23




designed. Each simulation model has two versions: one with ideall traffic source and one
with bursty source, are designed. All simulation models are designed with object oriented
approach with high modularity for future enhancement and improvement. Two bursty
traffic generator models, which characterize the traffic patterns expected to be
encountered in ATM network are discussed in section 5.1. Then, switch node model with

two different queuing techniques are presented in section 5.3 and section 5.4.

5.1)  Traffic Generator in ATM Networks

The poisson process is traditionally used as a probability distribution for packet
interarrival time in the packet switching network. However, high speed transmission, high
speed switching, and expected large data files transfer make poisson process invalid for
characterizing the arrival process in future high performance BISDN network. It is
expected that MMPP (Markov Modulated Poisson Process) is a good approximate
random traffic model for ATM network [4]. However, it is generally agreed that the
arriving traffic can be modeled with two-state Markov process: active state in which
traffic will be generated with pertaining random parameters, and silent state in which no
traffic will be generated. The 2-state model is used to generate bursty traffic in section
5.1.1 and 5.1.2, which is an essential component in queuing analysis for ATM switch
simulation model. Most of the commercially available simulation tools do not supports
bursty traffic generation capability so development of traffic generator software code is
critical. In addition to the bursty traffic, the constant bit rate (CBR) normally used in

video signal coding, and low bit rate and higher bit error rate (LBHER) are expected in

1. OPNET supports some well known traffic arrival patterns in its ideal traffic generator module. User

can simply pull down the menu and click on the desired pattern such as CBR or Poisson, etc.
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tactical ATM networks. These two types of traffic can be generated by OPNET built-in

library and will not be discussed in this section.

5.1.1) Bursty Traffic Generator Mode 1

There are two operational modes, active mode and silent mode as shown below.

INTERVAL
ACTIVEMODE &— >
ittt - - - PEAKLOAD
i - - - -]- - - MEANLOAD
SILENT MODE

Figure 11. Two-state Traffic Generation Function

Bernouli probability is defined as:

P{x=k}=1-p for k=0
p for k=1
0 Otherwise

and Geometric probability function is defined as:
P{x=k} =(1-p)kp fork=0,1,....
=0 Otherwise
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Two operational modes are selected according to the Bernoulli process with user defined
probability of success p, and the duration of each mode is assigned according to the
Geometric probability with user defined probability p. This traffic generator model does
not perfectly represent the characteristic of integrated traffic in BISDN, however, it
accurately characterizes the randomness of arrival process and the distribution. This
traffic generation technique, also known as two states on/off model is widely accepted in
BISDN simulation. It has the capability to generate bursty traffic, which is not available
on the current version of simulation tool (OPNET). The control parameters in this traffic
generator models are: Peak Service Rate, which defines the maximum number of bit per
second that can be generated by the generator; % of Peak Rate, which is the average
offered load in terms of Peak Service Rate; Burst Length, which is the maximum number
of packet or cell that can be transmitted with Peak Service Rate in one time slot. The
figure 12 shows the bursty traffic outputs of the Model 1 with different control

parameters.
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Figure 12. Different burst lengths generated by the same Traffic Generator Model 1.

Cell_count0 has shorter burst length than Cell_countl
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5.1.2) Bursty Traffic Generator Model 2

The Model 2 is similar to the Model 1 described in section 5.1.1. The burst length
is governed by the Gaussian distribution with user defined parameters. This model allows
user to define Probability of Success used in Bernoulli process for selecting operational
modes; Average Mean Rate and Variance, which are variables in the Gaussian function;
and Waiting Time, that characterizes the duration of silent mode. A simulation model
named sh4s_netl is designed to demonstrate the traffic patterns generated by Model 2.

The figure 13 shows the bursty traffic outputs of the Model 2 with different control

parameters.
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Figure 13. Different burst lengths generated by the same Traffic Generator Model 2.

Cell_count0 has shorter burst length than Cell_count2

1. sh4s_net is a simulation model designed in OPNET to demonstrate the bursty traffic generated by

Model2. Contact RL for the source code.
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5.3) Switch with Output Queuing (SOQ)

The switch with output queuing (SOQ) model is developed to conduct
performance analysis of output queuing. The concentration is given on queuing process
and traffic flow rather than ATM switch architecture. As shown in Figure 15, this model
comprises three components: switch node, output node, and sink node. The switch node
contains traffic sources and an ATM switch. Two types of traffic sources, ideal source
and bursty source, are considered in this simulation model. The ideal traffic source, which
generates well known traffic patterns supported by OPNET built-in function. The bursty
source class contains two bursty traffic generators described in 5.1.1 and 5.1.2.  The
offered load at all output port is statistically i.i.d (Independent and Identical Distribution)
process so only one output port is required to analyze for the parameters of interest.
Therefore, for the sake of memory and éomputation time complexity, the analysis is
performed on one output port only. Nevertheless, expansion of input port and output

port number can be done easily in OPNET simulation tool.
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Figure 14. Node Modules for Output Queuing Scheme
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Figure 15. Simulation Model with Three Node Modules Shown in figure 14

As shown in above figures, the output queue is the main part of the output port. It

serves cells with FIFO (First In First Out) discipline with user defined service rate and
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the queue size (qQueue length). The sink node destroy the cells emerge from the output
queue. It is an necessary component in this simulation tool in order to release the memory
allocated for processing cells. Transmitters (xmt) and receivers (rcv) serve as interface

between nodes.

Eight traffic sources generate ATM cells according to user selected characteristics
such as constant bit rate (CBR) or bursty traffic. Then, these cells are routed to their
respective output port by the ATM switch. In the worst case scenario, all arriving cells at
the switch request for the same destination port so an output port can expect N cells at
most in one time slot for a NxN switch. The switch in figure 15 is designed to address
such worst case situation; it has only one output and it can route 8 cells in one time slot to
demonstrate the worst case traffic loading at a particular output queue. If the queue is not
full, arriving cells will be stored in output queue for service, and if the queue reaches its
capacity, arriving cells will be discarded . The functions of output queue are controlled
by the software code, which is embedded in the process model. The process model is an
OPNET module that contains finite state machine to control the operational function of
the node model. The sink node simply terminates cells upon arrival. This node level
model can be expanded to network level model by removing sink node and connect the
output port of the output queue to an input port of the second switch through appropriate

transmitters and receivers.

The design provided in figure 15 is controlled by software code and very flexible.
The object oriented nature of this simulation model allows user to modify and enhance any
parts without having to redesign the whole simulation model. For example, user can

change queuing discipline by just recreating the process models for the queue without
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changing any other parts of the model. All process model is created with the C language
in the UNIX environment. The output port throughput, cell loss, queue loading, and mean

delay are analyzed in SOQ model.

5.4) Switch with Input and Output Queuing (SIOQ)

The switch with input and output queuing (SIOQ) model contains three nodes and
a feedback path for backpressure signaling. Figure 17 depicts the SIOQ with ideal traffic
source. As shown in figure 16, switch node contains a back pressure monitor device
(bk_moni), and input queues, in addition to traffic generators (trf) and an ATM switch.
Traffic generators and switch are same as those of SOQ model. The bk_moni monitors
the back pressure signal which is issued by the output queue upon congestion, and
release signal, which is generated when the output queue recovers some buffer space for
arriving cells. In order to avoid the HOL blocking, input queues do not buffer any cells
until the bk_moni receives a backpressure signal from the output queue which indicates
that no more buffer space is available. By this way, cells are buffered at output queue first
to maximize the throughput, and buffered at input queues instead of discarding them when
output queue has no more buffer space available. The finite state machine provided in

Appendix 5 describes the queuing discipline for the input queue.
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Generally, a backpressure signal is generated when number of cells in output queue
reaches the queue capacity. But, the backpressure signal takes at least one time slot to
propagate back to the input side of the switch to inform its status. By the time input
queues realize that output queue is full, there is already some cells on the way to the
output queue that will be discarded upon arrival. Therefore, backpressure signal should be
generated before output queue reaches its limit to accommodate cells being routed when it
propagates back to the input side of the switch.  Hence, threshold for generating

backpressure signal is selected as:

Threshold=queuen_size - N

where N is the number of input port.

Selection of threshold according to above rule seems to prevent the cell loss at
output queue. However, our simulation work shows that some oscillation effect in queue
length can be resulted, if single threshold is used. Consider a following case: upon
reaching queue_size -N, output queue informs input queues with the backpressure signal
about congestion. Input queues start buffering up cells when backpressure is received.
Suppose, at the same time, output queue serves a cell so queue size at next time slot will
be g_size - N - 1, which is below the threshold so input queues resume sending more cells
to output queue again. This causes the output queue size exceeds the threshold and
backpressure signal is sent back one more time to the input side of the switch. Upon
receiving backpressure signal, Input queues start buffering up cells again and the whole
process is repeated. This causes the output queue length oscillates around the threshold.

The result of simulation shows that two thresholds should be used to prevent this
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oscillating effect. This concept is similar to the Schmitt Trigger concept frequently used in
digital electronics. One threshold is used to trigger the backpressure and the other one is

used to generate the release signal for resuming the cell transmission from the input queue.

Steady State Queue Length  (g_len)
>~

P
-~

release threshold

,(q_len-N-K) N
- Cd

i ~

= back pressure threshold
(g_len-N)

Figure 18. A Queue with backpressure generating threshold at g_len - N and congestion

release signal threshold at ¢_len - N - K where K is greater than NV .

6) Simulation Results

The figure 19 and 20 are obtained from simulation of figure 17 on SUN Sparc II
machine. The maximum offered load to the output queue is 155Mbps x 8 inputs that is
1240 Mbps, and the output queue service rate is selected to be 775 Mbps
(775Mbps<1240Mbps) to demonstrate the traffic loading, cell loss, back pressuring, and

mean delay. The Simulation parameters and associated values are:
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interarrival rate at input queue = 2.735 us (A=155 Mbps or 365566 cells)

input queue service rate =155 Mbps
output queue service rate =775 Mbps
input queue size = infinity
output queue size = 100 cells
back pressure threshold =70 cells
release threshold = 50 cells
sim_time =10 ms
real_time = 460.727 sec

It should be noted that interarrival time is 2.735 ps because 155 Mbps (OC3

speed) or 365566 cells per second is selected as arrival rate.

© in_q0_mean_delay (x 1e-05)
0 out_q_mean_delay (x 1e-05)

8

! ——-ﬂ====£‘==l
6 . e

5 A;f - - = = - = - -
‘77

3

1

0 0 1 2 3 4 5 6 7 8 9 10

time (sec) (x0.001)

Figure 19. The mean delay in input queue and output queue for the output queue service

rate of 775 Mbps
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Figure 20. Average traffic loading in input queue and output queue for the output queue

service rate of 775Mbps

Figure 19 shows that mean delay at input queue is greater than the mean delay at
output queue due to the infinite length of input queue used in this simulation. Figure 20
depicts the traffic loading in both input queue and output queue in number of packets
(cells). As expected, the output queue loading approach to 70 cells rapidly because the
service rate 775 M bps is much smaller than offered load 1240 Mbps. When queue
loading reaches 70 cells, the back pressure threshold, input queues are brought into action
so the output queue length is stabilize around 86 cells. In this simulation model, input
queues take two time slots (appendix 6) to realize that the output queue is congested.
Within these two time slots, 16 cells can emerge from the input queues, therefore, 86 cells

(70 cells + 16 cells) are expected in the output queue.

Then, output queue service rate is changed to 1550 Mbps, that is faster than the

offered load of 1240 Mbps, to demonstrated the queue loading and average delay value.
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The simulation parameters are provided below:

interarrival rate at input queue =2.735 us (A=155 Mbps or 365566 cells)
input queue service rate =155 Mbps
output queue service rate = 1550 Mbps
input queue size = infinity
output queue size = 100 cells
backpressure threshold =70 cells
release threshold = 50 cells
sim_time =10 ms
real_time = 430.689 sec
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Figure 21. The mean delay in input queue and output queue for the output queue service

rate of 1550 Mbps
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7) Recommendation for Future Research
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rate is higher than the offer load at the output queue, .

Figure 22. Average traffic loading in input queue and output queue for the output queue

Figure 21. shows that mean delay at output queue service rate of 1550 Mbps is 27
us which is much lower than 61 us obtained with output queue service rate of 775 Mbps.
Figure 22 shows that the average queue size is less than 1 cell in both input queue and

output queue, as expected. The queue loading is always less than 1 cell since the service

The above two simulations are intended for demonstration and verification on how

accurate the simulation models response to different traffic loading and different service

The congestion control in a large scale theater network will be more difficult than




in a testbed network with small number of node. There are number of technical issues still
yet to be addressed on large scale theater network. Even the threshold selection for back
pressure signal requires extensive simulations under various scenarios. In addition to
solving the congestion when it occurs, the preventive action is necessary in the ATM
network, and must be capitalized. In commercial ATM network, the admission control is
realized by traffic shaping, traffic regulating, and traffic enforcing functions. Admission
control functional requirements shall be incorporated into the current congestion control
mechanism to support the large scale theater level tactical network. Some important
related research topics are Leaky Bucket Scheme from AT&T Bell Lab, Sequencer
Algorithm from Bellcore and Virtual Clock Concepts from MIT. We all agree that
effective preventive care is more important than the cure. Without effective preventive
mechanism, the network will be disabled under worst case traffic loading. Two specific

recommendations are provided below.

Recommendation 1:

The back pressure congestion control with input and output queuing shall be
enhanced to further reduce the cell loss. In military network, traffic loading on some
particular links at some time instance can be extremely heavy due to some loss of
communications links and nodes. Use of input and output queuing can not guarantee
zero cell loss. Instead of buffering cells at a single congested node, the distribution of

queuing is suggested. Figure 23 shows how traffic can be buffered in distributed manner.
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Figure 23. Node Level Backpressure Technique

Above figure shows how back pressure signal is sent back from a congested node
to the source node. Let assume the Node N is the original source node and the Node 1 is
a congested node. According to the scheme discussed in previous section, output queue
of the Node 1 sends the backpressure signal (congestion acknowledge signal) back to the
input side of the switch so input queue start buffering the traffic upon receiving of back
pressure signal . If congestion continues and the traffic loading reaches the threshold,
GTE proposed scheme start dropping low priority cells. But in Figure 23, the congested
input queue of the Node 1 generates a back pressure signal and sends it back to the output
queue of the predecessor node, Node 2, instead of discarding any cells. Output queue of
Node 2 starts buffering traffic upon receiving of the back pressure signal from the Node 1.
If the congestion continues so the output queue of Node 2 reaches its threshold, then the
back pressure is again sent back to input queue of Node 2. By this way, back pressure is
sent back to the source node, node by node, if the congestion continues. The traffic is,
therefore, distributed among all queues along the line between the source node (Node N)
and the congested node (Node 1). The important technical problem in this scheme is,

once again, queue length selection and back pressure threshold
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selection. Threshold shall be selected in the way that the queue still can accommodate the
cells being transmit during the time backpressure propagates back to the queue before the
congested queue. This task is not a simple one since communications support areas in

tactical environment ranged from few ten miles to over thousands of miles.

Consider this technique in communications support areas defined in EDMUNDS
(Evaluation and Development of Multimedia Networks in Dynamic Stress) project. The
EDMUNDS project defines three support areas: Localized Area (30 miles x 100 miles),
Extended Area (150 miles x 100 miles), and Wide Area (1000 miles x 1000 miles).

EX3
w
© ATM NODE EX: Extened Area (Echelon) C: Command Post
L: Localized Area (Below Echelon) W: Wide Area (Theater and Beyond) X: Fighting Unit

Figure 24. Wide Area Network (WAN) with ATM switches deployed in Extended Areas
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In figure 24, the high speed communication link between command posts in
extended areas is optical fiber media. The fiber is also used between extended areas in
wide area together with satellite link. Consider an extended area for our analysis. The

maximum possible distance between two nodes is 100 miles or 167 kilo meters.

The velocity of the light = 3x10° Km.

Therefore, the maximum number of cells that can arrive at congested node when
the back pressure signal is propagating back to the source node at the other end of the

extended area can be approximated as:

167 Km
3x10° Km x2.8x107¢

= 200

where 2.8x10-0second is the interarrival time of an ATM cell in OC3 speed. The above
result indicates that as many as 200 cells can arrive to the congested node by the time the
back pressure signal reaches the source node located 100 miles away (167 Kilo meters).
However, buffering at intermediate points between the congested node and source node

can reduce the buffer space requirement.

The distance between the Node 1 and the Node N in extended area can be 167
Kilo meters, and the Node 1 requires buffer space of 200 cells if it sends the backpressure
signal directly back to the Node N. But, as shown in figure 23, if Node 1 sends the
backpressure signal to its predecessor node, the buffer space requirement will be reduced
to few ten cells for few ten kilo meter distance. Then Node 2 can backpressure the Node

3, which is a predecessor node of Node 2 and may be only few Kilo meters away.
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This techniques can reduce the buffer space or queue capacity requirement at
single node to the order of K for sending back pressure through K nodes which are located
between the source node and the congested node, and distribute the queue capacity

requirement among all nodes located between the source node and the congested node.

It should be noted that this recommendation is based on the initial study, and
should not be considered as a conclusive statement. Also, this technique will be successful

if and only if the predecessor node is no more than few ten Kilo meters away.

Recommendation 2

The admission control mechanism shall be incorporated into current simulation

model to analyze the traffic loading under different traffic shaping algorithms. Figure 25

illustrates the complete simulation model with recommendation 1 and recommendation 2.

Back Pressure
(From Node 1 to Node 2)

Back Pressure
(From output to input)

| ATM ' | ATM ' ] ATM [

NODEN NODE 2 NODE 1

AC: Admission Control

Figure 25 Node Level Backpressure Technique with Admission Control Mechanism
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As shown in above figure, admission control (AC) mechanism is placed before the
input queue. This admission control mechanism regulates the arrival and ensures that all
virtual channels conform with the call setup parameters such as mean burst length, mean
arrival rate, peak burst length, and peak arrival rate. This action is essential to prevent
misbehaving users from occupying all the bandwidth, preserve the fair treatment among
users with same priority level, and provide the better control capability for traffic loading
and traffic flow in the buffers. Some well known AC algorithms such as Leaky Bucket
scheme, Sequencer Algorithm, and Virtual Clock concept shall be incorporated into the

current existing simulation model to study the responses in tactical environment.

8. Conclusion:

The result of this study indicates that use of input and output queuing reduces the
cell loss probability with the price of higher mean delay. It is important to note that
unconditional use of input queuing reduces the throughput due to the HOL blocking. The
threshold selection for triggering backpressure signal requires more simulations under
different scenarios; it is strongly suggested that two thresholds shall be used to trigger the
backpressure signal. The simulation part of this research concentrated on the single node
model due to the availability of time, resources, and limited computer support from the
University. Nevertheless, this research work supports the RL with the capability to
analyze the traffic loading, traffic flow, cell loss, mean delay under different arrival
patterns, and laydown the ground work for the network level simulation and end-to-end
performance analyses essential to the execution of both the "Global Grid" and "Artemis"

Advanced Technology Demonstrations.
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APPENDIX 1:

Hot Spot Effect in Tactical Environment

Consider the tactical network shown below. The switch j has N inputs and N
outputs. It is highly possible that one of the output port becomes a hot-spot (trouble spot)

under war time scenario as illustrated in figure A.1 and figure A.2.

1 N+1
(O h (Hot Spor)
N 2N

Figure A.1. A network with a hot-spot in node 4
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