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ABSTRACT 

The Otte-Wyngaard spectral PBL architecture, which represents the vertical structure 

of mean variables in the PBL with a truncated series of Legendre polynomials, is inserted 

within the framework of the non-hydrostatic, three-dimensional Penn State/National 

Center for Atmospheric Research Mesoscale Model version 5.2 (MM5). It is important 

to note that the focus of this work is the new spectral architecture, and that the specific 

closure used within this general framework can easily be changed. Preliminary 

experiments found that the prognostic equation for PBL height employed by the spectral 

model is inappropriate during deep convection. Therefore, two algorithms for PBL 

height diagnosis were tested, at gridpoints experiencing deep convection as well as for 

initialization of the PBL height field for the prognostic equation. 

A comparison between the spectral model and two "high-resolution" models, the 

Blackadar and Gayno-Seaman models, is performed using two cases: an idealized 

coastal-zone domain with a single-sounding initialization, and a real-data case focused on 

the U.S. Department of Energy Atmospheric Radiation Measurement Southern Great 

Plains Cloud and Radiation Testbed (ARM-CART) during an intense observation period 

from 0000 UTC 12 April 1997 to 0000 UTC 14 April 1997. Special data from the ARM- 

CART site were used for independent verification. 

Experimental results show that the spectral model within MM5 produces realistic 

vertical structure within the boundary layer, comparable to that of the other two PBL 



IV 

models, and computationally, the spectral model is several times faster than the other 

'high-resolution" models. 
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Chapter 1   INTRODUCTION 

1.1        Statement of the Probl em 

1.1.1 Modeling the Planetary Boundary Layer 

The Planetary Boundary Layer (PBL) is the atmospheric layer containing turbulence 

caused by interactions between the atmosphere and the surface of the earth through 

viscous and radiative processes.  It can be the most critical part of the atmosphere that a 

mesoscale numerical model must represent to determine the general behavior of the 

atmosphere as a whole. However, because the turbulent processes that shape the PBL are 

"sub-gridscale", a parameterization must be used to represent the effect of turbulence on 

the grid-resolved meteorological fields. 

One of the simplest ways to parameterize the PBL is to use a mixed-layer model, 

which assumes the profiles of mean variables (i.e., wind, temperature, and moisture) are 

constant with height in the boundary layer. The equations are then integrated over the 

depth of the PBL, which eliminates the vertical coordinate. This method is very fast 

computationally, but processes such as baroclinicity, differential advection, changing 

stability regimes, and entrainment cause deviations from these well-mixed profiles. For 

example, the physics associated with a cloud-topped marine boundary layer can result in 

a "decoupling" of the PBL, where two mixed layers separated in the vertical by a stable 

layer (Nicholls 1984) can lead to thinning of the stratocumulus layer by shunting of the 

surface moisture source. Thus mixed-layer models have limited applicability. 

Other integral models which have been developed assume "unmixed" shapes 

including linear profiles (Zeman 1979) and non-dimensional vertical gradient functions 



based on large eddy simulation (LES) (Wyngaard and Brost 1984). However, these 

profiles are not generally representative of all conditions. They are instead prescribed for 

a specific stability regime and the profiles maintain their shape throughout the model run. 

Another option is to solve the boundary-layer equations on a relatively high- 

resolution vertical grid using finite difference techniques. The Blackadar high-resolution 

(multi-layer) PBL model (Blackadar 1976, 1979, Zhang and Anthes 1982, Grell et al. 

1994) used in The Pennsylvania State University/National Center for Atmospheric 

Research (PSU/NCAR) Mesoscale Model version five (MM5) (Dudhia 1993, Grell et al. 

1994), includes a first-order eddy diffusivity closure and a non-local exchange 

parameterization. The Gayno-Seaman PBL model (Gayno 1994), also used in the 

PSU/NCAR MM5, uses a 1.5-order closure that carries a prognostic equation for 

turbulent kinetic energy. Other high-resolution PBL models include full second-order 

closure models (Mellor and Yamada 1974) that carry prognostic equations for the 

second-order moments (i.e., Reynolds stresses), and the transilient turbulence model 

(Stull 1984). These high-resolution PBL models allow the vertical profiles to vary in 

time, thus producing more realistic structure than the mixed-layer model. However, these 

PBL models are much more computationally demanding, requiring 25 percent or more of 

the total mesoscale model computation time (Stauffer et al. 1997). 

Otte and Wyngaard (1996) have designed an "Unmixed Layer" model with spatially 

and temporally varying PBL structure, similar to that achieved by high-resolution PBL 

models, while remaining nearly as computationally simple and efficient as the mixed- 

layer model.   This model represents vertical profiles of the spatially averaged mean 



model variables with a truncated series of shifted Legendre polynomials, where the 

zeroth Legendre mode, the PBL layer average, is identically a mixed-layer model. 

Additional terms in the Legendre series add structure to the vertical profiles. This thesis 

will introduce the design strategy for implementation of this spectral PBL model in the 

MM5, and evaluate its performance using both idealized and real-data MM5 simulations. 

Although the selection of a closure is necessary for the operation of the spectral PBL 

model and inevitably affects the model results, the primary focus of this work must be 

evaluation of the spectral boundary-layer architecture rather than the specific closure. 

1.1.2 Modeling the Marine Boundary Layer vs. Land Boundary Layer 

It is important that a PBL model also be general enough to accurately simulate the 

boundary layer in both marine and land environments because the physical processes that 

determine the boundary-layer structure and evolution over water and land may be quite 

different.   For example, over land it is often the surface heat or buoyancy flux that 

determines the stability of the PBL, while the surface fluxes over water vary far less on a 

diurnal timescale.  In a marine environment where the surface water temperature is cool, 

the stability of the boundary layer may be determined largely by cooling of cloud-topped 

layers by radiation and evaporation.  Thus the role of non-PBL physics can also be very 

important. 

Another major consideration governing the ability of a model to represent the PBL is 

the availability of data for use in initial conditions. Over land there are generally more 

observations of many types with higher spatial and temporal resolution than those over 



water. Regardless of the PBL model chosen to represent the structure of the boundary 

layer, poor initial conditions can seriously degrade the quality of the PBL forecasts in 

coastal zones (Leidner 1995). Because there are fewer direct observations of atmospheric 

properties over the ocean, mesoscale models rely heavily on global models to provide 

their initial conditions in a marine environment. Since global models have much coarser 

vertical resolution than mesoscale models, and again because of sparse observations, the 

marine boundary layer (MBL) is generally not represented very well in model initial 

conditions. It is crucial that the MBL be represented accurately because of its impact on 

the general state of the atmosphere, especially in coastal zones. 

MBL clouds may significantly affect the earth's radiative balance, reducing the 

amount of solar radiation that reaches the surface of the earth, and redistributing 

longwave radiation in the lower troposphere. Leidner and Stauffer (1996) developed and 

tested a method of dynamically initializing the MBL that combines current observations 

and climatological data during the 12 hours prior to the model forecast period. They 

found that this method significantly improved the accuracy of PBL depth and inversion 

strength in the initial conditions and subsequent forecasts over static initialization in the 

California coastal zone. Therefore, it is important that the spectral PBL be evaluated in 

both land and marine environments, with special attention given to initialization of the 

PBL in the data-sparse offshore regions. 

1.2       Motivation and Objectives 

One example of an application that requires accurate representation of the three- 

dimensional structure and evolution of boundary-layer properties is forecasting the 



propagation of electromagnetic waves through the atmosphere. Meteorological fields 

which vary both spatially and temporally modify the atmosphere's refractive index field, 

and this in turn changes the path and intensity of electromagnetic (EM) waves 

propagating through the atmosphere. Atmospheric refraction affects military, civilian, 

and scientific systems that rely on the transmission and reception of EM energy. 

Environmental profiles that determine the structure of the refractive index field include 

vapor pressure, temperature, and atmospheric pressure. The EM propagation models are 

used to predict the behavior of radio waves and microwaves as they move through the 

atmosphere. Because of the spatial and temporal variability of these fields, however, it is 

critical to the determination of EM wave propagation that a PBL model accurately 

represents the vertical profiles and evolution of these variables. Williams et al. (1997) 

showed that the MM5 with appropriate model physics and sufficient vertical resolution 

can accurately represent the three-dimensional refractive index off the coast of California. 

This thesis will first perform a "reality check" and test the spectral PBL in an 

idealized coastal-zone environment where the spectral model results will be compared to 

the model output of the Blackadar high-resolution PBL model and the Gayno-Seaman 

PBL model. A second test will evaluate the three PBL models using real data over the 

southern Great Plains Atmospheric Radiation Measurement (ARM) Cloud and Radiation 

Testbed (CART) site. 

Thus, the specific objectives of this thesis are: 



• Determine how to best link a vertical spectral PBL scheme and a three-dimensional 

grid-point mesoscale model and ensure proper interaction between the PBL model and 

non-PBL physics and dynamics modules. 

• Benchmark the spectral model's performance (accuracy and efficiency) against that of 

the Blackadar high resolution PBL model and the Gayno-Seaman PBL model in an 

idealized coastal-zone environment and examine the impact of gridspace vertical 

resolution on the PBL model solutions. 

• Determine how accurately and efficiently the three PBL models predict the general 

features and evolution of the PBL using a real-data case and the special ARM-CART 

data. 

Chapter 2 is an overview of the numerical weather prediction model and the three 

PBL models used in the course of this evaluation. Chapter 3 outlines the details for each 

of the model tests described above, as well as the observational data that are used for 

quantitative analysis of the model's performance. Chapter 4 will discuss the 

meteorological conditions present during the real-data case. The results of the 

evaluations will be presented in Chapter 5, and Chapter 6 will summarize the work 

presented here and will suggest topics for future research. 



Chapter 2   MODEL DESCRIPTION 

This study uses the fifth generation Pennsylvania State University/National Center for 

Atmospheric Research (PSU/NCAR) Mesoscale Model version 2 (MM5) for all 

simulations. The MM5 (Dudhia 1993, Grell et al. 1994) is based on the nonhydrostatic, 

fully compressible equations of motion in a rotating reference frame. It uses a terrain- 

following non-dimensionalized pressure vertical coordinate, sigma, defined as 

a=P^_P (2.I) 

Ps-Pt 

where po is a constant reference pressure which varies only in the vertical, and ps and pt 

are the surface and top pressures of the model reference state. Therefore, the heights of 

the model sigma levels are determined entirely by the reference-state thermodynamic 

structure and are independent of time. 

The prognostic model variables are pressure perturbation p', the three momentum 

components (w, v, w), the temperature T, specific humidity qv, and cloud- and rainwater 

variables. The spatial derivatives within MM5 are computed by second-order finite 

differencing on an Arakawa-Lamb B grid. The temporal differencing consists of leapfrog 

and forward steps, and a semi-implicit scheme is used for terms involving sound waves. 

2.1       Non-PBL Model Physics 

The atmospheric radiation module (Dudhia 1989) used for these simulations allows 

both longwave and shortwave radiation to interact with the clear atmosphere, cloud and 



precipitation fields, and with the surface. Absorption and emission of longwave radiation 

by water vapor, and emission of longwave radiation by stratospheric carbon dioxide is 

parameterized by the broadband emissivity method (Stephens 1984). The shortwave 

radiation is determined by accounting for the effects of 1) solar zenith angle on path 

length, 2) scattering and absorption by clouds, 3) scattering by clear air, and 4) absorption 

by water vapor. Leidner and Stauffer (1996) found that the absorption of shortwave 

radiation by marine stratus calculated by the Dudhia radiation scheme causes unrealistic 

excess heating that completely dissipates the marine stratus during daytime. As 

discussed in Leidner (1995), researchers have found that shortwave heating in stratus 

clouds is typically one sixth to one third that of the longwave cooling. Slingo (1989) 

showed that simpler broadband radiation schemes tend to overestimate shortwave 

absorption by cloud as compared to more realistic schemes with four or more wavelength 

bands. Leidner and Stauffer (1996) conducted sensitivity tests that limited the shortwave 

heating within clouds to one third of the longwave cooling and found that MBL clouds 

behaved more realistically. Therefore, absorption of shortwave radiation in cloud layers 

is limited to one third ofthat of the longwave tendency in these simulations. 

In this study the MM5 calculates moisture processes using both explicit (Dudhia 

1989) and parameterized (Kain and Fritsch 1993) precipitation modules. The explicit, or 

grid-resolved, moisture scheme computes tendencies for water vapor mixing ratio, cloud 

water, and rain water, taking into account condensation of water vapor into cloud at water 

saturation, accretion of cloud by rain, conversion of cloud to rain, and evaporation of 



rain. The subgrid-scale convective parameterization accounts for deep precipitating 

convection and includes the effects of moist downdrafts. 

Ground temperature is computed via a force-restore method where the surface energy 

budget consists of a substrate (a deep soil layer) with invariant temperature, beneath a 

slab that represents a thin layer of soil. This module uses an energy budget to compute 

the ground potential temperature 6g, 

d0 
C —s- =R -H -H -E (2.2) 

where Cg is the thermal capacity of the slab per unit area, R„ is the net radiative heat flux, 

Hm is the heat flow into the substrate, Hg is the heat flux into the atmosphere, and Eg is 

the latent heat flux (Fig. 2.1). All of the prognostic variables except the vertical motion 

w are defined at the "half layers"; vertical motion and all of the diagnostic quantities such 

as Richardson number, eddy diffusivity, and turbulent fluxes are defined at the "full 

layers" (see Fig. 2.1). The subscript "a" is used to represent the lowest model half layer 

which represents the surface layer, the subscript "g" refers to the ground, and the 

subscript"/'" refers to the 7th model layer. 

2.2       Planetary Boundary-Layer Parameterizations 

2.2.1 Blackadar High-Resolution PBL 

The Blackadar high resolution PBL model (Blackadar 1976, 1979, Zhang and Anthes 

1982, Grell et al. 1994), forecasts vertical mixing of heat, moisture, and momentum for 

four different  stability regimes:   nocturnal,   damped  mechanical  turbulence,   forced 
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Figure 2.1.      Model vertical structure including surface energy budget model. 
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convection, and free convection.    A first-order (K-theory) approach is used for all 

regimes except free convection, which uses a non-local closure. 

To close the model, the turbulent fluxes must be parameterized at the surface, 

throughout the depth of the PBL, and the top of the PBL (entrainment fluxes). The 

ground stress, rg, can be calculated using drag laws derived from Monin-Obukhov (M-O) 

similarity as 

r=put , (2.3) 

where p is density and u*, the friction velocity, is given by 

tu = MAX 
kV„ 

In 
V  w ±\-r. 

",W»0 (2.4) 

where k is Von Karman's constant, Va is the scalar wind speed in the lowest model layer, 

za is the height of the lowest model layer, zo is roughness length, yjm is a non-dimensional 

stability parameter that is a function of the bulk Richardson number, and u*0 is a 

background value of 0.1 m s"1. The fluxes of sensible and latent heat are also calculated 

using similarity (Grell et al. 1994). 

The flux calculations are dependent on the stability regime. Regime classification 

depends on the sign and magnitude of the bulk Richardson number 

Rb = 
6a      (Vaf 

(2.5) 
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Again, the subscripts "a" and "g" refer to the lowest computational model layer and the 

ground, respectively, the subscript "v" indicates virtual, as in virtual potential 

temperature, g is acceleration due to gravity, and V is the wind speed. 

In regime one (nocturnal),  Rb > 0.2  represents a surface layer so stable that no 

turbulence can exist. The PBL depth is zero and 

W„ = ¥m=-2\n^-,and (2.6) 

K=KQ. (2.7) 

The second regime is damped mechanical turbulence where 0.2 > Rb > 0 .  Here the 

scaling parameters are, 

Rb     ln^ (2.8) 
L     1.1 - 5Rb    z0 

where L is the Monin-Obukhov length, and 

¥h = ¥m = -^JL. (2.9) 

Again the PBL depth is zero. 

The third regime represents a marginally unstable condition, forced convection, 

with Rb<0 and \h/L\ < 1.5, where h is the diagnosed PBL depth, 

za/Z = ^Mn^,and (2.10) 
*0 

Wh = V^m = 0. (2.11) 
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In these K-theory regimes, the eddy diffusivities for momentum, heat and moisture, 

Km=Kh=Kg, are determined by the Richardson number, 

Km = K0 + S,(kl)2(Ric-Ri)/Ric, (2.12) 

where Ko is a background value, Ric is the critical Richardson number, / is the length 

scale of the energy containing eddies, <S, is the vertical wind shear, and Ri is the 

Richardson number, 

Ri = ^. (2.13) 

In the "free convection" regime four, vertical mixing is not determined by local 

gradients, but by the thermal structure of the entire mixed layer and the surface heat flux. 

In this regime, Rb<0 and |A/Z|>1.5, and "non-local" mixing takes place between the 

lowest layer and every other layer in the mixed layer. In this regime the PBL depth, h, is 

calculated by determining the level at which negative buoyancy area equals 20 percent of 

the positive buoyancy area in underlying layers. The stability parameters are 

approximated by the polynomials, 

2 /       \3 

\j/m = 0.0954 -1.86 -*- -1.07 -*■    - 0.249 -s-   , and (2.14) 
L \L 

z„ 

u. 

^A = 0.201-3.23|^)-1.99f^) -0.474[^-J . (2.15) 

The prognostic equations for convective mixing are 



de. i 
dt 

= m{Oa -*,), 

dt 
= M(qa -ft), 

du ■ _ 

dt ~ 
m(ua - \ </,), and 

dvt 

dt 
= m(va -v,), 
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(2.16) 

(2.17) 

(2.18) 

(2.19) 

where qt is vapor or cloud water mixing ratio, m  is the mass fraction per unit time 

exchanged between the surface layer and the ith layer of the PBL. 

2.2.2 Gavno-Seaman PBL 

The Gayno-Seaman PBL model (Gayno,   1994, Gayno et al.   1994) includes a 

prognostic equation for the turbulent kinetic energy (TKE) but uses the same regimes as 

the Blackadar model to determine stability parameters.  This model diagnoses the height 

of the PBL from the TKE profiles. If the maximum TKE in the profile is less than 0.1 m2 

s"2, the PBL depth is set to zero and the Blackadar scheme is used.   Otherwise, the 

scheme determines the top of the PBL to be the first level at which the TKE decreases to 

0.1 m2 s"2. In order to incorporate cloud water into the turbulent mixing code, this model 

substitutes liquid potential temperature, 6i, for potential temperature and total water 

mixing ratio, qr, for water vapor and cloud water mixing ratios q and qi, where 

0L = 0-jj-qL,znd (2.20) 
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qT=q + qL, (2.21) 

where L is the latent heat of vaporization, Cp is the specific heat of moist air at constant 

pressure, 6/T is the ratio of potential to absolute temperature or the Exner pressure 

function. These variables are approximately conserved during phase changes (Betts, 

1973). 

The ground fluxes are calculated as in the Blackadar model using M-0 similarity 

theory. The fluxes within the PBL and entrainment fluxes are calculated using a K- 

theory closure, 

w'0'L = -Kh 
d6L 

dz    Ys 

dqT 

(2.22) 

w'q'T = -Kh^,<md (2.23) 
dz 

3v, 
*'*'H =-*.-£-> (2-24) 

where a counter-gradient heat flux term yg is used to modify the vertical gradient of 8L in 

convective conditions. However, the eddy diffusivities are functions of the TKE and 

mixing length scales (4, /„,): 

vl/2 
Kh = lh{TKE)'\ (2.25) 

Km = lm(TKE)y\ (2.26) 
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The length scales are functions of a characteristic length scale of the energy-containing 

eddies, buoyancy, shear, and TKE. 

The grid-resolved TKE is given by the prognostic equation 

^7^ = -^^ + JL^--g-CT^^)-(^g) (2.27) 
dt dz     6V dzx '       T0 

where 6V' is the perturbation virtual potential temperature and to is a dissipation time 

scale. The first term on the right side of Eq. 2.27 is mechanical shear production of TKE, 

the second is buoyant production/destruction of TKE, the third is turbulent transport of 

TKE, and the last term is viscous dissipation of TKE. This model ignores horizontal 

advection and the pressure flux divergence term. 

2.2.3 Otte-Wvngaard Spectral PBL 

In the Otte-Wyngaard PBL (Otte and Wyngaard 1996), the vertical profiles of model 

variables have structure similar to the high-resolution models.  The model variables H, v, 

Oi and qj are decomposed into five shifted Legendre modes (orthogonal polynomials), 

and thus there is no direct dependence of the model variables on the vertical coordinate. 

Prognostic equations for the spectral coefficients are integrated forward in time.   This 

model also requires parameterization of surface and entrainment fluxes, in addition to 

parameterization of the fluxes within the PBL as in the high-resolution models, since 

these must be integrated over the depth of the PBL. 
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The surface fluxes are computed as in the Blackadar model, using drag laws derived 

from M-0 similarity theory. The fluxes within the PBL are parameterized with an eddy 

diffusivity closure as in the Blackadar and Gayno-Seaman models, 

(2.28) 

(2.29) 

eL'w' = ^^^,and (2.30) 
h   drj 

u'w' = 
Kmdu 

h drj 

vV = tn 

h   ÖT] 

KhdqT qT'w' = h-^, where (2.31) 
h   drj 

""W) (232) 

is the normalized vertical coordinate in the PBL and h is the PBL height. The eddy 

diffusivities are given by 

Km = kwmhrfa-l)2,™d (2-33) 

Kh=kwhhffa-tf- (2.34) 

The velocity scales wm and Wh are derived through M-0 similarity, and vary based on the 

stability. The PBL height is computed via a prognostic equation. Equations 2.30, 2.31, 

and 2.34 are used only in the stable regime. When the buoyancy flux is non-negative, the 
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non-local closure of Fiedler and Moeng (1985), similar to the transilient approach of Stull 

(1984), is used for turbulent mass fluxes. 

The entrainment fluxes are computed through the jump formula derived by Lilly 

(1968), 

"dh w<eL; = 
dt      ' 

A0L=-wtML, (2.35) 

where 6L1' is perturbation liquid potential temperature at the top of the boundary layer 

and wj and A9L, the mean vertical velocity at the top of the PBL and the jump of the 

mean liquid potential temperature across the capping inversion, respectively, are given as 

boundary conditions by the external model. The entrainment velocity, we, is defined as 

the difference between the material derivative of h, dh/dt, and the mean vertical velocity 

at the top of the boundary layer, wj. This leaves as the final unknown, the height 

tendency of the top of the PBL 

dh    dh     .      _ ,_ _ ,s 
=      +Ah=D„+wl+w„ (2.36) 

dt     dt 

where dh/dt is the local derivative, Ah is horizontal advection, and Dh is horizontal 

diffusion. This model differs from the Blackadar and Gayno-Seaman models in that it 

has a prognostic equation for the PBL height, which is determined in two ways, based on 

the stability regime. In the nocturnal regime, 

dh    dh     .     {he-h) 
— = — + Ah=^ 

L + Dh, where (2.37) 
dt     dt T 
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r = -- and (2.38) 

h. 
2b\ 

«l/l 
1 + 1 + 

4b\ 

«2L\f\ 

vl/2 

(2.39) 

Here, a=0.53 and Z>=0.4 (Otte and Wyngaard 1996), and following Nieuwstadt and 

Tennekes (1981) T is the timescale over which the nocturnal inversion relaxes towards the 

equilibrium height he. 

In the neutral and convective boundary layers, the buoyancy entrainment flux (Moeng 

and Sullivan 1994) is based on the surface buoyancy flux, where 

0v'W}' = -0.2#vV0-0.42 
^9a 

gh 
(2.40) 

is substituted into Lilly's jump model for entrainment fluxes, and given A6V we can solve 

for the entrainment velocity we allowing computation of all entrainment fluxes given 

jumps of the mean fields across the inversion. It has been found that the prognostic 

equation becomes unreliable during deep convection; thus, in the case of deep 

convection, 

dh _hd-h 

dt        x 
(2.41) 
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where hd is a diagnosed PBL height, and T = 100 s. The method of diagnosis is described 

later in this section. It must be emphasized that the closure used here is of secondary 

importance to the spectral architecture itself. 

The mean variables F in this spectral model are represented by a truncated series of 

shifted Legendre polynomials 

F(rJ) = fjFnP;(rJ) (2.42) 

on the interval 0 < T] < 1, where the nft polynomial is defined by a variation of 

Rodriguez's formula 

nV ,    (-1)" dn[rKjL-n)Y 
PAv) = ^-7 '\ „ In (2.43) 

n\ drj 

(Abramowitz and Stegun 1970). The first mode (n = 0) is the layer average of the 

function, and is identically a mixed-layer model. Additional modes add structure to the 

vertical profiles. Otte and Wyngaard (1996) showed that only five modes (n = 0,1,2,3,4) 

are necessary to produce vertical structure of the mean variables similar to that 

demonstrated by high-resolution models. 

2.3        Spectral PBL - MM5 Coupling Methodology 

The spectral PBL model had to be integrated into the framework of MM5.  The PBL 

subroutine is called at every advection time step. The surface fluxes are calculated, and 

the spectral coefficients Fn are computed. The coefficients are then integrated forward in 

time and the spectral modes resolved by MM5 are converted back to physical space. The 
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change of the variable between the previous and current time steps is used to calculate a 

tendency that is added to the other tendency terms (e.g., advection, diffusion, etc.). 

The first step towards converting the grid-space fields into spectral space is to 

interpolate the values of the grid-space vertical profiles to levels represented by the five 

zeroes of the fifth-degree Legendre polynomial. Shifted Legendre Polynomials have the 

property that they are orthogonal on the interval 0 < r\ < 1. This means that all of the 

zeros ofPnfr/) are real and distinct and lie in the open interval 0 < T] < 1 (Stroud 1974). 

These zeros are constant known values (Burden et al. 1981) that need not be re-calculated 

during the model run. This method of evaluating the functions at zeros of the n* degree 

orthogonal polynomial is known as Gaussian Quadrature. Using this method 

significantly improves the accuracy of the conversion from grid-point to spectral space, 

and clearly increases the efficiency as well. 

Use of a prognostic equation for PBL depth requires both initial conditions and lateral 

boundary conditions. Therefore, the PBL height is diagnosed from model mass or mass 

and wind fields at the initial time as well as at later times for regions with deep 

convection and in relaxation lateral boundary conditions. 

Preliminary tests indicated sensitivity to initial conditions. Two methods are tested for 

initial and convective diagnosis of PBL depth. The first method is essentially that used 

by the Blackadar model in the forced-convection regime. The base of a capping 

inversion is found to be where the virtual potential temperature exceeds the surface-layer 

value. The second method (Vogelezang and Holtslag 1996) is based on determining the 
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level at which the Bulk-Richardson number (Rib), evaluated over successively deeper 

layers, exceeds the critical value, 0.25. The Bulk-Richardson number is given by 

mbAgioVstovh-oVs-evsc)(h-zs) 
(uh-us)

2+(vh-vsf+l00ul 

where the subscript "s" refers to the surface or reference-level value of the variable and 

6VSC is zero for stable and neutral boundary layers, and 

w'0 
0VSC = 8.5^±, (2.45) 

for unstable conditions, where wm is a turbulent velocity scale. 

In both methods, the initial PBL depth is set to the diagnosed PBL depth. At those 

grid points experiencing deep convection, the PBL is nudged towards the diagnosed PBL 

depth with T = 100 s. This is the only PBL tendency term used during convection. 

In order to complete the prognostic equation for PBL depth in MM5, both advection 

and diffusion schemes are added. The PBL depth is advected by the wind at the PBL 

height. Very weak horizontal diffusion of PBL depth is used to eliminate noise due to 

aliasing from the advection scheme. Both the advection and diffusion PBL tendency 

terms are ignored during deep convection. 
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Chapter 3   EXPERIMENTAL DESIGN 

Evaluation of the spectral PBL scheme is conducted using two cases: an idealized 

coastal-zone case and a real-data case over the ARM-CART site. Experiments using 

each of the three PBL schemes described in Chapter 2 are conducted for both of these 

cases. Sensitivity of the model results to vertical resolution is addressed in the idealized- 

case experiments by using either 55 or 32 vertical model layers. Two versions of the 

spectral PBL model are investigated: one uses the virtual potential temperature method 

(see Section 2.3 for the details) for initial and convective diagnosis of PBL height and the 

other uses the Bulk-Richardson method. A description of the experimental design is 

outlined in Table 3.1. 

3.1        Idealized Case 

An idealized case is used to test the coupling of the spectral PBL with the MM5 and 

determine whether or not it interacts properly with non-PBL physics and dynamics in a 

coastal-zone environment.  The impact of grid-space vertical resolution on the results is 

also investigated.   Since the "correct" solution to this idealized case is unknown, the 

comparison between the spectral model and the Blackadar and Gayno-Seaman models 

serves as a benchmark or "reality check" to demonstrate that the spectral model produces 

physically   realistic   results   comparable   to   other   high-resolution   boundary-layer 

parameterizations. 
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Case Vertical 
Resolution 

(layers) 

PBL Model Experiment 
Name 

Idealized 55 Spectral - Bulk I55-SPB 
Idealized 55 Spectral - Virtual I55-SPV 
Idealized 55 Blackadar I55-BL 
Idealized 55 Gayno-Seaman I55-GS 
Idealized 32 Spectral - Bulk I32-SPB 
Idealized 32 Spectral - Virtual I32-SPV 
Idealized 32 Blackadar I32-BL 
Idealized 32 Gayno-Seaman I32-GS 

ARM CART 32 Spectral - Bulk SPB 
ARM CART 32 Spectral - Virtual SPV 
ARM CART 32 Blackadar BL 
ARM CART 32 Gayno-Seaman GS 

Table 3.1.       Experimental Design. 
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The domain for the idealized experiments is designed to simulate a coastal-zone 

environment similar to that of southern California (Fig. 3.1). For this test, a 31 X 31 

grid-point domain with 27-km horizontal resolution is used. An idealized coastline runs 

diagonally from the northwest, corner to the southeast corner of the domain. The 

northeast half of the domain is uniformly flat grassland with elevation of one meter, 

while the southwest half is water. 

In order to evaluate the impact of grid-space vertical resolution on the results of the 

spectral scheme, all idealized tests are run with both 55 vertical layers (21 in the lowest 

kilometer) and 32 vertical layers (12 in the lowest kilometer). The vertical distributions of 

sigma layers used in this set of experiments are summarized in Tables 3.2 and 3.3. 

The initial conditions are computed using a calm-wind single-sounding initialization 

based on the temperature and moisture profiles at San Nicolas Island at 0000 UTC (1700 

LDT), 30 August 1993 (Fig. 3.2). Mass fields are specified to be in thermal-wind 

balance with the wind field. In this case with calm initial winds, mass fields are initially 

constant in space on pressure surfaces. Initial sea surface temperatures vary realistically 

from cooler temperatures in the northern part of the domain to warmer temperatures in 

the southern part (Fig. 3.1). Sea surface temperatures remain constant throughout the 

simulations. 
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Figure 3.1. Idealized-case coastal-zone domain, sea surface temperature field (°C) and 
terrain height (m). Terrain heights (contour interval of 1 m) denote coastline with sea- 
surface temperatures (contour interval of 1 °C) to the west. Line segment O-L defines a 
southwest-northeast cross section used to display results in Chapter 5. Points "Ocean" 
and "Land" indicate the location of atmospheric soundings in Chapter 5. 
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ayer Half Layer Reference Height 
Sigma Pressure (mb) (m AGL) 

16 0.6550 689.5 3255 
17 0.6860 717.4 2898 
18 0.7170 745.3 2557 
19 0.7380 764.2 2335 
20 0.7600 784.0 2108 
21 0.7724 795.2 1983 
22 0.7847 806.2 1861 
23 0.7970 817.3 1741 
24 0.8048 824.3 1666 
25 0.8125 831.3 1593 
26 0.8202 838.2 1520 
27 0.8280 845.2 1448 
28 0.8345 851.1 1387 
29 0.8410 856.9 1328 
30 0.8475 862.8 1268 
31 0.8540 868.6 1210 
32 0.8613 875.2 1144 
33 0.8687 881.8 1079 
34 0.8760 888.4 1014 
35 0.8820 893.8 962 
36 0.8880 899.2 910 
37 0.8940 904.6 858 
38 0.8993 909.4 813 
39 0.9047 914.2 767 
40 0.9100 919.0 722 
41 0.9153 923.8 677 
42 0.9207 928.6 632 
43 0.9260 933.4 588 
44 0.9313 938.2 544 
45 0.9367 943.0 500 
46 0.9420 947.8 457 
47 0.9473 952.6 414 
48 0.9527 957.4 370 
49 0.9580 962.2 328 
50 0.9655 969.0 268 
51 0.9730 975.7 209 
52 0.9795 981.6 158 
53 0.9860 987.4 108 
54 0.9910 991.9 69 
55 0.9960 996.4 31 

Table 3.2. 
experiments. 

Sigma-layer distribution below ~ 700 mb for 55-layer idealized 
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.ayer Half Layer Reference Height 
Sigma Pressure (mb) (m AGL) 

12 0.6500 685.0 3315 
13 0.6900 721.0 2854 
14 0.7300 757.0 2419 
15 0.7600 784.0 2108 
16 0.7800 802.0 1908 
17 0.8000 820.0 1713 
18 0.8200 838.0 1522 
19 0.8400 856.0 1337 
20 0.8600 874.0 1156 
21 0.8800 892.0 979 
22 0.9000 910.0 807 
23 0.9150 923.5 680 
24 0.9250 932.5 597 
25 0.9350 941.5 514 
26 0.9450 950.5 433 
27 0.9550 959.5 352 
28 0.9640 967.6 280 
29 0.9720 974.8 217 
30 0.9800 982.0 154 
31 0.9880 989.2 92 
32 0.9960 996.4 31 

Table 3.3.        Sigma-layer distribution below 
CART experiments. 

700 mb for 32-layer idealized and ARM- 
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Figure 3.2.      Temperature and moisture profiles from San Nicolas Island, 0000 UTC 
(1700 LDT) 30 August 1993, used for single-sounding initialization of MM5. 
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3.2        ARM-CART Case 

The U.S.  Department  of Energy's  Southern  Great Plains  (SGP)  Atmospheric 

Radiation Measurement (ARM) Cloud and Radiation Testbed (CART) site provides a 

unique opportunity to verify model results using independent special data sets with higher 

spatial and temporal resolution than that routinely available.  The SGP ARM-CART site 

offers relatively homogeneous geography, and the case chosen for this research is during 

an intense observation period (IOP) with dry, building high-pressure conditions, behind a 

cold front.  No synoptic weather systems move through the ARM-CART region during 

the 48-h simulation period. 

This case is also simulated using all three PBL schemes (Table 3.1) and a typical, 32- 

layer model vertical resolution with 12 layers in the lowest kilometer (Table 3.3). The set 

of experiments over the SGP site is conducted using a 36-km 100 X 100 grid-point mesh 

centered over the SGP central facility (Fig. 3.3). As shown by the terrain outside of the 

SGP site in Fig. 3.3, this case also introduces the effects of complex topography on the 

spectral-gridpoint coupling methodology used in the spectral PBL scheme within MM5. 

Therefore, the ARM-CART experiments, although focussed on the Kansas-Oklahoma 

region, also test the robustness of the new spectral PBL scheme in MM5 in a wide variety 

of land-use, terrain, and atmospheric stability conditions. 

The SGP ARM-CART site (U.S. DOE ARM Fact sheet 1997) contains a series of in- 

situ and remote-sensing instrument clusters arrayed across approximately 55,000 square 

miles of north central Oklahoma and south central Kansas.  The heart of the SGP site is 
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Figure 3.3. ARM-CART case domain and terrain field (m). Contour interval of 
terrain is 200m. The locations of the ARM-CART central facility (CF) and four 
boundary facilities (Bl, B4, B5, and B6) are also labeled. 
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the heavily instrumented Central Facility located on 160 acres of cattle pasture and wheat 

field southeast of Lamont, Oklahoma. Data are collected from the Central Facility 

instruments and from 27 smaller, unmanned instrument arrays throughout the site. 

Instrumentation includes radiosondes, released up to eight times per day, energy balance 

Bowen ratio (EBBR) stations that measure soil temperature, net radiation, and fluxes of 

heat and moisture at the surface, a microwave radiometer that measures total column 

liquid water, and standard surface observations with high spatial and temporal density. 

The 48-h real-data experiment conducted over the SGP ARM-CART site is initialized 

at 0000 UTC on 12 April 1997. The initial and boundary conditions are derived from the 

European Center for Medium-Range Weather Forecasts Tropical Ocean and Global 

Atmosphere program (ECMWF/TOGA) global analysis, and standard rawinsonde and 

surface data. The special data sets from the ARM-CART site are not used for MM5 

model input and thus represent independent data for verification. Sea surface 

temperatures are specified from National Meteorological Center (NMC) analysis. Lateral 

boundary conditions are updated every 12 hours. 
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Chapter 4   ARM-CART CASE DESCRIPTION 

The case selected for this research is chosen because of its uniform forcing over the 

ARM-CART (AC) special data site during the IOP from 0000 UTC, 12 April 1997 to 

0000 UTC, 14 April 1997. During this dry, post-frontal time period, evolution of PBL 

depth was determined primarily by local forcing and some advection. In addition, this 

time period allows the use of special data with high temporal and spatial density for 

independent verification of model output. 

The 500-mb height analysis for 0000 UTC, 12 April 1997 (Fig. 4.1a) shows a broad 

area of low heights in the southern branch of the 500-mb flow, and centered to the 

northwest of the AC site. Through the 48-h period simulated here, the trough in the 

northern branch deepens slightly as the southern trough lifts out and merges with the 

northern trough. The trough system then continues to move eastward towards New 

England (Fig 4. lb-c). At the surface, low pressure is centered over St. Louis at the initial 

time with a cold front extending southwestward to the coast of Texas and a warm front 

extending eastward to the Atlantic (Fig. 4.2a). High pressure is pushing southeastward 

from Montana producing northwesterly winds, cold advection, and extensive cloudiness 

that dominate the AC site through the first day. The low-pressure center moves 

northeastward off the New England coast and the cold front moves across the Gulf of 

Mexico, and the clouds over Kansas and Oklahoma dissipate through the second day 

(Fig. 4.2b-c). 
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Figure 4.1.      Analysis of 500-mb geopotential height and temperature valid (a) 0000 
UTC, 12 April 1997, (b) 0000 UTC, 13 April 1997, and (c) 0000 UTC, 14 April 1997. 
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Figure 4.2.      Surface analysis valid (a) 0000 UTC, 12 April 1997, (b) 0000 UTC, 13 
April 1997, and (c) 0000 UTC, 14 April 1997. 
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Chapter 5   EXPERIMENTAL RESULTS 

In this chapter, the results of the experiments outlined in Chapter 3 are discussed. 

The first section presents the results of the idealized tests and examines the effects of 

vertical resolution and non-PBL physics on model results, and benchmarks the spectral 

model against the Blackadar and Gayno-Seaman models. The second section compares 

the results of the spectral model with independent special data from the ARM-CART site, 

as well as with the results of the other two PBL models. A comparison of model 

computational costs is included at the end of each section. 

5.1        Idealized Case 

Because of the idealized nature of this model intercomparison, results in this section 

are presented more qualitatively than quantitatively. Although the "correct" solution is 

not known, what constitutes a reasonable or realistic solution is known, based on 

climatology and experience with somewhat similar real-data cases.  Initial testing of the 

PBL schemes is focused on the 55-layer experiments (Table 3.1) representing relatively 

high vertical resolution and that necessary to adequately resolve the structure of the 

MBL.   This will allow a determination of whether or not the spectral scheme interacts 

properly with the non-PBL physics and dynamics modules. The 32-layer experiments are 

discussed later in this section to examine the impact of reduced and more typical vertical 

grid-space resolution (Mass and Kuo 1998) on each boundary-layer model. 
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Each of the model solutions examined here is integrated forward from the same initial 

conditions and lateral boundary conditions. However, horizontal plots of PBL depth 

(Fig. 5.1) at the 12-h forecast time, 1200 UTC (0500 LDT), show differences between the 

spectral model (Exps. I55-SPB and I55-SPV) and the Blackadar and Gayno-Seaman 

models (Exps. I55-BL and I55-GS respectively). Because no deep convection occurs 

during this case, any differences between Exps. I55-SPB and I55-SPV are entirely due to 

differences in the initial diagnosis of PBL depth. Experiments I55-SPB and I55-SPV 

both develop a marine PBL surface with greater spatial coherence than that of the other 

two experiments. These spectral-model results reflect the technique used to diagnose the 

initial PBL depth and the use of a prognostic equation with horizontal advection and 

diffusion to determine PBL depth. All four experiments show a general offshore pattern 

of deeper PBL depths from north to south, consistent with summertime climatology for 

this region (Neiburger et al. 1961). The values of the maximum PBL depths over the 

ocean are also comparable in all four experiments. It should also be noted that over land 

both Exps. I55-BL and I55-GS diagnose the PBL height to be zero during this stable 

nocturnal regime, while the spectral experiments are constrained to produce a depth no 

less than that of the lowest model full-level (60 m). 

Figures 5.2 and 5.3 show vertical cross sections of potential temperature and cloud 

water at the 12-h forecast time along cross-section O-L (Fig.3.1). Temperatures over 

land are very similar in all four experiments, while the boundary layers over the water in 

Exps. I55-SPB and I55-SPV are more stably stratified and about 1 °C cooler than I55-BL 
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Figure 5.1.      Model-predicted PBL depth (contour interval of 50 m), at 12 h (1200 
UTC) for (a) I55-SPB, (b) I55-SPV, (c) I55-BL and (d) I55-GS. 
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Figure 5.2. Vertical cross-section of potential temperature (contour interval of 1 K) at 
12 h (1200 UTC) along line segment O-L (Fig. 3.1), for (a) I55-SPB, (b) I55-SPV, (c) 
I55-BL, and (d) I55-GS. 
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Figure 5.3. Vertical cross-section of cloud water (contour interval of 0.1 g kg"1) at 12 
h (1200 UTC) along line segment O-L (Fig. 3.1), for (a) I55-SPB, (b) I55-SPV, (c) 155- 
BL, and (d) I55-GS. 
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and I55-GS along this cross-section (Fig. 5.2). Figure 5.3 shows that all four experiments 

have produced marine stratus of similar depth and extent, with reasonable values of cloud 

water concentration (~ 0.5 g kg"1). Each experiment shows a gradual downward slope of 

the marine stratus top towards the coast, consistent with climatology. This slope is most 

pronounced in Exp. I55-GS, and is also apparent in the corresponding gradients of 

potential temperature in Fig. 5.2. Over land, all four experiments develop some fog by 

this time. 

Atmospheric soundings over water (Fig. 5.4) at this time show a typical shallow 

MBL, with its inversion base at about 400 m AGL. All four experiments produce moist 

adiabatic lapse rates in the cloud layers, with Exps. I55-BL and I55-GS producing 

shallow dry-adiabatic layers near the surface. Over land (Fig. 5.5) at the 12-h forecast 

time all four experiments develop very similar radiation inversions at the surface, with 

fog. Winds at this time are still very weak at both locations and for all experiments. 

At 24 h (0000 UTC or 1700 LDT), each of the experiments has a well-developed 

boundary layer over land due to the daytime heating (Fig. 5.6). The general pattern is 

similar among the four experiments, with maximum values over land ranging from 1222 

m in Exp. I55-GS to 1178 m in Exp. I55-BL, while minimum depths over land away 

from the coastline range from -1025 m in I55-GS to 818 m in I55-SPV. Over water, the 

two spectral experiments again develop more smooth, gradually sloping surfaces of PBL 

depth, while the PBL depth forecasted in I55-BL is somewhat noisier, and that in I55-GS 

(~ 70 m) is much shallower than the other experiments. 
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Figure 5.4.      Temperature, moisture, and wind profiles for point "Ocean" (Fig. 3.1) at 
12 h (1200 UTC) for (a) I55-SPB, (b) I55-SPV, (c) I55-BL, and (d) I55-GS. 
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Figure 5.5.      Temperature, moisture, and wind profiles for point "Land" (Fig. 3.1) at 12 
h (1200 UTC) for (a) I55-SPB, (b) I55-SPV, (c) I55-BL, and (d) I55-GS. 
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Figure 5.6.      Model-predicted PBL depth (contour interval of 50 m), at 24 h (0000 
UTC) for (a) I55-SPB, (b) I55-SPV, (c) I55-BL and (d) I55-GS. 
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Daytime heating of the landmass has produced a sea-breeze circulation of around 5 m 

s"1 at the surface (Fig. 5.7), and extending to around 1 km depth (not shown) in all four 

experiments. Maximum surface wind speeds along the coastline are realistic (Banta, 

1995) and range from 5.61 m s"1 in I55-GS to 4.58 m s"1 in I55-SPV. All four 

experiments develop very similar wind patterns with maximum values near the coast and 

in the northwest and southeast regions of the grid. 

Figures 5.8 and 5.9 show vertical cross sections (along line O-L, Fig. 3.1) of potential 

temperature and cloud water at 24 h (0000 UTC). An examination of potential 

temperature in Fig. 5.8 shows a shallow MBL structure with deeper PBL depths sloping 

upward over land in response to the daytime heating. The difference in boundary-layer 

temperature over the water between the two spectral experiments and Exps. I55-BL and 

I55-GS has decreased to 1 °C or less along this cross-section. Over land, Exp. I55-GS is 

warmer than the other experiments by 1-3 °C. Of note are the sharp gradients of potential 

temperature coincident with the top of the marine stratus layer (Fig. 5.9) and likely due to 

evaporative and radiative cooling. These vertical gradients are nearly identical among 

Exps. I55-SPB, I55-SPV, and I55-BL, while that in Exp. I55-GS is about 50 percent 

weaker. 

The weaker vertical gradients in I55-GS are apparently due to less mixing and weaker 

TKE profiles over the water compared to the strongly heated land. Vertical profiles of 

TKE (not shown) indicate that within the marine boundary layer a sharp vertical gradient 
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Figure 5.7.      Wind speed (contour interval of 0.5 m s"1) with wind vectors, at 24 h 
(0000 UTC) for (a) I55-SPB, (b) I55-SPV, (c) I55-BL and (d) I55-GS. 
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Figure 5.8. Vertical cross-section of potential temperature (contour interval of 1 K) at 
24 h (0000 UTC) along line segment O-L (Fig. 3.1), for (a) I55-SPB, (b) I55-SPV, (c) 
I55-BL, and (d) I55-GS. 
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Figure 5.9. Vertical cross-section of cloud water (contour interval of 0.1 g kg"1) at 24 
h (0000 UTC) along line segment O-L (Fig. 3.1), for (a) I55-SPB, (b) I55-SPV, (c) 155- 
BL, and (d) I55-GS. 
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coincides with the base of the inversion, but the magnitude of TKE is less than 0.1 m2 s"2, 

the value used here to determine the depth of the boundary layer (see Section 2.2.2 for 

details). It appears that a smaller threshold value of TKE should be used to determine 

PBL depth over water as compared to land. Investigation of the best algorithm for 

determination of PBL depth over water is currently underway. 

In addition, the marine stratus in I55-GS is much thicker than the other experiments, 

and extends down to the surface (Fig. 5.9). The top of the marine stratus still displays a 

slight downward slope in all four experiments, most notably in I55-GS. 

It was shown in Fig. 5.6 that the boundary layer over water in Exp. I55-GS was very 

shallow compared to the other three experiments, yet in Fig. 5.8 the inversion base over 

water is approximately the same height as that in the other experiments. Therefore, the 

PBL depth and inversion base height are not necessarily the same. 

Atmospheric soundings over the water at 24 h (Fig. 5.10) show that Exps. I55-SPB 

and I55-SPV develop shallow mixed layers below a moist-adiabatic saturated layer, while 

Exp. I55-BL develops a super-adiabatic saturated layer above a very shallow mixed layer. 

Experiment I55-GS forecasts an unstable saturated layer that reaches the surface. Again 

we see that Exps. I55-SPB and I55-SPV are within 1 °C of the other two experiments at 

the surface at this time. In general, the more realistic moist-adiabatic saturated layers of 

I55-SPB and I55-SPV compared to I55-BL can most likely be attributed to the use of 

liquid potential temperature and total water as model variables, since these are 

approximately conserved for phase change processes (Betts, 1973). 
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Figure 5.10.    Temperature, moisture, and wind profiles for point "Ocean" (Fig. 3.1) at 
24 h (0000 UTC) for (a) I55-SPB, (b) I55-SPV, (c) I55-BL, and (d) I55-GS. 
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Over land, all four experiments have soundings with well-developed mixed layers of 

about 1-km depth (Fig. 5.11). Experiment I55-GS has the weakest inversion, but has 

produced a shallow super-adiabatic layer at the surface that is not evident in the other 

experiments. It also has the warmest boundary layer of the four experiments, while 155- 

SPV is the coolest, 3 °C cooler than I55-GS at this location. The temperature difference 

between the spectral experiments and the "high-resolution" experiments may be the result 

of the amount of fog over land during the previous nocturnal period. Both spectral 

experiments produced somewhat more fog over land than the "high-resolution" 

experiments, thus delaying daytime radiative heating of the boundary layer. Experiment 

I55-GS has the greatest land-sea temperature difference, and produces the strongest sea 

breeze (Fig. 5.7). Note the similarity in the wind profiles after 24 h among the 

experiments in both Fig. 5.10 and Fig. 5.11, for water and land locations, respectively. 

The production of marine stratus and stronger marine PBL-top inversions, the 

formation and dissipation of fog over land, and the development of a sea-breeze 

circulation indicate that the spectral model is interacting properly with the non-PBL 

physics and dynamics modules within MM5. Physically realistic interaction between the 

spectral scheme and the MM5 is indicated by its reasonable solutions and the degree of 

similarity in the MM5 results among the three PBL models. 

A comparison between the 55-layer and 32-layer experiments is examined next to 

determine the impact of reduced vertical grid-space resolution on the PBL model results. 
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Figure 5.11.    Temperature, moisture, and wind profiles for point "Land" (Fig. 3.1) at 24 
h (0000 UTC) for (a) I55-SPB, (b) I55-SPV, (c) I55-BL, and (d) I55-GS. 



S3 

At 24 h (0000 UTC), the horizontal patterns of PBL depths (not shown) predicted in 

Exps. I32-SPB, I32-SPV, I32-BL, and I32-GS are very similar to those shown in the 55- 

layer experiments (Fig. 5.6), although the magnitudes of maxima and minima have 

changed. The PBL depths over land in I32-SPB and I32-SPV are 130 - 140 m shallower 

than those of I55-SPB and I55-SPV, while the depths over water are approximately 80 m 

shallower than the 55-layer experiments. Experiments I32-BL and I32-GS show the 

opposite trend. The PBL depths over land in the 32-layer experiments (not shown) are 

approximately 80 m higher than those in Exps. I55-BL and I55-GS, while over water the 

PBL depths forecasted by Exps. I32-BL and I32-GS are 25 - 30 m higher than those of 

the 55-layer experiments. 

Surface winds produced by the 32-layer experiments (not shown) at 24 h respond to 

decreased vertical resolution similarly to the PBL depths. Experiments I32-SPB and 132- 

SPV decrease the maximum predicted wind speed within the sea breeze by 0.3 - 0.7 m s"1 

as compared to the 55-layer experiments (Fig. 5.7), while Exps. I32-BL and I32-GS 

increase the maximum wind speeds by 0.2 - 0.25 m s"1 over I55-BL and I55-GS. 

A comparison of Figs. 5.8 and 5.9 with Figs. 5.12 and 5.13 shows gradients in both 

potential temperature and cloud water near the top of the stratus are as much as 50 

percent weaker in the 32-layer experiments than in the 55-layer experiments. Also, while 

boundary-layer temperatures over water remain similar between the 32-layer and 55-layer 

experiments, temperatures in Exps. I32-SPB and I32-SPV over land are 2 °C degrees 

cooler than in the 55-layer experiments.   The most likely reason for this cooling is that 
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Figure 5.12. Vertical cross-section of potential temperature (contour interval of 1 K) at 
24 h (0000 UTC) along line segment O-L (Fig. 3.1), for (a) I32-SPB, (b) I32-SPV, (c) 
I32-BL, and (d) I32-GS. 
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Figure 5.13. Vertical cross-section of cloud water (contour interval of 0.1 g kg-1) at 24 
h (0000 UTC) along line segment O-L (Fig. 3.1), for (a) I32-SPB, (b) I32-SPV, (c) 132- 
BL, and (d) I32-GS. 
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the entrainment flux within the spectral model is a function of the jump of the model 

variable across the top of the boundary layer (i.e., the difference between the model 

variable within and above the PBL). As vertical resolution decreases, the depth over 

which the jump is computed increases, thus reducing the gradient. This results in reduced 

mixing down of warm, dry air from above the PBL, creating cooler PBL temperatures. 

Ayotte et al. (1996) found a similar difficulty among six prototypical PBL models after 

evaluation against large-eddy simulation results. 

Soundings over water produced by the four 32-layer experiments at 24 h (not shown) 

show very little difference from the 55-layer experiments (Fig. 5.10). However, 

soundings over land (Fig. 5.14) produced by Exps. I32-SPB and I32-SPV at 24 h have 

mixed layers that are 1-2 °C cooler than those produced by the spectral model using 55 

layers (Fig. 5.11). Experiments I32-SPB and I32-SPV also produce significantly more 

moisture within the boundary layer, by as much as 1.5 g kg"1, compared to I55-SPB and 

I55-SPV. Experiment I32-BL has a boundary layer that is nearly 1 °C warmer than that 

of I55-BL, while the land-based sounding produced by I32-GS shows little impact of the 

reduced resolution, and still produces the super-adiabatic surface layer seen in the 55- 

layer experiment. 

The most notable impact of reduced vertical resolution is seen in the cross sections of 

all four 32-layer experiments, however. The vertical gradients at the inversion base are 

smaller in the 32-layer experiments than the 55-layer experiments. Again, in the spectral 
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Figure 5.14.    Temperature, moisture, and wind profiles for point "Land" (Fig. 3.1) at 24 
h (0000 UTC) for (a) I32-SPB, (b) I32-SPV, (c) I32-BL, and (d) I32-GS. 
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model, weaker gradients and a smaller jump generate a weaker entrainment flux of 

warmer, dryer air into the boundary layer. Also, higher vertical resolution results in 

smaller grid volumes that are easier to saturate, more readily allowing the development of 

cloud or fog, which then has an impact on both longwave and shortwave radiation. This 

affects the temperature and moisture profiles and fluxes, which, in turn, have an impact 

on the depth of the PBL, and therefore, the depth over which the PBL scheme operates. 

Thus, it is clear that the effect of gridspace resolution on non-PBL physics still exists 

regardless of the choice of PBL scheme and this most certainly influences the results of 

the PBL scheme. It is not clear whether the differences between the spectral experiments 

and the "high-resolution" experiments are due to the choice of closure, or are the result of 

the spectral architecture. 

Because "high-resolution" PBL schemes can account for 30 or 40 percent of total 

model computation time, efficiency of these parameterizations is of critical concern. 

Figure 5.15 compares the total MM5 computation time for each experiment normalized 

by the model run with the greatest total computation time. Since I55-SPB and I55-SPV 

reduce total computation time by about 25 percent as compared to I55-BL, the spectral 

model is several times faster than the Blackadar or Gayno-Seaman PBL models in MM5. 

5.2        ARM-CART Case 

It is clear from the results of the idealized coastal-zone case that reducing vertical 

grid-space resolution enhances the differences among the PBL models.   Additionally, 
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Figure 5.15.    Normalized total MM5 computation time for idealized-case experiments. 
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although each of the idealized-case experiments produced reasonable results, it cannot be 

determined which is most accurate. Therefore, to better understand the differences 

among the PBL models, this investigation uses a real-data case and proceeds with 32 

vertical model layers (Table 3.1). The choice of 32 vertical layers is somewhat more 

typical than 55 layers for current operational mesoscale models (e.g., Mass and Kuo 

1998), and is certainly more practical for large domains. In this section the results of the 

MM5 with the spectral PBL model (Exps. SPB and SPV) are compared to the MM5 

simulations using the Blackadar (Exp. BL) and Gayno-Seaman PBL (Exp. GS) models. 

In order to determine which of the models produces the most realistic results, the model 

output of all four experiments is verified against the special data from the ARM-CART 

(AC) site central facility CF and four boundary facilities Bl, B4, B5, and B6 (see Fig. 

3.3). 

It should be emphasized that the two spectral experiments differ only by the 

technique used to diagnose the depth of the PBL at all grid-points at the initial time and at 

those grid-points experiencing deep moist convection during the simulation. The spectral 

model uses a prognostic equation for PBL depth at all other times. Since there is no deep 

convection within the AC site during this case, all differences between SPB and SPV 

results are attributed to sensitivity to the initial conditions for PBL depth, and some 

smaller effect of horizontal advection from grid-points which have experienced 

convection. 

This section begins by demonstrating that each model experiment produces a 

reasonable synoptic-scale setting for this boundary-layer study.  An intercomparison and 
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verification of various model variables is presented for the 48-h period described in 

Chapter 4. Some of these time series are shown exclusively at the AC CF, because it is 

more heavily instrumented than other facilities in the AC site. When possible, the model- 

simulated and observed trends are averaged over all five facilities to better represent the 

mean mesoscale signal for the verification. In addition, some model fields are examined 

in further detail by studying the trends at the individual facilities using vertical profiles, 

time-series of other atmospheric variables affecting model results, and budgets showing 

individual terms in the surface energy balance (Eq. 2.2) and the spectral models' 

prognostic equation for PBL depth (Eq. 2.36). The experimental results are summarized 

using verification statistics and an ordinal ranking based on the 48-h mean statistics. 

However, the statistical significance of the differences among the experiments is not well 

known. Finally, a comparison of model computational efficiency is presented. 

At the initial time, 0000 UTC, 12 April 1997, the AC site is dominated by 

northwesterly flow at the surface with overcast skies behind a cold front that extends 

from southeastern Missouri to southern Texas (Fig 4.2 a). High pressure moves into the 

AC site and skies clear through the night on the second day. 

This synoptic pattern is evident in Fig. 5.16, model-predicted PBL depth at 4 h (0400 

UTC, 12 April 1997), for all four experiments. The post-frontal northwesterly flow is 

evident in all four experiments, with Exps. SPB and SPV producing deeper PBL depths 

and stronger horizontal gradients than Exps. BL and GS in the vicinity of the cold front 

near the Texas coast.  Shallower PBL depths in regions ahead of the front are associated 
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Figure 5.16. Model-predicted PBL depth at 4 h (0400 UTC 12 April 1997) with 
contour interval of 200 m, and wind vectors (m s"1) for Exps. (a) SPB, (b) SPV, (c) BL, 
and (d) GS. 



63 

(c) 

(d) 

120 W 110 W 100 W 90 W 80 W 
50 N Kij11111N111111111111111i.niT11ri11111111uiyui\iiini!i(:i;111111]11111111 i,(tj'i111111111111w 50 N 

tffnfmi-f'Hi iiiiiiiiiiwi Tji-t|ti|ii|ii{iiiMiiiiiiiiiiiiiini \^ i i(i HI ii iiiliiiiiiiii/iiiiuiJ-MTirriii- 
110 W 100 W 90 W 

-=20 N 

Figure 5.16.    Continued. 
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with the frontal precipitation (not shown). Experiments BL and GS diagnose PBL depths 

to be at the surface over much of the domain during this stable nocturnal period. All four 

experiments produce an area of elevated PBL depths (300-1200 m) within the AC site 

behind the cold front. 

Figure 5.17 compares the trend of surface pressure at the AC central facility (CF) 

(Fig. 3.3) to the pressure trends produced in each experiment at that location. As 

expected, both observed and simulated surface pressures increase over the 48-h period in 

all experiments. All of the models compare well to the observed surface pressure until the 

last 6 h of the forecast period when model surface pressures are 2-5 mb higher than 

observed. These pressure errors will be shown to be related to under-predicted afternoon 

temperatures on the second day. 

Surface observations at Ponca City, OK, 25 miles northeast of the CF, indicate low 

ceilings (1600-4300 feet AGL) lasting through the first 24 h, with skies clearing by 0400 

UTC, 13 April 1997 (Fig. 5.18). Scattered cumulus and cirrus re-appear by 1500 UTC, 

13 April 1997 and persist through 0000 UTC, 14 April 1997. A comparison of model 

column-integrated cloud water with hourly averaged values measured at the CF (Fig. 

5.18) shows that only the spectral experiments (SPB and SPV) produce more cloud on 

the first day than the second, as observed. Furthermore, the SPB experiment correctly 

produces two periods of enhanced cloudiness on the first day although it is 3 hours late in 

the forecast of the first maximum.   All four models indicate the development of clouds 
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Figure 5.17.    Time-series analysis valid 0000 UTC 12 April 1997 to 0000 UTC 14 April 
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Figure 5.18. Time-series analysis, valid 0000 UTC 12 April 1997 to 0000 UTC 14 
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too early, between 0900 and 1500 UTC, on 13 April 1997, when none is observed. Cloud 

is observed after 1500 UTC (Fig 5.18) but it is under-predicted by all experiments except 

perhaps SPB. 

Low-level observed and predicted winds behind the cold front on the first day are 

fairly strong, averaging 8-10 m s'1 over the five facilities (Fig. 5.19). As high pressure 

moves in on day two, however, the winds diminish considerably, to average around 4-5 

m s"1. All experiments demonstrate this trend, and over-predict wind speeds for the 48-h 

period by 0.3-1.7 m s"1 (Table 5.1). 

Figure 5.20 displays the five-facility average temperature at the lowest model layer 

(approx. 30 m) through the 48-h period. The BL and GS simulations compare favorably 

with the observed 30-m temperature through the diurnal minimum of the second day (36- 

h forecast, valid 1200 UTC, 13 April 1997), but lag daytime temperatures on 13 April 

1997 by 2-5 °C. The SPB and SPV experiments, on the other hand, have weaker diurnal 

cycles: both experiments begin warming several hours before the observed minimum 

temperature is reached on the first night (11-h forecast, valid 1400 UTC, 12 April 1997), 

are 2 °C too cool at the first diurnal maximum, (23-h forecast, valid 23 UTC, 12 April 

1997), and more than 7 °C too cool at 44 h (2000 UTC, 13 April 1997). For the 2-day 

period, mean errors range from -1.0 ° to -1.7 °C (Table 5.1) for the four experiments. 

At the 900-mb level (Fig. 5.21a), similar results are found. All experiments verify 

well through the first night, but are too cool later in the forecast period, with the SPB and 
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Figure 5.19. Time-series analysis, valid 0000 UTC 12 April 1997 to 0000 UTC 14 
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predicted surface layer (30 m) wind speed. 
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Five-Facility 

Average 

MEAN ERROR MEAN ABS ERROR RMS ERROR 

SPB   SPV     BL       GS SPB   SPV    BL      GS SPB   SPV     BL      GS 

Sfc Layer WndSpd 
Sfc Layer Wnd Dir 
Sfc Layer Temp. 
Sfc Layer Spec.Hum. 

1.7     1.2       0.9      0.3 
7        5          4         4 

-1.6    -1.7     -1.1      -1.0 
-0.1     -0.1      -0.1       0.0 

2.7     2.4     2.1      1.8 
22      22      22      23 

2.3      2.3      1.8      1.9 
0.3      0.3      0.3      0.3 

3.2     2.9     2.6     2.4 

32       31       32       33 
3.2      3.2      2.6      2.6 
0.5      0.5      0.4      0.4 

Five-Facility 

Average 

MEAN ERROR MEAN ABS ERROR RMS ERROR 

SPB   SPV BL GS SPB SPV BL GS SPB SPV BL GS 

900mb Temperature -1.4    -1.5 -0.5 -0.3 2.0 2.0 1.2 1.2 2.5 2.4 1.6 1.6 
800mb Temperature -1.0    -1.0 -0.8 -0.6 1.9 1.8 1.6 1.6 2.2 2.2 2.0 2.0 
700mb Temperature -2.2    -2.1 -1.8 -1.7 2.3 2.2 1.9 1.9 2.7 2.7 2.4 2.3 
900mb Spec. Humidity 0.1      0.1 0.1 0.0 0.4 0.3 0.3 0.4 0.5 0.5 0.4 0.5 
800mb Spec. Humidity 0.0      0.0 0.1 0.1 0.4 0.4 0.4 0.4 0.5 0.5 0.5 0.5 
700mb Spec. Humidity -0.1     -0.1 -0.1 0.0 0.4 0.4 0.4 0.5 0.6 0.6 0.6 0.6 

Central Facility Rank MEAN ERROR MEAN ABS ERROR RMS ERROR 

SPB   SPV BL GS SPB   SPV     BL      GS SPB   SPV     BL      GS 
Surface Pressure 0.5     0.7 0.4 0.2 1.4      1.3      0.8      0.9 1.9      1.8      1.1      1.2 
Surface Rel. Hum. 0.09   0.10 0.05 0.08 0.11    0.11    0.06   0.08 0.12   0.12    0.07   0.10 
Net Radiation -55     -50 3 -9 71       64       67       59 109       97       88       92 
Sensible Heat Flux -32     -26 -9 -12 43       41       37       40 61       59       51       61 
Latent Heat Flux -20     -18 -1 -7 26       22       16       19 39       35       25       31 
Int. Cloud Water 0.001 0.001 -0.003 - 0.001 0.005 0.005 0.004 0.004 0.006 0.007 0.006 0.006 

Five-Facility 

Average 

MEAN ERROR MEAN ABS ERROR RMS ERROR 

SPB   SPV     BL       GS SPB   SPV     BL      GS SPB   SPV     BL      GS 

0 to 48-h PBL Depth -78   -118     -392    -376 361     365    458     444 443    456     612     578 
Nighttime PBL 29       11     -169    -205 135     162     198     205 226     269     352     371 
Daytime PBL -68   -100     -142    -147 133     173     204     202 239     305     383     368 

Table 5.1.        ARM-CART case experimental error statistics. 
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Figure 5.20. Time series analysis, valid 0000 UTC 12 April 1997 to 0000 UTC 14 
April 1997, comparing the five-facility average three-hourly observed and hourly model- 
predicted surface layer (30 m) temperature. 
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Figure 5.21. Time-series analysis, valid 0000 UTC 12 April 1997 to 0000 UTC 14 
April 1997, comparing the five-facility average three-hourly observed and hourly model- 
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SPV experiments almost 3 °C cooler than the diurnal maximum the first afternoon, and 

all experiments too cool through the second 24 hours. The 800-mb and 700-mb (Fig. 

5.21b-c) temperature trends show very good agreement among the experiments, as 

expected, demonstrating that the choice of PBL scheme has little effect above the 

boundary layer, which remained below 2000 m. However, during the second day, all of 

the 800-mb temperature trend-lines show a 1-2 °C cool bias. A cool bias of 1-3 °C is also 

present at 700 mb between 12 and 48 h. Examination of observed and forecast trends of 

specific humidity (not shown) indicates very strong agreement among all experiments at 

the surface, 900, 800, and 700 mb. These experiments also verify well against the 

observed values at each level, as shown in Table 5.1. 

The errors in the aforementioned time-series analyses will of course impact the depth 

of the boundary layer. For example, if model-generated surface-layer temperatures are 

cooler than observed one might expect the model boundary layer to be shallower than 

observed due to reduced surface heating. If the air above the PBL (e.g., 800, 700 mb) is 

cooler than observed, entrainment effects would produce cooler mean temperatures 

through a deeper PBL. If low-level winds are forecasted to be stronger than observed, 

the model PBL may be too deep at night as a result of increased mechanical mixing. 

Wind errors also affect the depth of the PBL through horizontal advection (Eq. 2.36). 

Therefore, all of these factors can contribute to the errors within the model PBL in this 

real-data case. 

Another issue to be resolved involves how to best define the PBL height. Several 

techniques are tested here to diagnose the depth of the observed PBL using the standard 
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atmospheric sounding data at the CF. The first technique applied is purely subjective, 

based on experience using lapse rates and wind shear to determine the PBL depth. These 

values are shown as open circles in Fig. 5.22 and are labeled as subjective. The objective 

diagnosis techniques include the Bulk-Richardson (B-R) technique and the virtual 

potential temperature techniques described in Section 2.3, and an algorithm identical to 

the virtual potential temperature method, but instead using potential temperature. Figure 

5.22 shows that, of the three objective diagnosis algorithms, the B-R method of 

Vogelezang and Holtslag (1996) appears to agree best with the subjective analysis. It 

must be noted, however, that the B-R method cannot produce a PBL depth lower than 

that of the reference level, which is chosen to be 30 m in this case. In addition, of the 

objective techniques, the B-R method is perhaps the most meteorologically sound, since 

it takes into account both the thermal and wind profiles. Therefore, in the following 

figures which show observed PBL depth, the B-R method is used. 

Figure 5.23 shows the five-facility mean PBL depth over the 48-h forecast period. 

The observed boundary layer maintains a depth of at least 600 m through the first 

nocturnal period, 0000-1200 UTC, 12 April 1997, which is more than 50 percent of the 

maximum depth the following afternoon. This relatively deep nocturnal boundary layer 

is also apparent in the solutions of SPB and SPV. Experiments SPB and SPV produce a 

boundary layer that is 200 m deeper than observed at 0800 UTC, 12 April 1997, while 

BL and GS produce, on average, a PBL depth that is more than 400 m shallower than 

observed.   Each of the experiments produces reasonable values of PBL depth through 
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Figure 5.22.    Time-series analysis, valid 0000 UTC 12 April 1997 to 0000 UTC 14 
April 1997 of diagnosed PBL depth at the CF. 



75 

PBL Depth Trend 

2000 

1800 

1600 

1400 

^ 1200 

£ 1000 

Q 800 

600 

400 

200 

0 

o 
n 

vj o 
iT^ A ^f*5^ 

St^    <M* I          '.' \ f % —U Gf T^h   MP ii( O   J* 'll 

P 
,■■*■■' 1* J 

i i 't 

- ii*   1 .AA    AAi .A i 

 , 
i 

IIMAAA^ rA  

ii 

O OBS 

-- •- -BL 
.. -A-- -GS 

0 

0000 UTC/12 

12 24 

Hour(UTC) 

30 36 42    48 

0000 UTC/14 

Figure 5.23. Time-series analysis, valid 0000 UTC 12 April 1997 to 0000 UTC 14 
April 1997, comparing the five-facility average three-hourly observed and hourly model- 
predicted PBL depth. 
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the maximum at 2300 UTC, 12 April 1997. Experiments BL and GS reach their 

maximum values an hour earlier than SPB and SPV and the 3-hourly observation, and 

maximum depths are all within about 200 m of the observed depth. This is impressive, 

since the model vertical resolution near 1400 m is around 180 m (Table 3.3). 

Through the second night, 0200 UTC 13 April 1997 to 1300 UTC 13 April 1997, the 

observed PBL depth decreases to around 100 m and begins rising gradually to more than 

300 m by 1100 UTC 13 April 1997. Through this period, Exps. SPB and SPV maintain 

PBL depths between 300-400 m, while the five-facility average depths produced by BL 

and GS are less than 100 m and zero, respectively. All experiments underestimate the 

PBL growth through the final 12-h period of the model run, when mean surface-layer 

temperatures are under-predicted (Fig. 5.20). 

In order to better understand some of the interesting features of the mean PBL depth 

trend described above, the next series of figures shows the 48-h time-series of PBL depth 

(Fig. 5.24) and lowest model layer temperature (Fig. 5.25) at facilities Bl, B5, and CF. 

The first feature to be investigated is the simulated maximum in the nocturnal PBL depth 

in Fig. 5.23 for Exps. SPB and SPV between 0600-1200 UTC, 12 April 1997. This 

forecasted trend is most apparent at Bl (Fig. 5.24a), where this feature is also forecasted 

to a lesser degree by Exps. BL and GS, but it is not that apparent in the observed trend at 

Bl. Note the variability in low-level temperature from site to site through this nocturnal 

period (Fig. 5.25)*and the correlation between over- and under-prediction of temperature, 
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Figure 5.24. Time-series analysis, valid 0000 UTC 12 April 1997 to 0000 UTC 14 
April 1997, comparing the three-hourly observed and hourly model-predicted PBL depth 
at facility (a) Bl, (b) B5, and (c) CF. 
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Figure 5.25. Time-series analysis, valid 0000 UTC 12 April 1997 to 0000 UTC 14 
April 1997, comparing the three-hourly observed and hourly model-predicted surface- 
layer (30 m) temperature at facility (a) Bl, (b) B5, and (c) CF. 
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and over- and under-prediction of PBL depth (Fig. 5.24). 

Figure 5.26 shows skew-T diagrams at Bl, valid at 0800 UTC, 12 April 1997, for the 

observed conditions and all four experiments. The observed sounding in Fig. 5.26a has a 

well-mixed temperature profile capped by an inversion at 600 m AGL that defines the 

PBL depth. This type of profile is produced by all the experiments with somewhat 

different stabilities below the inversion. As shown in Fig. 5.24a, the GS experiment most 

accurately determines the PBL depth at this time. Experiment BL diagnoses a depth 300 

m lower than observed, because its boundary-layer thermal profile is slightly stable above 

the surface. Experiments SPB and SPV differ the most from the observed depth and 

those forecasted by the other two experiments, with depths 500 m greater than the actual 

depth. 

Figures 5.26b and 5.26c show that both spectral experiments produce more stably 

stratified thermal profiles, yet still develop boundary layers far deeper than observed 

during this nocturnal period. It must be recalled that the spectral PBL scheme is not 

diagnosing the depth of the PBL; rather, it uses a prognostic equation to determine PBL 

height, which may deviate from a diagnosis based on the model mass and wind fields at a 

given time. In this case, however, the prognosis is apparently representing a real 

meteorological feature. Although the nocturnal PBL depth maximum is not seen in the 

observation at Bl, it is present to the southeast at facility B5 (Fig. 5.24b) with a 

maximum depth of over 1000 m at 1100 UTC 12 April 1997. Figure 5.27a shows that 

the observed thermal profile at this time is dry adiabatic to 920 mb and approximately 
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moist adiabatic to 870 mb. The wind profile shows strong directional shear through this 

layer. Again, the low-level lapse rates in Exps. SPB and SPV are less than adiabatic with 

SPV having a steeper lapse rate than SPB. Both of these experiments produce nocturnal 

PBL-depth maxima lower than that observed at B5 at 1100 UTC, 12 April 1997 (Fig. 

5.24b), with SPV forecasting the best depth. Experiments BL (Fig. 5.27d) and GS (Fig. 

5.27e) show an inversion base 750 m and 450 m shallower than the actual boundary 

layer, respectively. Therefore, during this nocturnal period, Exps. SPB and SPV produce 

a better forecast of PBL height than the other experiments. 

Although it is also clear from Figs. 5.24 and 5.25 that all of the experiments 

significantly under-forecast the PBL depth and lowest model layer temperature during the 

second-day heating maximum, between 2000-2300 UTC 13 April 1997, it is most 

apparent at Bl (Fig. 5.24a). Examination of observed and model soundings at this 

location and time (Fig. 5.28) provide some insight into this problem. The observed 

temperature profile in Fig. 5.28a shows a very strong (4 °C) and shallow (10 m), super- 

adiabatic layer which is not forecasted in any of the model experiments (Fig. 5.28b-e). 

Soundings at the other sites at this time (not shown) also show a super-adiabatic layer, 

although not as strong as that seen at Bl. It is important to note that the observed 

sounding, with data reported nearly every 10 m, has much greater vertical resolution than 

the models used here. The lowest model layer in all experiments is 60 m deep, which 

limits even the GS TKE model's ability to produce super-adiabatic layers. But resolution 

is not the only reason for the large errors in the PBL depth and temperature during the 
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second day. 

Because an understanding of the low-level temperature variation is crucial to an 

understanding of the PBL depth trend, here we examine the parameters governing the 

surface energy budget described in Eq. 2.2 and low-level temperature errors shown in 

Fig. 5.25c for the CF. Figure 5.29a shows that for net radiation at the surface, all 

experiments verify quite well during the nocturnal period on day two between 24-36 h. 

The diurnal maximum in net radiation at 43 h (1900 UTC 13 April 1997) shows SPB to 

under-forecast net radiation by about 200 W m*2. This result is consistent with the 

integrated cloud water (Fig. 5.18) showing this experiment to produce somewhat higher 

amounts of cloud water at this time. More significantly, all four experiments lag the 

increase in net radiation prior to the second diurnal maximum. This delay, resulting from 

cloud produced by the models earlier than observed, significantly attenuates the time- 

integrated effect of net radiation (energy per unit area), resulting in delayed and/or 

reduced heat input at the surface, and thus under-predicted low-level temperatures. Note 

that the errors in the timing of SPV and SPB clouds and net radiation result in a mean 

bias of-50 to -55 W m"2, respectively for the 48-h period (Table 5.1), thus contributing to 

the larger -1.2 to -1.7 °C cool biases in low-level temperatures in the spectral model 

experiments. Figure 5.29 also shows that Exps. SPB, BL, and GS forecast the time of the 

first maximum of net radiation within 2 h, while over-forecasting the maximum 

magnitude by as much as 300 W m"2. Experiment SPV underestimates the magnitude by 
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Figure 5.29. Time-series analysis, valid 0000 UTC 12 April 1997 to 0000 UTC 14 
April 1997 comparing hourly observed and model-predicted (a) net radiation, (b) sensible 
heat flux, and (c) latent heat flux at the CF. 
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-2 50 W m" , while delaying the maximum by 2 hours. 

These radiative trends in Fig. 5.29a can be explained by again referring to Fig. 5.18, 

the integrated cloud water. It shows that Exp. SPV has cloud that persists almost until the 

time of maximum net radiation, reducing and delaying that maximum, while BL and GS 

have significantly less cloud water and proportionately greater and earlier net radiation 

maxima. Additionally, the second maximum of cloud water produced by SPB at 2100 

UTC, 12 April 1997 corresponds to its earlier decrease of net radiation at that time. The 

30-36-h forecast period, valid 0600-1200 UTC 13 April 1997 shows that all models have 

a slightly greater net radiation than observed. Again referring to Fig. 5.18, cloud is 

present in all experiments, increasing the back longwave radiation to the surface. 

Figure 5.29b shows sensible heat flux and Fig. 5.29c displays latent heat flux at CF. 

Both of these figures reflect the patterns seen in the net radiation and model cloud. For 

example, the time of maximum net radiation corresponds to the time of maximum 

sensible and latent heat fluxes for each experiment. Thus, the cloud forecast greatly 

influences the net radiation, which influences ground temperature and the surface heat 

and moisture fluxes, which influence the PBL depth. It is interesting to note that the day- 

one PBL height (Fig 5.24c) and low-level temperature (Fig 5.25c) maxima at CF are 

well-predicted by BL and GS despite over-forecasts of net radiation and sensible and 

latent heat fluxes caused by under-forecasting cloud (Fig. 5.18). The errors tended to 

cancel in this case. For Exp. SPV on the other hand, the net radiation maximum at CF 

was under-predicted and delayed due to over-forecasting cloud.  The sensible and latent 
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heat fluxes were also under-predicted and delayed, as were the low-level temperature 

maximum and PBL height. Therefore, model cloud and radiation physics greatly affect 

the performance of a given PBL model. 

Again with the intent of better understanding the complexity of computing of the PBL 

depth trend, a study is made of the individual tendency terms in the prognostic equation 

(Eq. 2.36) for PBL depth used by the spectral model (only the terms from Exp. SPB are 

shown here). Figure 5.30 shows trends of the instantaneous values of these terms at 15- 

minute intervals over the 48-h forecast period at the CF. Comparing these curves to the 

PBL depth trend shown in Fig. 5.24c for SPB, it is possible to determine which terms 

(physical processes) make the largest contribution to the features discussed earlier in this 

section. The changes in PBL depth will be proportional to the sum of tendency terms. 

It is apparent that the first nocturnal maximum in this experiment (7-h forecast, valid 

0700 UTC, 12 April 1997) is generated by the combined effect of entrainment of warm 

air from above the boundary layer and horizontal advection of greater PBL depth into the 

CF. These two terms offset the negative effect of subsidence behind the cold front (i.e., 

downward environmental vertical velocity). Both of the rises in PBL depth prior to the 

afternoon maxima (17-20-h forecast, valid 1700-2000 UTC, 12 April 1997 and 40-45-h 

forecast, valid 1600-2100 UTC, 13 April 1997) must be attributed primarily to the 

entrainment term. 

The sudden decrease of PBL depth after the first diurnal maximum (23-27-h forecast, 
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valid 2300 UTC, 12 April 1997 - 0300 UTC, 13 April 1997) is the result of nearly equal 

contributions of negative environmental vertical velocity, entrainment, and horizontal 

advection. The decrease following the second diurnal maximum (47-48-h forecast, valid 

2300 UTC, 13 April 1997 - 0000 UTC, 14 April 1997) is mainly due to entrainment. A 

nocturnal maximum appears at the CF during the second night (28-3 2-h forecast, valid 

0400-0800 UTC, 13 April 1997) and an examination of Fig. 5.30 shows it to be solely the 

effect of horizontal advection of greater values of PBL depth into the grid-square. 

Figure 5.31 is included to show the effect of the PBL height diagnosis within Exp. 

SPB at a point undergoing deep moist convection in southwest Louisiana, since no 

convection takes place within the AC site during this case. This figure shows the value 

of PBL depth at every time-step from the onset of convection until its cessation 40 

minutes later. The figure demonstrates that the PBL depth continues to increase 

immediately following the onset of convection, then gradually falls to the minimum value 

allowed by the scheme, the height of the lowest full model layer (60 m), for the 

remainder of the convective period. These results are quite reasonable and suggest that 

the transition from prognostic mode to diagnostic mode during deep convection was 

successful. 

The final part of this section will present an overview of the ARM-CART case error 

statistics (Table 5.1). An ordinal rank is assigned to each experiment based on its overall 

verification against the independent data from the AC site (Table 5.2). Most of the 

statistics shown here are generated based on model performance at all five facilities, 
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Five-Facility 

Average Rank 

MEAN ERROR MEAN ABS ERROR RMS ERROR 

SPB SPV   BL   GS SPB SPV   BL    GS SPB SPV   BL    GS 

Sfc Layer Wnd Spd 4.0    3.0   2.0    1.0 4.0    3.0   2.0    1.0 4.0    3.0   2.0    1.0 
Sfc Layer Wnd Dir 4.0    3.0    1.5    1.5 3.0    3.0   3.0   4.0 2.5    1.0   2.5   4.0 
Sfc Layer Temp. 3.0    4.0   2.0    1.0 3.5    3.5   1.0   2.0 3.5    3.5    1.5    1.5 
Sfc Layer Spec. Hum. 3.0    3.0   3.0    1.0 2.5    2.5   2.5   2.5 3.5    3.5    1.5    1.5 

SUM OF RANKS 
SFC LAYER RANK 

14.0 13.0   8.5   4.5 13.0 12.0   8.5   9.5  13.5 11.0   7.5   8.0 
4.0   3.0   2.0   1.0    4.0   3.0   1.0   2.0    4.0   3.0   1.0   2.0 

Five-Facility 

Average Rank 

900mb Temperature 
800mb Temperature 
700mb Temperature 
900mb Spec. Humidity 
800mb Spec. Humidity 
700mb Spec. Humidity 

MEAN ERROR 

SPB SPV   BL   GS 

3.0 
3.5 
4.0 
3.0 
1.5 
3.0 

4.0 
3.5 
3.0 
3.0 
1.5 
3.0 

2.0 
2.0 
2.0 
3.0 
3.5 

3.0 

1.0 
1.0 
1.0 
1.0 
3.5 
1.0 

MEAN ABS ERROR 

SPB SPV   BL    GS 

3.5 
4.0 
4.0 
3.5 
2.5 

2.0 

3.5 
3.0 
3.0 
1.5 
2.5 
2.0 

1.5 
1.5 
1.5 
1.5 
2.5 
2.0 

1.5 
1.5 
1.5 
3.5 
2.5 
4.0 

RMS ERROR 

SPB SPV   BL    GS 

4.0 
3.5 
3.5 
3.5 
2.5 

2.5 

3.0 
3.5 
3.5 
3.5 
2.5 

2.5 

1.5 
1.5 
2.0 
2.0 
2.5 
2.5 

1.5 
1.5 
1.0 
1.0 
2.5 
2.5 

SUM OF RANKS 
VERTICAL RANK 

18.0 18.0 15.5   8.5 19.5 15.5 10.5 14.5 19.5 18.5 12.0 10.0 
3.5    3.5   2.0   1.0    4.0    3.0   1.0   2.0    4.0    3.0   2.0    1.0 

Central Facility Rank 

Surface Pressure 
Surface Rel. Hum. 
Net Radiation 
Sensible Heat Flux 
Latent Heat Flux 
Int. Cloud Water 

MEAN ERROR 

SPB SPV BL GS 

3.0 

3.0 

4.0 

4.0 

4.0 

2.0 

4.0 

4.0 

3.0 

3.0 

3.0 

2.0 

2.0 

1.0 

1.0 

1.0 

1.0 

4.0 

1.0 

2.0 

2.0 

2.0 

2.0 

2.0 

MEAN ABS ERROR 

SPB SPV BL GS 

4.0 

3.5 

4.0 

4.0 

4.0 

3.5 

3.0 

3.5 

2.0 

3.0 

3.0 

3.5 

1.0 

1.0 

3.0 

1.0 

1.0 

1.5 

2.0 

2.0 

1.0 

2.0 

2.0 

1.5 

RMS ERROR 

SPB SPV BL GS 

4.0 

3.5 

4.0 

3.5 

4.0 

2.0 

3.0 

3.5 

3.0 

2.0 

3.0 

4.0 

1.0 

1.0 

1.0 

1.0 

1.0 

2.0 

2.0 

2.0 

2.0 

3.5 

2.0 

2.0 

SUM OF RANKS 

CF RANK 

Five-Facility 

Average PBL Depth Rank 

20.0 19.0 10.0 11.0 23.0 18.0   8.5 10.5 21.0 18.5   7.0 13.5 
4.0    3.0   1.0   2.0    4.0    3.0   1.0   2.0    4.0    3.0   1.0   2.0 

0 to 48-h PBL Depth 
Nighttime PBL 
Daytime PBL 

MEAN ERROR 

SPB SPV   BL    GS 

1.0 
2.0 
1.0 

2.0 4.0 
1.0 3.0 
2.0   3.0 

3.0 
4.0 
4.0 

MEAN ABS ERROR 

SPB SPV   BL    GS 

1.0 
1.0 
1.0 

2.0 4.0 
2.0 3.0 
2.0   4.0 

3.0 
4.0 
3.0 

RMS ERROR 

SPB SPV   BL    GS 

1.0 
1.0 
1.0 

2.0 
2.0 
2.0 

4.0 
3.0 
4.0 

3.0 
4.0 
3.0 

SUM OF RANKS 
PBL Depth Rank 

4.0   5.0 10.0 11.0 
1.0   2.0   3.0   4.0 

3.0   6.0 11.0 10.0    3.0 
1.0   2.0   4.0   3.0    1.0 

6.0 11.0 10.0 
2.0   4.0   3.0 

MEAN ERROR 

SPB SPV   BL    GS 

MEAN ABS ERROR 

SPB SPV   BL    GS 

RMS ERROR 

SPB SPV   BL   GS 

SUM OF CATEGORY RANKS 12.5 11.5   8.0    8.0  13.0 11.0   7.0   9.0  13.0 11.0 
GRAND RANK 4.0    3.0    1.5    1.5    4.0    3.0    1.0   2.0    4.0    3.0 

8.0 
1.5 

8.0 
1.5 

Table 5.2.        ARM-CART case ordinal ranking of experiments. 
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except for those observations available only at the CF (surface pressure, net radiation, 

fluxes of sensible and latent heat, and integrated cloud water). These statistics are listed 

separately. Finally, the comparative computational efficiency of the experiments is 

addressed. 

A close examination of Table 5.1 reveals that the experimental results are fairly 

comparable. The five-facility averaged mean absolute error over the 48-h period for 

surface winds vary by 1 m s'1 and 1 degree for the four experiments. The RMS errors of 

surface temperature agree to within 1 °C for all four experiments as well, and the surface- 

layer specific humidity errors vary by only 0.1 g kg"1. Errors for the vertical distribution 

of temperature and moisture show similar comparability. At the AC CF, surface pressure 

RMS errors vary by less than 1 mb among the four experiments. A significant difference 

is seen in the mean error of net radiation between the two spectral experiments which 

have a negative bias of 50 to 55 W m"2 and Exps. BL and GS which have biases of+3 

and -9 W m"2 respectively. This is primarily due to forecasts of cloud water which 

greatly affect timing and magnitude of the radiation forcing. Finally, we see that the PBL 

depth error produced by the spectral experiments is considerably smaller than the other 

two experiments, during both nighttime and daytime periods. 

Table 5.2 presents ordinal ranks based on the 48-h verification statistics in Table 5.1. 

These ranks are subdivided into categories including surface-layer variables, vertical 

temperature and moisture structure, the surface energy budget and PBL depth. A rank is 

provided for each meteorological field for mean error, mean absolute error, and RMS 
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error, and these individual ranks are summed to give the category rank. A final overall 

rank is determined based on the lowest sum of category ranks. In most cases the 

differences among experimental errors are quite small; thus, the statistical significance of 

these rankings is not well known. In general, the BL and GS PBL models alternated 

between best and second best, while the two spectral-model experiments alternated 

between third and fourth. For PBL depth, however, the spectral models consistently 

outperformed the other two models. Again, it cannot be determined within the scope of 

this work whether the differences between the spectral and "high-resolution" experiments 

are the result of the spectral architecture or the choice of closure. 

Figure 5.32 compares the normalized total MM5 computation time for each of the 

experiments in the ARM-CART case. The spectral model reduces total computation time 

by 10-14 percent over the other two "high-resolution" PBL models. As in the idealized 

case (Fig. 5.15) this means the spectral model is several times faster than the other PBL 

models tested. The apparent difference of efficiency between the spectral and non- 

spectral experiments was 25 percent in the idealized case. This difference is most likely 

reduced in this real-data case by the necessity for the spectral model to diagnose the PBL 

depth for grid-points experiencing deep convection, while no convection was present in 

the idealized case. Moreover, as a result of the variety of meteorological conditions 

across the domain through the forecast period, more computation time is spent in non- 

PBL physics modules thereby reducing the relative contribution of the PBL scheme to the 

total computation time. 
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Figure 5.32.    Normalized   total   MM5   computation   time   for   ARM-CART   case 
experiments. 
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Chapter 6    SUMMARY AND CONCLUSIONS 

6.1        Summary 

Bulk  or  integral  PBL  models  such  as  the  mixed-layer  model  are  very  fast 

computationally, but oversimplify the vertical structure of mean atmospheric properties 

within the boundary layer.   Conversely, high-resolution (multi-layer) schemes like the 

Blackadar and Gayno-Seaman PBL models attempt to realistically describe the vertical 

structure within the PBL, yet account for a significant percentage (25 percent or more) of 

the total model computation time. The Otte-Wyngaard spectral PBL model is an attempt 

to realistically describe the vertical structure of the boundary layer in a computationally 

efficient manner. 

This work developed and tested the Otte-Wyngaard spectral PBL scheme, which uses 

a prognostic equation for PBL height for use within the framework of the three- 

dimensional MM5 for the first time. Using idealized conditions in the first case, the 

spectral model produced realistic solutions for a coastal-zone environment. A layer of 

marine stratus, which sloped downwards towards the idealized coastline, formed within 

the first 12 hours of the experiment and persisted through the remainder of the 24-h 

period, in agreement with the two "high-resolution" models and conditions expected 

based on climatology (Neiburger et al. 1961). Nocturnal cooling resulted in the 

formation of a radiation inversion over land, and daytime radiative heating then deepened 

the land boundary layer, dissipated cloud and fog which had formed there in the morning 

hours, and forced the onset of a sea-breeze circulation. The depth of the PBL, the extent, 

duration, and concentration of cloud water, the magnitude of horizontal and vertical 
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gradients of temperature, and the strength of the sea-breeze after 24 hours were 

reasonable, and comparable to those generated by the Blackadar and Gayno-Seaman 

models. The production of all of these phenomena by the spectral model within MM5 

indicated a successful coupling of the spectral PBL architecture with the MM5, and a 

proper interaction of the PBL model with the non-PBL MM5 physics and dynamics 

modules. This work demonstrated proof-of-concept of the spectral architecture. It must 

be emphasized that the specific PBL closure used within this general framework can 

easily be upgraded. 

Although the vertical structure of atmospheric properties within the spectral PBL 

model is represented by Legendre polynomials, reducing vertical grid-space resolution 

still had a negative impact on the ability of this model to describe the boundary layer and 

inversion strength. The spectral scheme responded to reduced vertical grid resolution by 

weakening the vertical gradients, which reduced the "jump" of model variables across the 

inversion which, in part, weakened the intensity of the entrainment. A secondary, but no 

less important, manifestation of the effect of decreased vertical grid-space resolution 

involved the non-PBL physics. It was more difficult to saturate thicker model layers, 

causing cloud layers to form more slowly and with lower concentrations of cloud water 

which, in turn, had an impact on longwave and shortwave radiation. This effect was 

apparent in all three PBL schemes. 

The second case used real data and introduced the effects of complex terrain and a 

variety of atmospheric stability conditions. Preliminary experiments indicated the failure 

of the prognostic PBL height equation during deep convection.    This prompted the 
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evaluation of several algorithms for diagnosis of PBL depth at grid points experiencing 

deep convection, as well as to initialize the PBL depth field. 

The differences in the evolution of the boundary-layer depth prognosed by the two 

versions of the spectral model tested here revealed a marked sensitivity to the initial 

diagnosis of PBL depth. Because the depth of the PBL determines the depth over which 

the spectral parameterization operates within the MM5, these differing PBL trends 

resulted in distinctly different cloud forecasts and, hence, very different radiative and 

thermal properties. Moreover, the spectral PBL model's prognosis of PBL depth is 

numerically complex, and may differ considerably from that diagnosed from the model's 

mass and wind profiles, as was found during deep convection. 

Verification of this real-data case with independent special data from the ARM- 

CART site appeared to indicate that the Blackadar and Gayno-Seaman PBL models more 

accurately described many of the meteorological fields, compared to the spectral model. 

However, the differences among experiments were often small, making the statistical 

ranking of experiments deceptive. The spectral model appeared to describe the cloud 

cover over the ARM-CART site more realistically than the other two models, producing 

more cloud the first day than the second day, as observed. The version of the spectral 

model that used the Bulk-Richardson method (Vogelezang and Holtslag, 1996) for initial 

diagnosis even generated two distinct maxima of integrated cloud water; however, the 

timing of these maxima differed somewhat from that measured by a microwave 

radiometer. The large sensitivity to differences in timing between observed cloud and 

cloud generated by the model adversely affected the evolution of net radiation, surface 
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fluxes (which drive entrainment fluxes) and surface-layer temperature. It was noted that 

the spectral model produced a weaker diurnal cycle of surface-layer temperature trend 

than that observed or generated by the other models, as would be expected with more 

cloud cover. 

The results from both the idealized coastal-zone case and the real-data case 

demonstrated that the spectral model is several times faster than either the Blackadar or 

Gayno-Seaman PBL models, reducing total MM5 computation time by 15-25 percent 

over the "high-resolution" models, while describing generally comparable realistic 

vertical structure within the boundary layer. 

6.2       Future Work 

Because only one real-data case with verification using independent data was studied 

here, the Otte-Wyngaard spectral PBL model must undergo further testing.   A logical 

next step is to study the ability of the model to describe the structure and evolution of the 

marine boundary layer in a real-data case. Many more cases will be needed to determine 

the general applicability of the spectral PBL in MM5. 

In addition, it was shown that the boundary-layer structure within the spectral model 

was still dependent upon vertical grid resolution, possibly due to the entrainment 

calculations. Many widely used PBL models have difficulty producing accurate 

entrainment properties (Ayotte et al. 1996); thus it is of critical importance that the 

inversion layer be handled more realistically so that there is less sensitivity of the 

entrainment effects to the vertical grid resolution.   A spectral model currently under 
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development at Penn State is expected to better represent the sub-gridscale physics of the 

interfacial layer and improve entrainment calculations (Otte 1998, personal 

communication). 

This study also revealed a weakness of both the Blackadar and Gayno-Seaman 

models during stable conditions, when they set the PBL depth to zero when it may not be 

zero. Implementation of the Bulk-Richardson diagnosis method of Vogelezang and 

Holtslag (1996) within these PBL schemes during stable conditions should be tested. 
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