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ABSTRACT

This report discusses some of the psychometric properties of the Aviation Selection Test Battery (ASTB) when
administered in the standard paper and pencil format as compared to an experimental version administered on the
computer. Structural Equation Modeling is employed as the analytical framework to address certain questions of
psychometric equivalency. The two experimental conditions are compared in their effects on the internal reliability
and validity on eight subtests of the ASTB, the means of these scores, and finally on the structural coefficients
when these scores are used in a predictive validity setting. The two modes of presentation for the ASTB, the
traditional paper and pencil version and the experimental computer version, do not seem to differ in many
psychometric properties. These results, then, are important in deflecting criticism concerning the impact of this
new presentation medium on ASTB test scores.
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Introduction

The Automated Pilot Examination (APEX) System is an ongoing research effort designed to improve upon a
selection test for individuals interested in becoming Naval and Marine Corps aviators. The Aviation Selection Test
Battery (ASTB) is the Navy’s current selection instrument and it is used along with other medical criteria to
determine acceptance into flight training. The ASTB is a conventional paper and pencil test which attempts to
measure certain cognitive skills thought to be predictive of success at least through primary flight training,

The first iteration of APEX simply translated the ASTB paper and peril test into a test presented on a
computer. The only differences a test taker would notice are the obvious ones; the questions are presented on a
computer monitor, answers are selected via mouse input, efc. Otherwise, it is a verbatim copy of the paper and
pencil ASTB. The most current version of APEX has an improved user interface different from the one used to
gather the data reported here.

Despite this exact similarity in test content, one could question whether the mode of presentation, i.e., paper
and pencil vs. computer, does not somehow induce subtle, or perhaps not so subtle, changes in the character of the
test; changes that would cause a test taker to score differently on the two modes of presentation. To answer
questions of this sort, this report addresses the issue of psychometric equivalency between the computer mode of
presentation of the APEX system vis-a-vis the standard mode of the paper and pencil version.

The major problem in the statistical analysis of selection data is the fallible nature of test instruments. Tests
that purport to measure some underlying skill or capability always have some error attached to this assessment of
the true skill. Structural equation modeling (Hayduk (1), Loehlin (2), and Bollen (3)) seems to be the preferred
method of dealing with fallible test instruments. In this report, a quantitative approach to psychometric equivalency
issues is therefore defined through structural equation modeling. The software package LISREL 8 (Joreskog and
Sorbom (4)) is employed to find estimates, standard errors, and £-values for the elements of the parameter matrices
that appear in the various structural equation models. LISREL also provides chi-square values to ascertain the
goodness of fit of the various proposed models.

This report looks at psychometric equivalency from three broad perspectives. Did the change in the mode of
presentation affect

[1] the observed variances and covariances of the tests for the two groups?
[2] the means of the two groups?
[3] the predictive validity of the ASTB on criteria of flight training success for the two groups?

Experimental Design

This section gives a brief overview of the experimental design sufficient for the purposes of this report. For
further details see the accompanying report by Biggerstaff, Portman, Blower, and Chapman (5). 82 subjects
participated in the study with 42 subjects taking the paper and pencil ASTB and 40 subjects taking the ASTB
under the new computerized mode of presentation. All subjects were Navy and Marine Corps officers awaiting
ground school instruction prior to primary flight training. These tests were taken under laboratory control. All
subjects (except one) had taken a different form of the paper and pencil ASTB some time earlier at recruiting
stations, the Naval Academy, during ROTC, efc. During the experiment, in addition to the official ASTB, subjects
took an alternate ASTB in the same mode of presentation as they took the official ASTB.



The ASTB consists of five subtests, abbreviated for future reference as follows:

[1] mathematics and verbal subtest (MVT)
[2] mechanical comprehension subtest (MCT)
[3] spatial apperception subtest (SAT)

[4] aviation/nautical interest subtest (ANI)
[5] biographical inventory subtest (BI)

Only the MVT, MCT, SAT, and ANI subtests are analyzed in this report; the BI is excluded. The version of the
four subtests taken previous to the laboratory administered tests have a “P” appended, while the altemnate versions
have an “A” appended. Thus, there are 12 data points recorded for each subject (repeated measures design) in each
of the two groups, the subtest score on MVT, MCT, SAT, ANI, MVTP, MCTP, SATP, ANIP, MVTA, MCTA,
SATA, and ANIA. Of these 12 scores, only 8 will be analyzed here, viz., the previous official ASTB consisting of
MVTP, MCTP, SATP, and ANIP, and the laboratory administered official ASTB consisting of MVT, MCT, SAT
and ANI. The primary emphasis will be on comparing the group who took the test in the usual paper and pencil
format with the group who took the test in the new computerized format. Subjects in both groups took the previous
version as a paper and pencil test.

The Observed Data

Mathematically, structural equation modeling relies on the assumption of multivariate normality for the
observed scores on the tests. Therefore, sample means and the sample variance-covariance matrices are sufficient
statistics and serve as the data to be analyzed. The first part of the analysis looks at the internal reliability and
validity of the eight tests, four subtests taken in the laboratory setting and four subtests taken previously. Tables 1
and 2 show the observed sample variance-covariance matrices for the N = 42 subjects in the paper and pencil
group and the /N = 40 subjects in the computer group, respectively.

Table 1: The sample variance-covariance matrix S() for N = 42 subjects in the paper and pencil group.

MVT MCT SAT ANI MVTP MCTP SATP ANIP
MVT 34.611
MCT 15.169 15.051
SAT 4.115 9.348 36.906
ANI 8.585 8.146 1.537 17.984
MVTP 20.751 8.840 -5.302 .334 30.662
MCTP 7.580 5.542 1.805 3.718 7.123 10.730
SATP -3.257 1.989 24.102 -2.194 -8.434 -1.573 27.476
ANIP -0.125 0.150 -1.050 4.150 -0.900 2.900 1.175 11.650

There are 36 values in each of these two matrices. The notation given to the sample variance-covariance matrix
is SO for the paper and pencil group and .S ) for the computer group.

After discussing whether there have been any changes in the psychometric properties of the variance-covariance



Table 2: The sample variance-covariance matrix S(2) for N = 40 subjects in the computer group.

MVT MCT SAT ANI MVTP MCTP SATP ANIP
MVT 26.964
MCT 9.979 17.230
SAT 0.587 4.667 27.128
ANI 3.336 7.301 3.135 13.717
MVTP 17.605 6.259 1.664 1.131 17.579
MCTP 11.105 10.993 2.289 8.743 8.079 18.487
SATP -1.754 2.445 20.350 2.663 1.221 3.253 32.182
ANIP 5.018 8.322 3.576 10.206 2.200 8.847 3.367 12.715

matrices for the two groups, the means on the eight tests are analyzed for any differences. Table 3 shows the
means, standard deviations, and sample size for the two modes of presentation.

Table 3: Means, standard deviations, and sample sizes for the two groups over the eight tests.

Paper and Pencil Computer
Mean SD N | Mean SD

MVT 26.79 | 5.88 | 42 | 27.90 | 5.19
MCT 2221 | 3.88 | 42 | 21.53 | 4.15
SAT 2586 | 6.08 | 42 | 2748 | 5.21
ANI 1933 | 424 | 42 | 19.77 | 3.70
MVTP | 27.71 | 554 | 41 | 27.90 | 4.19
MCTP | 2266 | 3.28 | 41 | 21.77 | 4.30
SATP 2722 | 5.24 | 41 | 26.65 | 5.67
ANIP 18.00 | 3.41 | 41 | 1945 | 3.57

Test

58885588858 (=

The third check on a possible psychometric disturbance due to changing the way the tests are presented
involves adding a criterion variable. The data for this analysis is the same variance-covariance matrix as given
above in Tables 1 and 2 with the addition of the new information about the variance of the criterion variable and
its covariance with all eight tests. These two matrices would then consist of 45 values. Only the 9 new values of
the variance-covariance matrix are shown in Table 4 below. These angmented matrices for the two groups serve
then as the observed data for the third part of the analysis.

LISREL Notation

We give here a brief summary of the notation used in LISREL and in the subsequent sections of this report.
Unfortunately, a rather lengthy prelude is necessary in order to introduce the various elements in the LISREL
model. This is important because these elements operationally define what is meant by psychometric equivalency.

The LISREL model is broken down into two components: (1) the measurement model, and (2) the structural
equation model. All that is needed for the first analysis is the LISREL measurement model. Traditionally, the
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Table 4: The variance of the criterion variable and its covariances with the eight tests for the two modes of
presentation.

Test Paper and Pencil { Computer
Criterion 51.313 59.553
MVT 20.199 14.466
MCT 15.302 3.986
SAT 20.020 15.462
ANI 12.863 5.937
MVTP 11.870 12.071
MCTP 8.270 9.896
SATP 13.390 9.395
ANIP 1.267 6.151

LISREL notation has used Greek letters for the parameter matrices that appear in the model. We will not depart
from this convention which has become fairly well standardized in the literature. The measurement model is
defined as,

T =AL+6 (1)

where T is a column vector of the eight test scores MVT, MCT, SAT, ANI, MVTP, MCTP, SATP, and ANIP). =
in the measurement model represents deviations about the mean, so the numbers in & are the actual test scores
with their means subtracted. A, is the matrix of factor loadings of the eight tests on any underlying latent
variables or factors. £ is the column vector of the latent variables or factors, while 6 is the column vector of
measurement errors in the model.

It was mentioned in the previous section that the sample variances and covariances among the eight tests form
the data for this analysis. The theoretical variance-covariance matrix that arises for the measurement model in
Equation (1) is called 3.

Y = Elzz"] (2)
Elzz™] = E[(A:£+ 6)(A£ + 6)7] (3)
Y = A BAT+ O, (4)

An adequate fit of the model-implied variance-covariance matrix 3 to the sample variance-covariance matrix S is
the objective of the numerical routines in LISREL. This is accomplished by adjusting the values that can appear in
A, ®, and ©;. A_ is the same matrix of factor loadings defined in Equation (1). ® is the matrix of the
variances and covariances among the factors, &;, while ©; is the matrix of the variances and covariances among
the 6;. In passing, we note that Equations (1) and (4) are equivalent to traditional factor analysis models.

A, ®, and ©; are called parameter matrices and our attention will be focused on these three matrices
throughout the rest of this report. We are especially interested in whether any or all of these parameter matrices
differ as the result of the mode of presentation. A superscript (1) or (2) will be appended to these parameter
matrices to indicate just which group is being referenced. Group 1 is the paper and pencil mode of presentation



while Group 2 is the computer mode of presentation. Assessing the differences (or similarities) among the
elements of these three parameter matrices is the operational definition of determining psychometric equivalency
between the two groups.

As a final closure to the notation, we mention the size of the various vectors and matrices in the measurement
model. & is a ¢ X 1 column vector of the eight test score deviations, therefore, for this analysis, 2 is 8 X 1. £ is
an X 1 column vector of the latent variables or factors. 72 will vary as we consider different good and bad
measurement models. Jumping ahead a bit, we will find that 7 = 4 results in an acceptable model. Because the
&; are the errors attached to each test, § is also a ¢ X 1 or 8 X 1 column vector.

Now we state the sizes of the three parameter matrices. A, is a ¢ X n matrix so, for example as shown later
for one of the good models, A is an 8 X 4 matrix of factor loadings of eight tests on four factors. Pisnxn
and is therefore a 4 X 4 matrix of factor variances and covariances for the good model. Because this matrix is
symmetric, only the [ X (n + 1)]/2 = 10 diagonal and lower subdiagonal elements are needed. Lastly, ©; is
a ¢ X ¢ matrix and in its totality would be an 8 X 8 matrix. However, most often we deal only with the diagonal
elements of ® 5 so we are reduced to only g = 8 elements. Sometimes to find a good fit of X to S, it is
necessary to estimate as well one or two off-diagonal elements within ©;.

This section can be amplified and made somewhat clearer by consideration of Figure 1. This figure sketches a
LISREL measurement model with eight tests (¢ = 8) and four underlying factors (n = 4). The eight tests are
written within the rectangular boxes and the four underlying latent variables are indicated by the circles. The tests
are the 2 and the latent variables are the £. These latent variables are supposed to represent some true underlying
cognitive skills labeled (1) Quantitative/Verbal, (2) Mechanical Comprehension, (3) Spatial Apperception, and (4)
Aviation/Nautical Interest. Arrows connect these underlying variables to the corresponding tests that they
supposedly determine. The loadings of the tests on the factors are written over the connecting arrows as A;;.
These are the ¢ X 1 elements of A . If there is no arrow connecting a factor (§;) with a test, then its
corresponding A;; = 0. The measurement errors are shown by a second set of connecting arrows leading from the
6; to the tests. The final set of arrows are double-headed arrows connecting the four underlying latent variables.
Next to these are written the elements of ®, @21, @31, P32 and so on

Search History for Acceptable Models

The primary focus of structural equation modeling is not so much upon finding one model, but rather
emphasizes finding the rough dividing line between a large class of good models and the much larger class of bad
models. In this section we illustrate this philosophy by listing some examples of bad models for the data in this
study, and then show that there are also many acceptable models. Without further research and data, one cannot
categorically latch onto any one of these acceptable models to the exclusion of the other acceptable models.
Science is a converging and iterative process, and in these early research stages of APEX it would be unwise to
place all of our eggs in one basket.

LISREL 8 must be run many, many times in a search for the class of good models. This section gives an
abbreviated synopsis of such a search history. It is easy to find obviously bad models and these are discussed first.
Then we discuss models that are on the verge of transitioning from the class of bad models to the class of good
models. Finally, we take a look at some of the acceptable models. The estimates of the parameter matrices for one
of these good models is elaborated on in the next section.

Table 5 lists eight bad models out of a vast array of potential candidates. These bad models all exhibit
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Figure 1: A sketch of a LISREL measurement model with eight tests and four underlying factors.



excessive misfit of the theoretical 32 implied by Equation (4) to the data in S. This is evidenced by the large X2
values relative to the degrees of freedom (df). The table also shows the interplay among the parameter matrices
between the two groups as the equality constraints are relaxed.

Table 5: Initial phase in search of good models. The following eight models are all bad models. The model-lmphed
s and the acceptability of the fit from the model to the data are all quite unacceptable as shown by the large x?
values.

Model x2 df | p-value | Decision
A 213.62 | 63 | < .0001 Reject
B 205.35 | 55 | < .0001 Reject
C 204.76 | 54 | < .0001 Reject
D 188.98 | 47 | < .0001 Reject
E 194.01 | 61 | < .0001 Reject
F 179.00 | 53 | < .0001 Reject
G 174.57 | 50 | < .0001 Reject
H 174.05 | 48 | < .0001 Reject

For example, Model A assumes a factor structure with only one latent variable, &1. Perhaps all of the tests
simply load on one general intelligence factor, the g factor. The factor loadings for the paper and pencil group are
set at,

[ 1.0 7
0.9
0.8
0.5
0.9

0.8

| 0.5 |

Strong equality constraints are postulated among the three parameter matrices such that,

A:z:(l) — A:c(2) (6)
&V — @ (7)

e,M = ,® (8)

Such equality constraints as represented by Equations (6)—(8) are the definition of very strong psychometric
equivalency between the two groups. There are a total of 72 df, 36 df for each of the two sample
variance-covariance matrices. 9 df are consumed in (1) the estimation of ¢11 , the vanance of the one latent
variable for the paper and pencil group, and in (2) the estimation of 0&1) through 088 , the variances of the specific
and measurement error for the paper and pencil group. /\511) through )\;(311) are not estimated, but fixed by
theoretical assumptions as shown above. Therefore, no df are lost when elements in a parameter matrix are



specified by theoretical concerns. That this is a bad model is highlighted by,
X2(63 df) = 213.62 p < .0001 (9)

We cannot seriously entertain a model with only one underlying latent variable for all eight tests with equality for
all of the parameter matrices.

Model B attempts to improve upon this model by relaxing the equality constraint between the error variances of
the two groups so that now only,

ALY = AP (10)
& = @ (11)

and @ff) can be freely estimated independent of the estimates for @fﬁ). Because there are eight more estimates,
eight more df are lost, and the x2 test will use 55 df. But this relaxation did not sufficiently increase the fit to the
data, (the two sample variance-covariance matrices), so this model must be rejected as well.

Model C relaxes the equality of the factor variance between the paper and pencil and computer groups, while
Model D relaxes the equality of the only parameter matrix left between the two groups, the factor loadings. None
of these changes, however, can remove these models from the bad model category because the factor structure is
too impoverished.

Models E through H in the bottom part of Table 5 run through the same pattern as Models A through D with
the exception that the factor structure is enlarged to two underlying latent variables, £; and §3. The factor loadings
for this set of models assumes that the MVT and the MCT both load equally on the first factor while the SAT and
the ANI load equally on the second factor. As in the first set of models, it is also assumed that the previous
versions of the tests load on the two factors in exactly the same way as the tests taken in the experiment.

£ 1.00 0.00 T
1.00 0.00
0.00 1.00
0.00 1.00
1.00 0.00
1.00 0.00
0.00 1.00
| 0.00 1.00

A;,(l) —

The same pattern of decreasing X2 is observed when the equality between the parameter matrices is allowed to
relax, but the factor structure for the second set of models is also not rich enough to adequately account for the
data. The X2 values are all much too large for the degrees of freedom.

We now transition to an intermediate phase to consider models that remarkably improve upon the bad class of
models just discussed, but do not quite reach acceptability. They point in the direction one has to go in order to
find the class of good models. Five typical examples from this intermediate phase are presented in Table 6.

Postulating one or two latent variables (factors) underlying the eight tests did not work. We now entertain the
reasonable alternative that the four different tests (MVT, MCT, SAT, and ANI) each loads on its own separate



Table 6: Intermediate phase in search for good models. Five model-implied 3s and the acceptability of the fit from
the model to the data indicate the direction to search for good models. The usual criterion for accepting a model is
p > .05.

Model X2 df | p-value | Decision

154.43 | 60 | .0001 | Reject
92.30 | 54 | .0009 | Reject
83.68 | 44 | .0003 | Reject
56.92 | 36 | .0150 | Reject
73.28 | 53 | .0340 | Reject

gr‘ﬂup—(

factor. The tests taken previous to the laboratory tests (MVTP, MCTP, SATP, and ANIP) load on the same four
factors. Therefore, for all of these models in the intermediate category,

100 0
0100
0010
000 1
Ae=1|17000 (13)
0100
0010
0001,

In Model 1, the very strong psychometric equivalency for all three parameter matrices between the two modes
of presentation is established. As we have seen before, this implies,

AL = AP (14)
) = (15)
e,1) = e, (16)

Moreover, we also theoretically affirm that the four factors are independent of one another for both groups so that,
for example, within @), gt = ¢{l) = ¢{l) = ¢{l) = ¢{)) = ¢%) = 0. 12 df are used up in this model by
the estimation of the four factor variances, ¢§11)’ %) %), and d>(1), and the eight error variances, 0&11) through
0§§), that must be estimated. That this set of constraints is too strong is indicated by the large X2 in the first row
of Table 6 and dictates that Model I must be rejected.

Model J relaxes the assumption that all the factors are uncorrelated. P is now estimated for all the covariances
that were assumed to be zero in Model 1. 6 more df are lost for these estimates. All the other equality constraints
between the two groups were retained. With 54 df x2 has been reduced to 92.30.

We now try to see if relaxing the equality of W) = & results in any improvement. 10 more estimates for
&) are now required, dropping the df to 44. Unfortunately, the desired drop in y for Model K is more than
matched by the drop in the df, so there is no improvement in this direction. Model L relaxes the equality between



. . . 2
©; for the two groups. 8 more df are lost on account of the eight new estimates in @g ). However, we are
getting closer to an acceptable model.

In the final model, Model M, the hypothesis is tested that perhaps just some of the factor correlations are zero.
Given the content of the tests, it is reasonable to ask whether the Spatial Apperception skill (the underlying latent
variable £3) is independent of the other three skills. Therefore, ¢§11) = gé) = ¢§§) are fixed at zero, and
otherwise ®(1) is constrained to equal @) 1 addition, in Model M four of the error variances were
constrained to be equal between the two groups while the other four were allowed to differ. This last model is the
closest yet to achieving acceptability. With x? (53 df) = 73.28, it falls just short of the p > .05 criterion for

moving into the category of good models.

Table 7 presents a shortened and concise history of the search for the class of good models by listing five
models, all of which are accepted by the X2 criterion. The last model, Model M in the intermediate phase just
discussed, is the starting point for finding the first of the good models, Model N in Table 7. It will be remembered
that in this model (Model M), the factor loadings were equal for the two groups and correlations among the factors
were also equal for the two groups. The only difference between the groups was in four of the error variances.

Table 7: Final phase in the search for acceptable models. Five hypotheses about the model-implied Xs and the
acceptability of the fit to the data.

Model x? df | p-value | Decision

60.05 | 51 .18 Accept
54.00 | 50 .32 Accept
4833 | 49 .50 Accept
4823 | 48 .46 Accept
41.62 | 47 .69 Accept

TLO VO 2

However, something else needed to be changed in order to find a better fit. LISREL 8 possesses the convenient
feature of pinpointing which parameter should be freed next in order to achieve the largest drop in X2- In Model
M above, it wanted the covariance between the errors of two tests to be freed to accomplish this objective.
Normally, we assume at first that the errors among the tests are uncorrelated, but, in this case, to reach the class of
good models we have to allow a correlation between the errors on MCT and SAT for both groups. This means that
there is some degree of association between the specific factors for these two tests. Once we allow this correlation
between the errors on these two tests for the two groups, we have a significant drop in the x2 from 73.28 to 60.05
as exhibited by Model N in the first row of Table 7. We lose only 2 df for the two new estimates with the result
that the p value climbs above the .05 criterion level and gives us our first acceptable model.

The remaining models assume everything in Model N and progressively relax an additional parameter. These
are the parameters LISREL points to as causing the best drop in 2. Model O frees up AL, the factor loading of
MVTP on &; for the computer group. Model P frees up 9‘(111), the correlation between errors for MVT and ANI for

the paper and pencil group. Model Q frees up )\%), the factor loading of MVTP on &3 for the paper and pencil
group. Finally, in Model R, the same factor loading from Model D is freed for the computer group. There is one
df lost for each one of these new estimates.

10



Obviously, with each new model the interpretation becomes harder and harder. The degree of psychometric
equivalency between the two groups is increasingly watered down with each new destruction of an equality
constraint. Also, there is an increasing chance of attempting to explain noise in the data as opposed to the actual
signal. For these reasons, it is best to stick with the simplest model that is acceptable. As mentioned before, no
one model captures the absolute truth, but our tentative working model while we wait for further confirmation or
disconfirmation from more data will be Model N in the class of good models.

The actual estimates produced by LISREL for the three parameter matrices under this tentative working model
will be examined in detail in the next section. The important point is that a model with an acceptable fit to the
sample covariance data has been found. This model exhibits fairly strong psychometric equivalency between the
two groups. Explicitly, this statement means that following equalities listed below in Equations (17) through (23)
were in place,

AL = AP (17)
0 = 3@ (18)
b = 0% (19)
0 = o5 (20)
05 = 0% (21)
o5 = ofF (22)
o = 65 (23)

The number of latent variables (n = 4) are the same for the two groups and match up with the test content.
The factor loadings of the eight tests on the four factors assume an especially simple form for both groups, and the
correlations between the factors are the same for both groups. The independence between the underlying Spatial
Apperception skill (£3) and the other three skills (£1, &2 and £4) seems quite reasonable. The only fly in the
ointment is the association between MCT and SAT (6:%) = 9:(33)) not accounted for by their respective factors. In
addition, four of the eight error variances are equal. To achieve a good fit we had to allow the error variances on
four of the tests to be larger for the paper and pencil group than for the computer group. Had this been in the other
direction there would have been cause for concern. The computer mode of presentation, however, seems to be the
same or better in terms of test reliability when compared to the paper and pencil presentation format.

Examination of LISREL Parameter Estimates for the Good Model

We now examine the actual estimates and uncertainties of these estimates for all the elements of the three
parameter matrices. These estimates were all made by the maximum likelihood method. Within the LISREL
program, AS) was constrained to equal Ag) for Model N of Table 7. This led to a non-significant X2, so such a
model provided an acceptable fit to the two sample variance covariance matrices. See Table 8 for the common
factor loading matrix, A, for the two groups. These factor loadings are not estimates by the LISREL program.
They were fixed beforehand by the model that tied the tests as outward indicators to the corresponding latent
variables.

11
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Table 8: The loadings of each of the eight tests on the four underlying latent variables for both groups. This is the
AW = AQ) equality constraint of Model N in the class of good models.

Test

MVT
MCT
SAT
ANI
MVTP
MCTP
SATP
ANIP

oy
—
oo
[
8%
«w
al
-~

OO0 OO O+
OO OO O
[«RC N eNeNel A=)
_ OO0~ OO0

As part of that model, &) was constrained to equal &(2) in addition to the equality of the factor loadings.
The factor structure and factor loadings, as well as the correlations between the factors, are the same for the two
groups. Table 9 gives the maximum likelihood estimates for ® as provided by LISREL. The standard error and
the t-value for assessing whether the given estimate is significantly different than zero are shown below the
estimate. From theoretical considerations, the Spatial Apperception skill (€3) was judged independent of the other
three skills (£1, &o, and &,). This explains the 0 values with no associated standard error that appear in the table.
The estimate of the covariance between the Math/Verbal skill (£;) and Aviation/Nautical Interest (§4) is not
significant. These two factors may also be uncorrelated.

Table 9: The estimates of the variances and covariances among the four underlying latent variables for Model Nin
the class of good models. This is the common matrix for both paper and pencil and computer presentation groups
because ® (1) was specified as equal to $(? in the LISREL program.

& &2 &3 €4

& | 18.25
(3.51)
5.19
& | 813 | 7.42
(1.93) | (1.78)

4.21 4.17
&3 0.00 0.00 21.28
(4.02)
5.29
&4 1.92 5.81 0.00 7.78
(1.70) | (1.36) (1.71)
1.14 4.28 4.56

It is very informative to re-cast these estimates of the covariances among the factors into correlation
coefficients. By definition, the entries in the off-diagonal positions of any 2 matrix are p;;0;0;, where p;; is the
correlation coefficient between the 7th and jth factors, and 0; is the standard deviation of the tth factor while 0 ;
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is the standard deviation of the 7th factor. For example, the estimate of the correlation between Quantitative/Verbal
Skill (£;) and Mechanical Comprehension Skill (£5) is,

P120109 = 8.13

p12 V1825742 = 8.13

8.13
P2 = 17637

= .70

where we have substituted the estimates of 07 and 0. The other two correlation coefficients which need to be
computed are shown in Table 10 below. Both correlations between Quantitative/Verbal Skill and Mechanical

Table 10: The estimates of the correlation coefficients among the four underlying latent variables for Model N in
the class of good models.

& &2 &3 &4

& | 1.00
& | .70 | 1.00
€& | 00| .00 1.00
& | 16| .76 | .00 | 1.00

Comprehension Skill and between Mechanical Comprehension Skill and Aviation/Nautical Interest are rather large,
while, as mentioned above, the small correlation between Quantitative/Verbal Skill and Aviation/Nautical Interest
may not be significantly different from 0. Since the Spatial Apperception Skill was judged from a theoretical basis
to be independent of the other three skills, it has a zero correlation with these other underlying factors. These
correlation coefficients among the latent variables are called “disattentuated correlations” because they have been
freed from the smaller (attenuated) correlations that would have been surmised from considering just the fallible
tests.

Both A, and ® can be set equal for the two modes of presentation, so the parameter matrix where the
differences between the two groups occurs has been isolated. The deviation from psychometric equality must reside
in ©4 which contain the variances of the specific factor and the measurement error for each of the eight tests.
Although ©; is an 8 X 8 symmetric matrix, we need show only the eight variances that occur along the diagonal
of ©;. The one exception to this statement is the covariance between MCT and SAT which is needed to reach the
class of good models. Table 11 gives the LISREL estimates of the diagonal elements of @ as 6;; for both groups.
The standard error and ¢-values are given for these estimates as in the previous tables. Even here, the error
variances for & can be constrained to be equal for four of the tests and an acceptable x2 can still be achieved. As
can be seen from Table 11, the tests MCT, SAT, MCTP, and SATP are constrained to have equal variances for 6.

So the reason that an extremely strong form of psychometric equivalency cannot be adopted is ascribed to
differences in test reliability in four of the tests. However, for each of these tests the computer group had the lower
error variance, or what amounts to the same thing, the higher test reliability. The surprising and encouraging
bottom line of this analysis is that presenting the ASTB via the computer causes no disruption whatsoever to the
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Table 11: The estimated variance for the specific factor and measurement error of the eight tests for both groups.
Four of the tests were constrained to have equal values between the two groups.

MVT MCT SAT ANI MVTP MCTP SATP ANIP

611 622 033 m bss fes 077 bss

Paper and Pencil 12.46 7.86 9.58 11.20 10.91 7.08 8.49 8.28
(4.12) (1.58) (2.80) (3.13) (3.87) (1.45) (2.58) (2.58)

3.03 4.96 3.42 3.58 2.82 4.87 3.29 3.21

Computer 7.39 7.86 9.58 3.68 1.99 7.08 8.49 2.54
(2.42) (1.58) (2.80) (1.27) (1.78) (1.45) (2.58) (1.11)

3.05 4.96 3.42 2.89 1.12 4.87 3.29 2.28

underlying psychometric properties except that some of the tests presented by the computer have less specific and
measurement error attached. The most likely explanation is that, simply because of sampling differences, the
individuals in the computer group had less specific error on the MVT and ANIL. This was true as well on these
subtests the previous time they took them. The mode of presentation did not impact this pattern of the
unaccountable causes all lumped into this one catch-all factor.

Testing Equality of the Means

Changing the mode of presentation for the ASTB apparently did not adversely affect the variances and
covariances. But, by definition, the preceding analysis of the covariances ignored any potential effects of the mode
of test presentation on the means of the two groups. LISREL is also capable of determining whether changing the
mode of presentation from a paper and pencil format to a computer format impacted the means of the test scores in
any significant way.

Two new parameter matrices (actually vectors) are introduced by LISREL for this discussion of the means.
They are T,, and K. Equation (1) is amended to,

m=T:z:+A:c€+6 (24)

so that T, is seen to be an intercept term, while K is defined as the mean of &. The means of the four latent
variables &; through &4, which together constitute £ for the paper and percil group, are set at,

% =(0,0,0,0) (25)

The means of £ for the computer group will be estimated by LISREL and placed in K@ A t-test will be used to
determine whether any of the estimates in £? are significantly different from zero.

For the computer group, £ was estimated as,
k@ = (.55,-1.03,.50,1.02) (26)

See Table 12 for the standard errors and ¢ values of these estimates. None of the ¢-values are significant, so we
can conclude that the means of the four underlying latent variables for the computer group do not differ from the
means of the corresponding underlying latent variables for the paper and pencil group. Just as in the previous
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Table 12: The maximum likelihood estimates for the means, x(2), of the four latent variables of the computer
group. They do not differ from 0 and therefore do not differ from (1), the means of the paper and pencil group.

&1 §2 €3 §a
Estimate 0.55 -1.03 0.50 1.02
Standard Error (1.05) (0.74) (1.13) (0.74)
t-value 0.52 -1.39 0.44 1.39

analysis of the covariances, there seems to be no adverse impact on the test score means when the ASTB is
presented in a computerized format.

The equality constraints that define psychometric equivalency for A, ®, and © 5 were the same as Model N
in the last section. There exists an additional constraint for the model of the means, Equation (24), that includes
the intercept term. This additional constraint is,

7 =73 (27)
The chi-square for this model with all of these constraints was,
x* (55 df) = 67.93 p=.11 (28)

This particular model belongs to the class of acceptable models. Table 13 provides the common estimates of T,
for both groups. Since kM = g@ = 0, the intercept term, 7, then is very close to the observed means of the

Table 13: The LISREL maximum likelihood estimates for the intercept term, 7., in the measurement model of
Equation (24).

MVT MCT SAT ANI MVTP MCTP SATP ANIP

T1 T2 73 T4 75 Te T7 T8
Estimate 27.14 22.51 26.38 18.89 27.41 22.73 26.70 18.32
Standard Error (0.80) (0.56) {0.83) (0.59) (0.79) (0.56) (0.82) (0.57)
t-value 34.01 40.33 31.97 32.05 34.65 40.74 .32.40 31.91

actual scores on the eight tests as averaged over the two groups. As is to be expected, these are all highly
significantly different from 0.

Equivalency for Criterion Measures

At this point in the report we have examined some internal psychometric properties for two modes of test
presentation. That is, we have looked at the first two objectives set out in the Introduction. The equality
constraints placed on the three parameter matrices, A, P, and © 5 answered the first objective concering the
psychometric properties reflected in the variances and covariances of the eight tests. Next, we examined Ty and K
to answer the second objective concerning any possible differences in means caused by mode of presentation. Now
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it is time to address the third concern, the question of validity of the two presentation modes with some external
measure of flight training success.

The LISREL measurement model for & was, by itself, sufficient to address the first two objectives. The
analysis must now, however, be expanded to include the structural equation part of the LISREL model in order to
deal with predictive validity.

y = An+te (29)
n = T¢+¢ (30)
y = A6+ +e (31)

Equation (29) is the measurement model for the criterion variables contained in the column vector . It is
completely analogous to the measurement model for the test scores used as predictor variables in 2. 7] is the
vector of latent variables for the criterion and £ contains the measurement €rrors for . The measurement model
for y is simplified greatly because we take 77 to be the same as the criterion score itself. Therefore, the factor
loadings are 1 in A, and ©, is zero. Equation (30) is the structural equation part of the LISREL model that
captures the putative causal relationship connecting the predictor latent variables to the latent variables of the
criterion measure. I is the parameter matrix that contains the structural coefficients in this causal regression-like
relationship. When the structural equation of Equation (30) is substituted into the measurement equation of
Equation (29), Equation (31) results.

Does the presentation of test items via the computer result in a different set of structural coefficients for some
criterion variables as compared to the traditional presentation via paper and pencil? Our main concern is with
estimating the parameter elements in T for the two groups to see if they can be considered statistically equivalent.
If so, then we have further confirmation for the psychometric equivalency of the two modes of presentation.

The initial analysis of the training criteria data is very limited. It is circumscribed by the lag time between the
gathering of the test scores in the laboratory and the slow maturation of the criterion data as the subjects complete
what may be a two to three year flight training program. We hope to present a more in-depth analysis at a later
date. Therefore, the analysis contained in this section of the report is more of an example of a preliminary
feasibility check of what can be done with LISREL.

The one criterion measure for which complete data is available is employed in this present analysis. This is the
composite score on overall performance in Aviation Preflight Instruction (API), the ground school portion of flight
training before students enter the actual flying curriculum in Primary Training. Of the 82 subjects in the
experiment, 73 subjects successfully completed training through Primary. From long standing historical data we
Kknow that about 10% of the students have attrited after Primary. The 9 attritions from a total of 82 fall perfectly in
line with this attrition rate.

Of the 9 subjects who attrited, 3 subjects attrited in API and 6 subjects attrited in Primary. No scores were
given by the training command for the 2 of the 3 attritions in API. Therefore, we have to assume that they fell
below some threshold on a normal distribution. A criterion score was assigned to these two attritions by setting the
threshold at — 20 for the normal distribution defined by i = 50 and & = 10. This mean and standard deviation
define the Navy Standard Score for API performance. Therefore, the threshold exists at a API criterion score of 30.
The two attritions were randomly given criterion scores of 30 and 29. The one attrition given a score by the
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training command was 32. After this assignment, the mean for the criterion score over the 82 subjects was 50.60
with a SD of 7.41.

Because there is only one criterion variable, only one variable appears then in the vector Y. Equation (31)
above becomes

y=T¢{+¢ (32)

when we make the assumption mentioned previously that the latent variable is the same as the criterion score itself.
With only one criterion variable to worry about, I' becomes a 1 X 4 row vector with individual elements,
"1, Y12 N13, Y14. Equation (32) can then be translated from vector and matrix notation into a scalar equation as

y = 71&1 + m2b2 + M3bs + Mala + ¢ (33)

Can an acceptable fit be found for the new augmented variance-covariance matrix that includes the criterion
variable when the I" parameters are constrained to be equal in the two groups? All other constraints are as they
existed in our tentative working Model N of the good model category. With the addition of the criterion variable,
the overall number of different elements in the two sample data matrices now numbers 90 as compared to the
previous number of 72. Therefore, there are 90 df for this problem.

The goodness of fit of this model to the data with the I' parameters and the one 7/ parameter equal for the two
groups is

y(64df) =T7741 p=.12 (34)

We cannot reject this model’s fit to the data, so the hypothesis that the computer mode of presentation does not
affect test score association to a criterion measure is a tenable one.

It is instructive to pinpoint exactly where 26 degrees of freedom are used up so that the X2 test has only 64 df.
Table 14 lists the parameter matrices and the number of elements that were estimated for each matrix. One df was
lost for each estimate so this accounts for the 64 df in the X2 test.

Table 14: The various parameter matrices in the LISREL structural equation model showing how many estimates
need to be made after any equality constraints have been taken care of.

Parameter Matrix | Number of estimates
r 4
® 7
el 9
e 5
)4 1
Sum 26

The estimates, standard errors, and ¢-values of the estimates for both groups are contained in Table 15. The
structural coefficient for €3, 7y;3, is observed to possess the only significant ¢-value. The Spatial Apperception
skill is the only one of the four skills measured by the ASTB to be associated with overall success in APL. None of
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the other underlying skills, Quantitative/Verbal (£;), Mechanical Comprehension (£2), or Aviation/Nautical Interest
(€4) were significantly associated with the criterion score.

Table 15: The maximum likelihood estimates for the common structural equation parameters.

M1 M2 T3 T4 P
Estimate 1.54 -2.10 0.66 1.83 29.75
Standard Error (1.89) (4.89) (0.16) (3.27) (10.17)
t-value 0.82 -0.43 4.13 0.56 2.93

By selection testing standards, the structural equation exhibits a fairly healthy relationship to the criterion. The
squared multiple correlation coefficient is R? = .46 for these data. The variance of the error term, (, in the
structural equation, Equation (33), is contained in the matrix ¥, which in this case is only one element, ;. This
estimate is listed in the final column of Table 15 and its relatively large size is the inhibiting reason why R? is not
larger. The estimated SD of the normal distribution for ( is about 5.45. Since the variance of the criterion score is
estimated at 55.23 and the variance of the error is 29.75, R? canbe interpreted as the fraction of the total variance
explained by the structural equation.

2075
55.23
= 46 (36)

R? = 1

(35)

We are interested in examining this pattern of results when other criterion variables from Primary Training are
examined. However, to reiterate, the important point for this study is finding a acceptable model where the four
elements of the vector containing the structural equation coefficients could be set equal for the two modes of
presentation. As before, had we been forced to relax this equality constraint in order to find an acceptable model,
it would have called into question the hypothesis of the negligible influence on test scores of a computerized
format for the ASTB.

Summary

In order to bring the APEX system to a fully operational status, we have to understand the potential effects of
the system to change subjects’s scores on the ASTB. In this initial foray, we examined the impact of presenting the
ASTB in a computerized format as compared to the traditional paper and pencil version. Psychometric properties
of the tests were defined in terms of a structural equation model. The software program LISREL 8 was used to
find several models that fit the observed data and to find the estimates of the parameters within any one model.
The simplest acceptable model was retained as the tentative working hypothesis concerning the changes in the
psychometric properties brought about by the two different ways of presenting the ASTB.

Acceptable models can be found that allow for a very strong sense of psychometric equivalency between the
two modes of presentation. The number of factors, the loadings of the sub-tests on the factors, and the correlations
among the factors can be constrained to be equal for the two groups. The only equality constraint that has to be
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relaxed is the one governing the variances of the combined specific and measurement error for some of the tests.
But, even in this case, the direction of the change was to reduce the error variance for the computer group.

This first analysis concentrated on the measurement model component of the overall structural equation model.
Therefore, only the variance-covariance matrix was needed as data in this kind of internal reliability and validity
analysis. However, it is possible that the APEX system keeps the correlational structure of the sub-tests intact, but
greatly changes their means. This obviously would be a very important impact of the new system. Using the same
strategy of postulating equality for the relevant parameters to see if an acceptable model could be achieved,
equality of the means over the sub-tests for the two groups could not be rejected either. Apparently, this facet of
the test taker’s performance was also not adversely affected by the new system.

Finally, we took an early, preliminary look at one of the criterion variables for which we had complete data.
The purpose here was to see if the mode of presentation affected the structural coefficients in a regression equation
linking the ASTB subtests as predictor variables to the overall performance in ground school as the criterion
variable. Again, when equality constraints were placed on the structural coefficients and the error term between the
two groups, an acceptable model was found.

The results of this analysis were quite favorable to the view that the APEX system does not cause unwanted
changes in the assessment of the test taker’s underlying cognitive skills as defined by the ASTB. As a caveat, we
must hasten to point out that this initial examination of the impact of the APEX system on psychometric
equivalency is based on relatively small sample sizes. Therefore, the power of the experiment to detect any real
changes attributable to the new system, should such changes actually exist, is compromised. In addition, it must be
kept in mind that, within the class of acceptable models, there are many models that allow for a more complex
interpretation of the psychometric equivalency issues. We have opted for one of these acceptable models that
supports the case for a simple and strong equivalency. We continue to gather further data to probe the robustness
of this tentative working hypothesis.

In conclusion, based on the data and analysis contained in this report, we retain the belief that the technological
improvements offered by the APEX system are in no way offset by any unpleasant disruption to the psychometric
properties of the ASTB.
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