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International Symposium on Compound Semiconductors 
Award and Heinrich Welker Award 

The International Symposium on Compound Semiconductors Award was initiated in 
1976; the recipients are selected by the International Symposium on Compound 
Semiconductors Award Committee for outstanding research in the area of III-V 
compound semiconductors. The Heinrich Welker Award consists of $5000 and a plaque 
citing the recipient's contribution to the field. The Award, established by Siemens AG, 
Munich, honours the foremost pioneer in III-V compound semiconductor development. 

The winners of the Symposium Award and the Heinrich Welker Award are: 

1977 Nick Holonyak for developing the first practical light-emitting diodes 

1978  Cyril Hilsum 

1980 Hisayoshi Yanai 

for contributions in the fields of transferred electron logic 
devices (TELDs) and GaAs MESFETs 

for his work on TELDs, GaAs MESFETs and ICs, and 
laser diode modulation with TELDs 

1981 Gerald L Pearson      for research and teaching in compound semiconductors 
physics and device technology 

1982 Herbert Kroemer      for his work on hot-electron effects, Gunn oscillators and 
III-V heterostructure devices 

1984 Izuo Hayashi 

1985 Heinz Beneking 

1986 Alfred Y Cho 

1987 Zhores I Alferov 

1988 Jerry Woodall 

for development and understanding of room temperature 
operation of DH lasers 

for his contributions to III-V semiconductor technology 
and novel devices 

for pioneering work on molecular beam epitaxy and his 
contribution to III-V semiconductor research 

for outstanding contributions in theory, technology and 
devices, especially epitaxy and laser diodes 

for introducing the III-V alloy AlGaAs and fundamental 
contributions to III-V physics 



VI 

1989 Don Shaw for pioneering work on epitaxial crystal growth by 
chemical vapour deposition 

1990 George S Stillmann  for the characterization of high-purity GaAs and 
developing avalanche photodetectors 

1991   Lester F Eastman 

1992  Harry C Gatos 

1993  James A Turner 

1994 Federico Capasso 

1995  Isamu Akasaki 

1996 Ben G Streetman 

in recognition of his dedicated work in the field, especially 
on ballistic electron transport, S-doping, buffer layer 
technique, and AlInAs/GalnAs heterostructures 

for his contribution to science and technology of GaAs 
and related compounds, particularly in relating growth 
parameters, composition and structure to electronic 
properties 

for pioneering the development of GaAs MESFETs, 
MMICs, circuit fabrication and analytical techniques 

for leading work on bandgap engineering of 
semiconductor devices and discovery of many new 
phenomena in artificially structured semiconductors 

for his pioneering and outstanding contributions in 
the field of III-V nitride compound semiconductors 

for his seminal contribution to the development 
of ion implantation techniques for both device 
fabrication and the study of the properties of 
nitrogen in ternary alloys, and for pioneering 
work on microcavity emitters and detectors. 

The 1997 Award Committee of the 24th International Symposium on Compound 
Semiconductors has selected M George Craford of Hewlett-Packard to receive the award. 

M George Craford was born on 29 December, 1938, in Sioux City, Iowa. He obtained 
the BA degree in Physics from the University of Iowa in 1961, and the PhD degree in 
Physics from the University of Illinois in 1967. 

Dr Craford began his professional career in 1967 as a research physicist at Monsanto 
Chemical Company in St Louis, Missouri. He advanced to the level of Technical 
Director of the Monsanto Electronics Divsion in 1974, a position he held until 1979. 
Initially, his research dealt with the development of optoelectronics materials and devices 
using a variety of compound semiconductor materials. He later assumed management 
responsibility of silicon wafer development as well as compound semiconductor materials 
and device development at Monsanto. 



Vll 

In 1979, Dr Craford joined the Hewlett-Packard Company in Palo Alto, California. 
He is currently Research and Development Manager in the Optoelectronics Division, 
responsible for the development of technology and processes for manufacturing visible 
light emitting diodes (LEDs). 

Dr Craford is most well known for his contributions to the development of nitrogen- 
doped GaAsP technology for yellow and red-orange LEDs developed at Monsanto in 
the early 1970s. This has become one of the dominant commercial LED technologies. It 
has for many years been common in products such as digital clocks and radio desplays, 
displays used in electronic measurement devices and test equipment, indoor large area 
message signs and for a wide variety of other commercial products. 

At Hewlett-Packard, Dr Craford and his group have maintained a leadership position 
in LED performance and production technology with the introduction of AlInGaP devices, 
which have brighter luminous efficiencies than incandescent lamps. 

Dr Craford is a Fellow of the IEEE and a member of the National Academy 
of Engineering. He has also received the IEEE Morris N Liebmann Award and the 
Electronics Division Award of the Electrochemical Society. He has published over fifty 
papers and book chapters, has given invited and plenary talks at a variety of conferences, 
and holds several commercially important patents. His IEEE activities have included 
serving on the Program Committee of the IEEE Device Research Conference, as associate 
editor of the IEEE Transactions on Electron Devices, as member and chairman of the 
IEEE Jack A Morton Technical Field Award Committee, and as a member of the IEEE 
Electron Devices Society AdCom. 

Dr Craford and his wife, Carol, reside in Los Altos Hills, California. They have 
two children, David and Stephen. His nonprofessional interests include cycling, tennis, 
hiking, and rock climbing. 



Young Scientist Award 

The International Advisory Committee of the International Symposium on Compound 
Semiconductors has established a Young Scientist Award to recognize technical 
achievements in the field of compound semiconductors by a scientist under the age 
of forty. The Award consists of a financial reward of $1000 and a plaque citing the 
recipient's contribution. This year's Award Fund is provided by EPI. 

The Young Scientist Award recipients are: 

1986 Rüssel D Dupuis     for work in the development of organometallic vapour 
phase epitaxy of compound semiconductors 

1987 Naoki Yokoyama     for contributions to self-aligned gate technology for GaAs 
MESFETs and ICs and the resonant tunnelling 
hot-electron transistor 

1989 Rüssel Fischer for demonstration of state of the art performance, at DC 
and microwave frequencies, of MESFETs, HEMTs 
and HBTs using (AlGa)As on Si 

1990 Yasuhiko Arakawa for pioneering work on low-dimensional semiconductor 
lasers, showing the superior performance of quantum 
wire and quantum box devices 

1992 Umesh K Mishra    for pioneering and outstanding work on AlInAs-GalnAs 
HEMTs and HBTs 

1993 Young-Kai Chen     for significant advancements in the fields of high-speed 
III-V electronic and optoelectronic devices 

1994 Michael A Haase    for contributions on II-VI based blue LEDs and 
ZnSe-based electro-optic modulators 

1995 John D Ralston        for pioneering and outstanding contributions in the 
field of high-speed high-power semiconductor lasers 

1996 Nikolai Ledentsov   for his pioneering and outstanding contribution 
to the development of physics and MBE growth of 
InGaAs-GaAs quantum dots and quantum dot lasers. 



IX 

The 1997 Award Committee of the 24th International Symposium on Compound 
Semiconductors has selected Fred Kish, R&D Project Manager, in the Optoelectronics 
Division of Hewlett-Packard Company, San Jose, CA, for the Young Scientist Award. 

Fred A Kish Jr was born in Charlotte, NC, in 1966. He received his BS degree in 
Electrical Engineering with Highest Honors in 1988, and his MS and PhD degrees in 
Electrical Engineering in 1989 and 1992, respectively, all from the University of Illinois 
at Urbana-Champaign. At the University of Illinois, he studied under the direction 
of Professor Nick Holonyak Jr, performing research on native oxides formed from 
Al-bearing III-V compound semiconductors with applications to semiconductor laser 
diodes. This work resulted in the discovery that such native oxides could be employed 
to form waveguides and index-guided laser diodes. 

In 1992, Dr Kish joined the Materials Research and Development Department of 
Hewlett-Packard Company's Optoelectronics Division. At Hewlett-Packard, he co- 
invented new techniques for the direct wafer bonding of compound semiconductors which 
led to the realization and subsequent commercial introduction of high-efficiency wafer- 
bonded transparent-substrate AlGalnP LEDs (the highest efficiency commercial LEDs 
in the yellow through red spectral regime). For this work, he was awarded the Adolph 
Lomb Medal from the Optical Society of America in 1996. 

Currently, Dr Kish is project manager of a group focused on developing new 
compound semiconductor wafer-bonding techniques and high-power, high-efficiency 
visible-spectrum LEDs. He holds over 10 US patents and has co-authored over 35 
peer-reviewed publications. 



Preface 

The 24th International Symposium on Compound Semiconductors (ISCS) was held 
8-11 September 1997 at the Hotel del Coronado in San Diego, California. A total 
of 160 papers were selected from over 250 submissions from 18 countries for 123 oral 
and 37 poster presentations. In addition, there were two plenary and 16 invited papers 
presented. The plenary speakers were Lou Tomasetta of Vitesse Semiconductor who 
spoke on 'Commercialization of the Semiconductor of the Future' and Shuji Nakamura 
from Nichia Chemical Industries who spoke on 'III-V Nitride Based Blue/Green LEDs 
and LDs'. 

The chapters are organized by subject. You will find that there are substantial cross- 
links between them, so we hope you will roam through this digest and utilize the many 
fine papers for your research. 

The 1998 ISCS will be held in Nara, Japan, from 12-16 October 1998, the 1999 
ISCS will be held in Berlin, Germany, and then it will return to the United States in 
2000. 

We would like to thank Herb Goronkin of Motorola who served as the Symposium 
Chair, the Technical Program Committee for reviewing the abstracts and constructing a 
high-quality symposium, those who served as session chairs, and we would especially 
like to thank Melissa Estrin of IEEE/LEOS for her valuable help. 

Mark A Reed 
Yale University 

Technical Program Chair 

Mike Melloch 
Purdue University 

Associate Program Chair 



Sponsors 

The organizers of the symposium gratefully acknowledge the sponsors for their generous 
contribution 

Motorola 
Office of Naval Research 
Siemens 
Aixtron 
EPI 
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III-V Nitride-Based Blue LDs with Modulation-Doped 
Strained-Layer Superlattices 

S. Nakamura 

R&D Department, Nichia Chemical Industries, Ltd., 491 Oka, Kaminaka, Anan 774, Japan 

Abstract. InGaN multi-quantum-well-structure (MQW) laser diodes (LDs) with Al0 14Ga0,g6N/GaN 
modulation doped strained-layer superlattice (MD-SLS) cladding layers grown on an epitaxially laterally overgrown 
GaN (ELOG) substrate was demonstrated to have a lifetime of more than 1150 hours under room-temperature 
continuous-wave operation. The use of the MD-SLS was effective in reducing the operating voltage of the LDs. 
The ELOG substrate was used to reduce the number of threading dislocations in the InGaN MQW structure. After 
2 um etching of the ELOG substrate, the etch pit density was about 2 xl07/cm2 in the region of the 4-um-wide 
stripe window, but almost zero in the region of the 8-um-wide Si02 stripe. 

1. Introduction 

Short-wavelength-emitting devices, such as blue laser diodes (LDs), are currently required for a 
number of applications, including full-color electroluminescent displays, laser printers, read-write laser 
sources for high-density information storage on magnetic and optical media, and sources for undersea 
optical communications. Major developments in wide-gap HI-V nitride semiconductors have recently led 
to the commercial production of high-brightness blue/green light-emitting diodes (LEDs) and to the 
demonstration of room-temperature (RT) violet laser light emission in InGaN/GaN/AlGaN-based 
heterostructures under pulsed and continuous-wave (CW) operations [1]. The lifetime of the InGaN 
multi-quantum-well (MQW) structure LDs have been improved to 300 hours under RT-CW operation 
[2]. However, further improvements of the LD characteristics are required to enable commercialization 
of short-wavelength LDs. At present, one of the problems is that it is difficult to grow a thick AlGaN 
cladding layer required for optical confinement, due to the formation of cracks during the growth in the 
layers. These cracks are caused by the stress introduced in the AlGaN cladding layers due to lattice 
mismatch, and the difference in thermal expansion coefficients between the AlGaN cladding layer and 
GaN layers. There have been no reports on the use of the AlGaN/GaN strained-layer superlattices 
(SLSs) for HI-V nitride-based LDs to prevent cracking during the growth. Here, we describe the InGaN 
MQW-structure LDs which have AlGaN/GaN modulation-doped strained-layer superlattices (MD-SLSs) 
within the range of critical thickness as cladding layers instead of thick AlGaN layers. Modulation 
doping of the SLSs was performed to reduce the operating voltage of the LDs. As a substrate, the 
epitaxially laterally overgrown GaN (ELOG) on sapphire was used to reduce the number of threading 
dislocations of the GaN epilayer, which was reported recently by Usui et al. [3] and later by Nam et al 
[4]. 

2. InGaN MQW LDs with MD-SLS cladding layers 

UJ-V nitride films were grown by the two-flow MOCVD method, the details of which have been 
described elsewhere [1]. The growth was conducted at atmospheric pressure. First, the selective growth 
of GaN was performed on a 2-^m-thick GaN layer grown on a (0001) C-face sapphire substrate. The 
0.1-|im-thick silicon dioxide (Si02) mask was patterned to form 4-um-wide stripe windows with a 
periodicity of 12 urn in the GaN <1-100> direction. After 10-|im-thick GaN growth on the SiOz mask 
pattern, the coalescence of the selectively grown GaN made it possible to achieve a flat GaN surface 
over the entire substrate, as shown in Fig.l. We call this coalesced GaN the ELOG. The growth 
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condition and the Si02 mask pattern of the ELOG were previously reported in detail by Kato at al [5]. 
Figure 1 shows the etched surface morphology of the ELOG substrate. The etching of the GaN was 
performed by reactive ion etching with Cl2 plasma [1]. The etching depth was as large as 2 |im in order 
to reveal the etch pit clearly. Many hexagonal etch pits were observed on the 4-nm-wide stripe window, 
as shown in Fig. 1. The etch pit density was about 2 xl07/cm2 in the region of the 4-^m-wide stripe 
window. However, the etch pit density was almost zero in the region of the 8-nm-wide Si02 stripe. 

1 

■f- 

x* : 

W 1 Si02' 
12 um 

Fig. 1. Etched surface morphology of the ELOG substrate. The SiO, stripe width and window width of the ELOG 
7       1 

substrate were 8 um and 4 urn, respectively. The etch pit density was about 2 xlO /cm  in the region of the 4- 
um-wide stripe window. 

The InGaN MQW LD structure was grown on the ELOG substrate. The InGaN MQW LD device 
consisted of a 3-nm-thick layer of n-type GaN:Si, a 0.1-^m-thick layer of n-type InalGa0]9N:Si, a 
Al0 i4Gao 86N/°aN MD-SLS cladding layer consisting of one-hundred-twenty 25-Ä-thick undoped 
GaN separated by 25-Ä-thick Si-doped AIQ 14Gao.g6N layers, a 0.1-|xm-thick layer of Si-doped GaN, 
an In0 isGao g5N/Ino 02Gao 98N MQW structure consisting of four 35-Ä-thick Si-doped Iity^GOQ 85N 
well layers forming a gain medium separated by 105-Ä-thick Si-doped Ino.02Gao.9sN barrier layers, a 
200-Ä-thick layer of p-type Al0.2Gao.8N:Mg, a 0.1-n.m-thick layer of Mg-doped GaN, a 
Al0 14Gao 86N/GaN MD-SLS cladding layer consisting of one-hundred-twenty 25-Ä-fhick undoped 
GaN separated by 25-Ä-thick Mg-doped Alo.14Gao.86N layers, and a 0.05-nm-thick layer of p-type 
GaN:Mg. Figure 2 shows the structure of the LDs. The laser cavity was formed within the Si02 stripe 
and parallel to the direction of the Si02 stripe. The area of the ridge-geometry LD was 4 urn x 550 |xm. 
The cavity length of the LDs was varied between 550 urn and 300 urn. A mirror facet was formed by 
dry etching, as reported previously [1]. High-reflection facet coatings (50 %) consisting of 2 pairs of 
quarter-wave Ti02/Si02 dielectric multilayers were used to reduce the threshold current. A Ni/Au 
contact was evaporated onto the p-type GaN layer, and a Ti/Al contact was evaporated onto the n-type 
GaN layer. The electrical characteristics of the LDs fabricated in this way were measured under a direct 
current (DC) at room temperature (RT). 

Figure 3 shows typical voltage-current (V-I) characteristics and the light output power per coated 
facet of the LD wit a cavity length of 550 |J.m as a function of the forward DC current (L-I) at RT. No 
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stimulated emission was observed up to a threshold current of 90 mA, which corresponded to a 
threshold current density of 4 kA/cm2, as shown in Fig. 3. The operating voltage at the threshold 
current was 4.6 V. The threshold current and voltage of the LD with a cavity length of 300 (xm were 50 
mA and 5 V. We were able to reduce the operating voltage using the ELOG substrate and the MD-SLS, 
in comparison with previous values of the LDs [1]. The operating voltages of the LDs with the same 
structure, except for the cladding layer which was changed to uniformly Si-doped SLSs consisting of 
Si-doped Al0 14Gao 86N/Si-doped GaN, were about 6-7 V. Therefore, the use of the MD-SLSs were 

effective in reducing the operating voltage of the LDs. Resulting from the good optical confinement, we 
achieved the lowest threshold current of 16 mA and voltage of 5.5 V with a laser cavity length of 200 
|im under RT-CW operation using the AlGaN/GaN MD-SLS cladding layers. 

p-electrode 
p-GaN 

p-AI 01/3a086N/GaN MD-SLS 
p-GaN 

p-AI02Ga0gN 
Ino.o2Ga0.9/WnM£a 0.85N MOW 
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n-In MGa09N 

Si02 
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Fig. 2. Structure of the InGaN MQW LDs with MD-SLS cladding layers grown on the ELOG substrate. 
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Fig. 3. Typical L-I and V-I characteristics of InGaN MQW LDs measured under CW operation at RT. 



Figure 4 shows the results of a lifetime test of CW-operated LDs with a cavity length of 500 \im 
and 300 (im carried out at RT, in which the operating current is shown as a function of time under a 
constant output power of 2 mW per facet controlled using an autopower controller (APC). A small 
increase of the operating current is observed with increasing operating time. The LDs still survive after 
1150 hours of operation, which is much longer than that (300 hours) in previous reports [2]. This long 
lifetime is probably due to the small number of cracks and the low dislocation density resulting from the 
use of the MD-SLS and the ELOG substrate. 

200 400 600 800 

Time (hours) 

1000 1200 

Fig. 4. Operating current as a function of time under a constant output power of 2 mW per facet controlled using an 
autopower controller. The LDs with a cavity length of 500 |im and 300 urn were operated under DC at RT. 

The emission spectra of the LDs with a cavity length of 500 |im were measured under RT CW 
operation. At a current of 90 mA, longitudinal modes with a mode separation of 0.04 nm were 
observed. At a current of 100 mA, a single-mode emission was observed at an emission wavelength of 
403.7 nm. At currents from 100 mA to 120 mA, only single-mode emission at a wavelength of 403.7 

nm was observed. 
In summary, InGaN MQW LDs with the MD-SLS cladding layers grown on the ELOG substrate 

were demonstrated to have a lifetime longer than 1150 hours under RT CW operation. The lifetime test 
is still continuing after 1150 hours. These results indicate a promising future of the UI-V nitride-based 
short-wavelength LDs. 
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Growth and doping of ß-GaN and ß-(In,Ga)N films and 
heterostructures 

O. Brandt1, B. Yang, H. Yang,2 J. R. Müllhäuser, and K. H. Ploog 

Paul-Drude-Institut für Festkörperelektronik, Hausvogteiplatz 5-7, 
D-10117 Berlin, Germany 

Abstract. We discuss the growth of cubic GaN and (In,Ga)N films on GaAs by plasma-assisted 
molecular beam epitaxy. Conditions to be satisfied for the synthesis of single-phase films are pointed 
out. In the case of the binary compound GaN, strictly stoichiometric growth is required, while the 
ternary compound (In,Ga)N has to be grown N rich for reducing the amount of In segregating on the 
growth front. Finally, we discuss our finding of high p-type conductivities in (Be,0)-codoped GaN 
films in the light of recent theoretical studies of this subject. 

1. Introduction 

Cubic (ß) m-V nitrides are believed to possess potential advantages for the fabrication of blue and 
green light-emitting diodes and laser diodes as compared to their hexagonal (a) counterparts, particu- 
larly, easier cleavage (compatible with the substrate) and a substantially smaller bandgap. A number of 
researchers, using molecular beam epitaxy (MBE), have synthesized ß-GaN of fair quality (see Brandt 
et al 1995 and references therein). Necessary ingredients for an optoelectronic device such as the con- 
trolled n-type and p-type doping of ß-GaN, as well as the growth of Al and In containing alloys have, 
however, been investigated just by one group each (Kim et al 1994, Lin et al 1993, Nakadaira et al 
1997, Abernathy et al 1995, respectively). Since the optical quality of ß-GaN is not too far from device 
requirements, further studies of its doping as well as of its alloys with In and Al are timely for exploring 
the potential of this material class. In this paper, we briefly summarize the results of our recent studies 
on the growth and doping of ß-GaN and ß-(In,Ga)N on GaAs. 

2. Experimental 

The ß-GaN and ß-(In,Ga)N films studied in this work are synthesized on semi-insulating GaAs(OOl) 
substrates mounted In-free on Mo holders in two different custom-made MBE systems, one of which 
(M2) is a two-chamber machine equipped with a DC glow-discharge N-plasma source (Riber NPS 200), 
while the other (M8) is a three-chamber machine with an RF N-plasma source (SVT). Prior to the growth 
of ß-(In,Ga)N, a ß-GaN buffer layer is grown under optimized growth conditions (Brandt et al 1995, 
Brandt et al 1997). X-ray measurements are performed using a double-crystal diffractometer equipped 
with a Cutfal anode and a Ge(004) monochromator. The measurements shown here are taken with a 
50 /jm detector slit in the CO - 20 mode. Secondary ion-mass spectrometry (SIMS) is performed with a 
CAMECA 4F utilizing both Cs+ and OJ ions at energies of 10-15 keV. All electrical measurements are 
done in a four-terminal configuration with the GaAs substrate and buffer layer (if any) etched off. 

1 Corresponding author. Fax:+49-30-20377-201; E-mail: brandt@pdi.wias-berlin.de 
2 Present address: National Research Center for Optoelectronic Technology (NCOT), Institute of Semiconductors, Chi- 

nese Academy of Science, P. O. Box 912, Beijing 100083, China. 
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3. Results and Discussion 

3.1. Growth of $-(In,Ga)N 

First, we briefly comment on the question under which conditions epitaxial growth of ß-GaN on GaAs 
is actually achieved. We found (Yang et al 96, Brandt et al 97) that epitaxy is achieved by using a high 
N/Ga ratio during the nucleation stage, whereas a low N/Ga ratio invariably results in polycrystalline 
columnar growth. However, during further growth, the N/Ga ratio at the growth front must be close to 
unity if the formation of hexagonal domains is to be avoided. Figure 1 shows an expanded portion of the 
co - 26 scans for two samples. 

Concerning the growth of ß-(In,Ga)N, the primary issue we have to deal with is the incorporation 
of sufficient amounts of In without affecting the crystal quality too much. In both our MBE systems 
M2 and M8, no measurable incorporation of In is achieved using the growth conditions employed for 
ß-GaN, namely, a N/m ratio close to 1 and a temperature of 680°C. Simply lowering the growth tem- 
perature leads first (at about 550°C) to severe roughening of the film and eventually (at about 500°C) to 
polycrystalline growth. Ex situ investigations of such films by scanning electron microscopy show the 
presence of densely packed In droplets on the surface, suggesting that In is merely segregating on the 
growth front under these conditions. This phenomenon is markedly reduced when increasing the N/m 
(m=Ga+In) ratio to values around 3. However, a connected morphology free of In droplets is achieved 
only when growth takes place under a N/m ratio of at least 3 and at elevated temperatures around 620°C. 

Based on the above results, a series of 150 nm-thick ß-(In,Ga)N layers are grown in MBE system 
M2 on GaAs(OOl) substrates at 620°C with an effective N/m flux ratio of 3. The GaN buffer layers 
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Figure 1. a»- 26 scans of two ß-(In,Ga)N/GaN structures grown in M2 with different In content. 
The solid line is a fit of the profiles with two Pseudo-Voigt functions. The inset shows the In content 
in several layers vs. the group HI flux ratio employed during growth. The solid line is a fit with a 
segregation-and-desorption model. 
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Figure 2. SIMS profile of a ß-(In,Ga)N/GaN structure grown in M8. Note the high In concentration 
with the In shutter closed. The arrows depict growth interruptions. The ordinate refers to the atom 
density of GaAs. 

are 500 nm thick for all of these samples. For determining the dominant modification as well as the 
In content, both co and co - 26 X-ray scans are taken from these samples. No diffraction from either 
[001]- or [lll]-oriented hexagonal domains is detectable in these scans. A low-angle shoulder of the 
dominant ß-GaN (002) reflection at 19.96° is visible in both scans, which we attribute to the (002) 
reflection from the respective ß-(In,Ga)N film. For determining the angular position and the width of 
this shoulder, the profiles are fit by Pseudo-Voigt functions. The width of the ß-(In,Ga)N (002) reflection 
is around 20-40', compared to 10-15' for the ß-GaN (002) reflection. This broadening corresponds to a 
substantial inhomogeneous strain within the ß-(In,Ga)N layer. To go further, the In content is obtained 
by calculating the difference of the angular positions assuming validity of Vegard's law and taking the 
lattice constants of cubic GaN and InN to be 0.451 and 0.498 nm, respectively. The broadening of the 
ß-(In,Ga)N reflection with respect to that of ß-GaN then corresponds to a fluctuation in the In content 
of up to 4%. However, for these samples no InN(002) was observed, so that phase separation is not 
complete at least for these low In contents. 

The inset of Fig. 1 displays the In/(In+Ga) flux ratio dependence of the In content of these ß- 
(In,Ga)N layers. As discussed in detail by Yang et al (1997), the strongly nonlinear dependence most 
likely results from the desorption of an In surface species segregating on the growth front. In fact, the 
data can be fit well by a simple segregation-and-desorption rate equation model (see Yang et al 1997 
and references therein) assuming steady-state conditions and complete surface depletion for each grown 
layer. The only free parameter of the model is the segregation energy, for which we obtain 0.48 eV in 
the case of the present data. This value is remarkably high, suggesting that In segregation in ß-(In,Ga)N 
is very strong indeed. We stress, however, that segregation of In is very strongly depending on the N/TTI 
ratio. Higher N/HI ratios than those we were able to use here are clearly necessary to achieve a more 
efficient In incorporation. 

This requirement is easily met when using our second MBE system M8, since the N plasma source 



installed there is able to deliver an effective active N flux well in excess of 1 monolayer/s. In fact, the 
actual In content (up to, at present, 40%) in ß-(In,Ga)N layers grown in M8 at the same temperature as 
that used in M2 (620°C) is close to the nominal one, meaning that In segregation is drastically reduced. 
Furthermore, the optical quality of these layers is improved with respect to those grown in M2 as broad 
but intense photoluminescence is detected at room temperature (Müllhäuser et al 1997). Figure 2 shows 
the SIMS depth profile of a ß-(In,Ga)N /GaN structure grown in M8 with a nominal In content of 25%. 
Several interesting observations can be made from this experiment. First of all, the actual In content with 
the In shutter open is 3.5 x 1021 cm-3, i. e., about 17% and thus only slightly lower than the nominal one. 
Second, growth interruptions cause a dip in the In concentration profile, demonstrating the efficient 
depletion of the surface at the temperature used here. Third, the In content in the ß-GaN buffer layer, 
where during growth the In cell was shuttered close but held at the same temperature, is as large as 1% 
and thus only one order of magnitude lower than with the In shutter open. We attribute this finding, which 
we found to be strongly depenbdent on the idling temparture of the In cell, to a "N drag effect" in analogy 
the "As drag effect" which has recently been investigated in much detail by Wasilewski et al (1997). In 
short, a fraction of atoms from an idling cell may escape after specular reflections from the shutter into 
the growth chamber where they may be dragged towards the substrate when intersecting a molecular 
beam of comparatively large beam equivalent pressure. This phenomenon is machine dependent as it is 
affected by the geometry of the system, but it is considered to be of great significance for nitride MBE 
growth since the beam equivalent pressure of the N2 or NH3 beam employed there is, in general, very 
large. Note, finally, that growth interruptions during deposition of the ß-GaN buffer layer leads to an 
accumulation of In onto the surface. 

3.2. p-type doping—the codoping approach 

Conventional wisdom suggests that successful p-type doping of a semiconductor requires the concentra- 
tion of compensating impurities to be as small as possible. Thus, every attempt is generally undertaken 
to minimize the background electron concentration in nominally undoped GaN. Furthermore, care has 
to be taken to avoid unintentional crossdoping by the above mentioned "N drag effect" in a p-n struc- 
ture. Recently, however, we have accidentally discovered an approach which seems to rely on exactly 
the opposite principles, namely, on the simultaneous presence of acceptors and donors in almost equal 
amounts. Indeed, we have measured p-type resistivities as low as 0.02 ßcm in ß-GaN which are codoped 
with high concentrations of Be and O (Brandt et al 1996). Our qualitative arguments devised to explain 
this striking result have recently been substantiated by two independent theoretical works (Bernadini et 
al 1997, Yamamoto et al 1997). The main results of the calculations of these groups are similar and may 
be summarized as follows. First, codoping with chemically reactive species considerably enhances the 
solubility of both species and prevents selfcompensation. Second, ion pairs are predicted to form, push- 
ing the energy levels of the reacting species towards the respective band, thus reducing their activation 
energy. Third, the formation of ion pairs transforms two Coulomb scattering centers into a single dipole 
scatterer, thus enhancing the mobility. 

Figure 3 shows the SIMS profile of such a (Be,0) codoped structure. The rectifying characteristic 
of this junction, which could be measured after etching off the (semiinsulating) GaAs substrate, allowed 
Hall measurements of the top p-type ß-GaN layer. This particular sample shows an activated conduc- 
tivity with a hole concentration and mobility of 2x 1018 cm-3 and 50 cm2/Vs at room temperature, 
respectively. Although higher than for the sample reported in our previous work (Brandt et al 1996), the 
resulting resistivity of this sample is still superior to any other reported for GaN. 
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Figure 3. SIMS profile of a (Be.O)-codoped ß-GaN/GaAs(001) p-n junction. The N concentration is 
scaled down for clarity. 

Further information is obtained by temperature dependent measurements. Figure 4 shows the 
temperature dependence of the resistivity of n-type and p-type ß-GaN layers. Since the mobility for 
all these samples is only weakly depending on temperature, the slope of the data at high temperatures 
roughly corresponds to the activation energy of the dominating impurity. The apparent activation energy 

10" 

E 
o g, 

> 

0.2 

n-type (7x1 o" cm"3,130 cm2/Vs) 

0.8 1.0 

100/T(K"') 

1.4 

Figure 4. Arrhenius representation of the resistivity of one p-type and two n-type ß-GaN layers. The 
carrier concentration and mobility for each sample are those measured at room temperature. The 
apparent activation energies labeling the data roughly correspond to those governing the carrier con- 
centration. 
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of the dominating donor (which most likely is O) in our n-type layers is around 30 meV, close to the value 
deduced from electronic Raman scattering (Ramsteiner et al 1996). The apparent activation energy for 
the p-type layer of 170 meV is similar to values reported for Mg in a-GaN (Tanaka et al 1994, Kim 
et al 1996). This finding shows that the high p-type conductivities in these samples is not a result of a 
particularly small activation energy, but indeed because of the enhanced hole mobility. 

4. Conclusion 

We have shown that the growth of ß-(In,Ga)N and the p-type doping of ß-GaN is principally possible. 
Both issues, however, require (and deserve) further systematic work before we can start seriously think- 
ing about devices made from cubic nitrides. Particularly, the concept of codoping, while very promising 
in view of the results already obtained, has to be made technologically controllable for exploiting its 
potential. 

Acknowledgement 

We acknowledge financial support of this work by the Bundesministerium für Bildung und Forschung 
der Bundesrepublik Deutschland. 

References 

Abernathy C R and MacKenzie J D (1995) Appl. Phys. Lett. 66 1632. 

Bernadini F, Fiorentini V, and Bosin A (1997) Appl. Phys. Lett. 70 2990. 

Brandt O, Yang H, Jenichen B, Suzuki Y, Däweritz L and Ploog K H (1995) Phys. Rev. B 52 R2253. 

Brandt O, Yang H, Kostial H, and Ploog K H (1996) Appl. Phys. Lett. 69 2707. 

Brandt O, Yang H, Trampert A, Wassermeier M, and Ploog K H (1997) Appl. Phys. Lett. 71473. 

Lin M E, Xue G, Zhou G L, Greene J E and Morkoc H (1993) Appl. Phys. Lett. 63 932. 

Kim J G, Frenkel A C, Liu H, and Park R M (1994) Appl. Phys. Lett. 65 91. 

Kim W, Salvador A, Botchkarev A E, Aktas O, Mohammad S N, and Morkoc H (1996) Appl. Phys. Lett. 69 559. 

Müllhäuser J, Jenichen B, Wassermeier M, Brandt O, and Ploog K H (1997) Appl. Phys. Lett, (to be published). 

Nakadaira A and Tanaka H (1997) Appl. Phys. Lett. 70 2720. 

Ramsteiner M, Menniger J, Brandt O, Yang H, and Ploog K H (1996) Appl. Phys. Lett. 69 1276. 

Tanaka T, Watanabe A, Amano H, Kobayashi Y, Akasaki I, Yamazaki S, and Koike M (1994) Appl. Phys. Lett. 65 
593. 

Wasilewski Z R, Rolfe S J, and Wilson R A, (1997) /. Cryst. Growth 175/176 1270. 

Yamamoto T and Katayama-Yoshida H (1997) Jpn. J. Appl. Phys. 36 L180. 

Yang B, Brandt O, Jenichen B, Müllhäuser J, and Ploog K H (1997) /. Appl. Phys. (to be published). 

Yang H, Brandt O, Trampert A, and Ploog K H (1996) Appl. Surf. Sei. 104/105 461. 



11 

Growth and Effects of Single-Crystalline ZnO Buffer Layer 
on GaN Epitaxy 

T. F. Huang, T. Ueda*, S. Spruytte and J. S. Harris Jr. 

Solid State Electronics Laboratory, CIS-X 328, Stanford University, Stanford, CA, 94305, USA 
»Matsushita Electronics Corporation, Osaka, Japan 

Abstract. Single-crystalline ZnO films have been grown on c-cut sapphire substrates bj pulsed laser 
deposition (PLD) using a KrF laser. The optimum growth conditions are 550 "C and 10 torr 02. We 
observe a sharp and streaked RHEED (Reflection High Energy Electron Diffraction) pattern and atomically 
smooth surface with a r.m.s. roughness of only 5 A measured by atomic force microscope. 
Photoluminescence at 77 K shows a strong near-band-edge peak at 3.34 eV with no deep level emission. 
Two dimensional growth of GaN by chloride vapor phase epitaxy (VPE) is greatly enhanced compared to 
earlier results using RF-sputtered ZnO buffer layers. This is a result of better crystalline structure, optical 
properties and surface flatness of the PLD films, The properties of the VPE-GaN are strongly dependent on 
ZnO layer thickness. The optimum thickness of ZnO buffer layer is around 25 run. 

1.    Introduction 

HJ-V nitride materials have been widely studied for optoelectronic device applications in the blue and 
ultraviolet regions. Room temperature cw laser operation by current injection has been achieved in GaN- 
based structures [1]. This structure was fabricated on a highly lattice mismatched sapphire substrate by 
metal organic chemical vapor deposition (MOCVD) with a dislocation density of 10 cm"2. Moreover, 
because of the insulating substrate, a substantial series resistance between the active region and the n- 
type contact results in a high operation voltage, causing heating and a high threshold current density. 
Among various growth techniques, chloride vapor phase epitaxy (VPE) is very promising to obtain thick 
GaN films because of its high growth rate. Laser structures grown on a thick VPE-GaN "substrate" 
would have better crystallinity and lower series resistance than heterepitaxial growth on sapphire. 

Because the physical properties of ZnO are similar to those of GaN, ZnO is a good buffer layer for 
GaN growth. With a lattice mismatch less than 2% between ZnO and GaN, GaN grown on ZnO buffer 
layers should have better surface morphology and lower dislocation densities than GaN grown directly 
on sapphire substrates. The other advantage of a ZnO buffer layer is the possibility of fabricating GaN 
substrates by etching away the ZnO layer since ZnO can easily be etched by any acid and bulk GaN is 
extremely hard to produce. One of the most successful thick GaN films was grown by vapor phase 
epitaxy (VPE) on a sputtered ZnO buffer layer on a sapphire substrate [2]. However, the sputtered ZnO 
layer was polycrystalline and the effects of the growth condition and thickness of ZnO buffer layers on 
the growth of GaN were not fully examined. In order to achieve high quality GaN, it is important to 
optimize the growth and study the properties of the ZnO buffer layer. 

In this paper, we report growth of single-crystalline ZnO films with excellent structural and optical 
properties on c-cut sapphire substrates by pulsed laser deposition (PLD). The properties of ZnO films are 
characterized by X-ray diffraction (28, a, ty scans), reflection high energy electron diffraction (RHEED), 
photoluminescence (PL), and atomic force microscope (AFM). The strong dependence of ZnO buffer 
layer thickness on the properties of GaN grown by chloride vapor phase epitaxy (VPE) will also be 
discussed. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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2. Experimental 

ZnO films were deposited on c-cut sapphire substrates using a pulsed laser deposition (PLD) 
apparatus described previously [3]. A KrF excimer laser operating at a wavelength of 248 nm, a pulse 
duration of 20 ns and a laser fluence of 3 J/cm was used. The laser repetition rate was 5 Hz and the 
target-substrate distance was 5 cm. ZnO films were grown under an oxygen partial pressure of 0.01 torr 
and the background pressure of the system before the introduction of oxygen gas was usually 10" Torr. 
Targets were prepared by pressing ZnO powders of 99.999% purity and sintering at 1100 °C for three 
hours. After deposition, the substrates were cooled slowly to room temperature at a rate of 5 °C/min. 
under 1 torr oxygen. 

We employed a chloride VPE system to grow thick GaN layers using GaCl3 and NH3 as source 
materials as described previously [4], using nitrogen as a carrier gas. A notable feature of our system 
was that the gallium supply was precisely controlled by the temperature of the GaCl3 cell and the nitrogen 
flow rate for the cell. The system was simpler than a conventional hydride VPE system in which GaCl 
(prepared by reaction of liquid Ga and HC1) is used as the Ga source. The growth was carried out at 
1000 °C with a (NH3/GaCl3) ratio of 500. The growth rate was approximately 6 nm/hr. To prevent 
thermal desorption of the ZnO buffer layer, the growth was immediately started after the substrate 
temperature reached the growth temperature. 

3. Material Characteristics 

3.1 ZnO Buffer Layer 

X-ray diffraction and RHEED studies were used to investigate the nature of the epitaxial growth and 
crystalline quality of the film. At the growth temperatures between 350-650 °C and 0.01 Torr 02, ZnO 
films grown on (0001) sapphire substrates show (000c) peaks from x-ray 29 scans. There are only six 
peaks observed in the x-ray <|> scan of ZnO (10-12) with 60 degree spacing, indicating single crystalline 
growth despite high lattice mismatch between ZnO and sapphire. The epitaxial relationships are 
ZnO[0001]//Al2O3[0001] and ZnO[10-10]//Al2O3[[l 1-20]. The optimum growth temperature is 550 °C 
with a FWHM of ZnO (0002) peak of 0.35° from x-ray rocking curve scans. 

(a) 

(b) 

(c) 

(d) 

Fig. 1   (a) and (b) are in situ RHEED patterns taken along <2110> azimuth of ZnO films grown on c-cut sapphire 
substrates at 0.01 torr O2. (c) and (d) are AFM images of the same films, 

(a), (c) at Ts = 350 °C (b), (d) at Ts = 550 °C 
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In situ RHEED patterns are taken along <2110> azimuth of ZnO films grown at 0.01 torr Q, and 
various Tubstrate temperatures. The RHEED gun operates at 14 KV and 16 amp. At the grow* 
temperature of 350 °C, a streaky pattern with a regular array of elongated spots indicates that the 
2£n pattern appears superimposed on the reflection pattern (Fig. la). The transmission pattern 
shown by RHEED is due to the surface roughness of the film, which may occur if the film is grown in a 
Stranski-Krastanov or Volmer-Weber mode. Another reason for surface roughness may be particulates 
on the films which are produced by ablating targets during growth If the surface roughness increase^ 
the RHEED becomes a regular array of spots from transmission through the peaked regions For ZnU 
films grown at temperatures lower than 350 °C, extra spots gradually develop, indicating! the fita is 
polycristalline. As the growth temperature increases to 550 °C, a sharp and streaky ZnO RHEED 
pattern is observed , indicating good crystallinity and atomically smooth surface (Fig. lb) We observe 
Kikuchi lines on the RHEED screen which may not be successfully shown on the graph due to the low 
resolution of the imaging process. The quality of the pattern is comparable with that of MBE-grown /nU 
film and is much better than those grown by other techniques. 

Surface roughness of ZnO films was examined by scanning electron microscope (SEM) and atomic 
force microscope(AFM). From SEM, the topography of ZnO films is featureless with very few 
particulates. By contact-mode AFM, the films are very smooth with only several monolayers of 
roughness (c=5.2065 Ä for ZnO). ZnO film grown at 550 °C shows a r.m.s roughness of 5 A one of 
the smoothest ZnO film reported by any growth technique (Fig. Id). ZnO films grown at 350 C (Fig. 
lc) have higher r.m.s. roughness than the film grown at 550 °C. This result agrees with the RHEED 
observation At low growth temperature, atoms arriving at the substrate surface may not have enough 
kinetic energy to move around before the next atoms arrive. Thus, island growth dominates, which 
results in a rougher surface of the film. This is the main reason that the RHEED pattern for low 
temperature grown ZnO shows a regular array of elongated spots. With the capability of in situ 
monitoring of the growth in the PLD system by RHEED, we are able to study the crystallinity, 
roughness and kinetics of growth of freshly grown surfaces. 

Photon Energy (eV) 

Figure 2 shows the photoluminescence 
(PL) spectrum of ZnO grown at 550 °C. 
The film is excited by He-Cd laser (K= 325 
run) at 77 K. A strong near band edge peak 
at 3.34 eV is observed. This has been 
previously attributed to the annihilation of 
bound excitons in ZnO [5]. Deep level 
emission, which usually originates from 
crystal defects or impurities, is not 
detectable. 
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3.2 Effect of Buffer Layer Thickness wavelength (nm) 

We deposited different thicknesses of buffer layers on c-cut sapphire substrates at 550 °C and 10 
torr, the optimum growth conditions as described above. Single crystalline GaN films were grown on 
ZnO buffer layers by vapor phase epitaxy. The thickness of GaN is around 1.5 ^m. Crystallinity was 
verified by x-ray (29, <)>) scans. Two dimensional lateral growth of GaN is greatly enhanced on a smgle 
crystalline ZnO buffer layer (Fig. 3). With ZnO buffer layer thickness around 25 nm, the surface of 
GaN film is relatively flat and featureless by scanning electron microscope. However, a GaN film 
grown on a 200-nm thick buffer layer exhibits cracks and peeling, which may be improved by 
optimizing the cooling rate. In addition to better surface smoothness achieved by employing a ZnO 
buffer layer around 25 nm, the FWHM of x-ray rocking curve of GaN (0002) is reduced to 0.35" while 
the peak width of GaN film without ZnO buffer layer is three times greater. 
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(a) (b) (c) (d) 

Fig. 3. Surface morphology of VPE-grown GaN films (a) directly on a sapphire substrate, on (b) 25 nm (c) 75 nm 
(d) 200 nm ZnO buffer layer. Images are taken by SEM. 

In conclusion, ZnO buffer layers of high quality, in terms of crystalline structure, optical properties 
and surface flatness, have been grown by pulsed laser deposition. Single crystalline ZnO film with a 
sharp and streaky RHEED pattern was deposited at 550 °C and 10" torr O2. We observed atomically flat 
surfaces of ZnO films with a r.m.s. roughness of 5 Ä. These ZnO films show strong near-band-edge 
luminescence at 3.34 eV with no deep level emission by PL measurement at 77 K. Surface morphology 
of VPE-grown GaN is greatly improved by employing a thin layer of ZnO. Strong dependence of GaN 
properties on ZnO buffer layer thickness is observed and the optimized thickness is around 25 nm. 

This work was supported by DARPA through the Optoelectronic Materials Center, contract MDA 
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Abstract 

Layers of hexagonal GaN were grown on (111)B GaAs substrates by gas source molecular beam epitaxy (GSMBE) 

using hydrazine as a source of active nitrogen. Nitridation of an AlAs buffer layer was shown to produce a flat layer 

of A1N. GaN films grown on the A1N surface at growth temperatures above 700°C exhibited quasi two-dimensional 

growth. Photoluminescence spectra of such GaN layers show narrow band-edge emission and no "yellow" defect 

band. 

1. Introduction 

Nitridation of GaAs is used to nucleate epitaxial growth of GaN and related compounds on substrates 

such as Si [1]. This process, in which GaAs is exposed to a flux of active nitrogen, must be carefully 

controlled in order to produce smooth surfaces suitable for growth [2-3]. This is in contrast to the 

nitridation of AI2O3 which, at similar temperatures, appears to be more stable. Two-dimensional growth 

of GaN can be subsequently obtained only after a smooth, nitrided^ surface is created. In this work we 

carry out a detailed growth investigation of hexagonal GaN on (lll)B oriented GaAs substrates. The 

use of hydrazine allows us to generate large active nitrogen fluxes, another factor important in 

achieving two-dimensional growth. We show that an intermediate layer of AlAs, nitrided under 

appropriate conditions, results in two-dimensional growth of first A1N and then GaN. 
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Nitridation of the Al As layer results in formation of an AIN/GaAs interface which should be a 

thermodynamically stable two-phase system. Solid state reactions resulting from atomic exchanges at 

this interface, such as (Ga - As) + (Al - N) «-» (Ga - N) + (Al - As), where the dashes indicate 

chemical bonds, will result in formation of a two-phase AIN-GaAs system rather than the solid solution 

of AlxGai.xAsyNi.y [4,5]. 

2. Results and discussion 

The growth experiments were performed in a custom designed gas source MBE apparatus with a 

hydrazine (Hy) source, described in detail previously [6]. Substrate temperatures were measured using 

an optical pyrometer calibrated for a temperature range of 450°C < T <, 1200°C. Semi-insulating 

GaAs(l 11)B substrates were employed for these studies. After a 5 minute degrease in organic solvents 

the substrates were chemically etched in 5:1:1 hot mixture of H2S04:H202:H20 for 40 sec followed by 

a 3 min rinse in deionized H20 and then dried with N2 gas. Half of the samples were bonded with In 

solder onto a Mo block, the others were mounted using an In-free holder. The substrates mounted in In- 

free holders were back-metallized for improved heat transfer. The oxide desorption was carried out at 

(600± 10) °C for 5 min under As4 flux. 

The sample preparation and the growth process were monitored in-situ using RHEED. A clear 

bulk (lxl) RHEED pattern was observed after thermal desorption of the surface oxide layer. A sharp 

( Vl9 x Vl9 ) surface reconstruction, illustrated in Fig. 1, was observed after the growth of a thin (~ 500 

Ä) GaAs layer. The GaAs epitaxial layer was grown at a temperature of Tg^- 580°C and a rate of Vgr ~ 

0.3 um/h. The first series of GaN growth experiments were carried out without the deposition of an 

AlAs buffer. The nitridation of epitaxial GaAs was performed under a hydrazine flux of Juy ~ (1-5) x 

1014 mol/cm2 sec for 5-10 min at 450°C. After nitridation, the Ga shutter was opened and a 25 nm thick 
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F'g-l (V 19XV 19) RHEED pattern 

along the [110] azimuth from GaAs(lll)B surface 

before AIN buffer layer growth. T,abslr = 580°C 

GaN 

GaAs 

Fig.2  Cross-sectional SEM photograph of GaN/GaAs(lll)B 

film grown Without AIN buffer layer. T,r = 720°C 
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intermediate layer of GaN was deposited at 450-500°C, with a growth rate of Vgr-O.lum/h. The 

substrate temperature was then increased to (550 - 670)°C and GaN films with thicknesses in the range 

of 0.7 -1.0 urn were grown at Vgr-0.3-0.4 um/h. In all of these experiments the NaHLi/Ga flux ratio was 

-250 [1]. In all cases RHEED patterns obtained on such GaN films clearly indicated a three- 

dimensional growth mode. Higher growth temperatures are limited by the thermal instability of the 

GaAs substrate, leading to very rough interfaces between GaAs and GaN, see Fig.2. 

A second series of GaN layers were grown with an A1N buffer layer. The buffer layers, with 

thicknesses of about 40-50 nm, were prepared by first growing thin layers of Al As on epitaxial GaAs, 

at Tgr ~ 580°C and Vgr ~ 0.2 um/h. These layers were then nitridated under a hydrazine flux of ~1015 

mol/cm2 sec for 10-15 min and at a substrate temperature of 500-550°C. The nitrided surfaces exhibited 

a (1 x 1) RHEED pattern of elongated spots, consistent with a mixed 2D-3D nature of the surface. An 

epitaxial layer of A1N, ~ 50nm thick, was then deposited on the nitridated AlAs surface. This was done 

at Tgr ~ 580°C and a growth rate of V^ ~ 300 A/h. The RHEED pattern of this A1N surface, shown in 

Fig.3, is consistent with well-developed two-dimensional growth. 

GaN layers were grown on A1N buffers, formed by a combination of nitridation and epitaxy, at 

temperatures ranging from 650-720°C and at Vg, ~ 0.3 - 0.4 um/h. The A1N buffer remains stable at 

higher temperatures and the growth temperature of GaN can be increased. RHEED patterns obtained on 

GaN surfaces, shown in Fig.4, clearly indicate quasi two-dimensional growth. Further optimization of 

the N2HVGa flux ratio appears necessary in order to obtain pure 2D mode. RHEED patterns obtained 

on GaN layers grown directly on GaAs could be interpreted in terms of preferentially oriented three- 

dimensional domains. Nevertheless, the interfaces between A1N and GaAs layers are quite flat. Fig.5 

shows the cross-sectional SEM image of a GaN/AlN/GaAs structure grown at Tgr ~ 720°C. 
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Fig.3 RHEED pattern of AIN layer grown on 

nitridated AlAs/GaAs(lll)B at T,„bslr = 620°C, 

N2H„/A1 ~ 500, e || [1120] azimuth 

Fig.4 RHEED pattern of GaN film grown on 

GaAs(lll)B surface with AIN buffer layer, Tgr = 

720°C, NjH^Ga ~ 250. e || (1120] azimuth 

Fig.5 Cross-sectional SEM image of GaN/AlN/GaAs(lll)B 

structure, Ter of GaN film = 720°C, N2H4/Ga ~ 300 
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The optical properties of GaN layers were studied by cathodoluminescence (CL) at 80K. Fig.6 

shows CL spectra for two of the GaN/GaAs(l 11)B films grown at 550°C and 670°C, without the A1N 

buffer layer. The spectra show the edge band in the 350-400 nm spectral region and a prominent broad, 

"yellow", band at X > 500 nm. The band-edge emission wavelength of-380 nm measured in samples 

grown at low temperature is characteristic of cubic-structure GaN, consistent with our previous results 

on GaAs(100) [3]. The band-edge emission wavelength shifts to -360 nm in samples grown at the 

higher temperature. While this is typical of hexagonal GaN, the width of the peak makes clear 

assignment difficult [1]. Raman scattering results, not shown here, also support the hexagonal structure 

identification of high temperature samples. 

The CL spectra obtained on GaN samples grown with the A1N buffer layer at temperatures 

lower than ~670°C are similar to those shown in Fig. 6. The spectra differed only in the lower intensity 

of the "defect" band. The results obtained for samples mounted with In and in In-free holders were very 

similar. These samples were also investigated using pulsed excitation with a nitrogen laser operating at 

337 nm. The excitation intensity was adjusted to yield PL spectra of the wavelength and width similar 

to those produced by CL. 

The PL spectra of GaN samples mounted with In and grown at temperatures Tgr > 700°C with 

the optimized A1N buffer layer are very different. Their main features are the complete absence of the 

"yellow band" and very narrow band-edge emission, less than 20 meV at 77K, Fig.7. Samples of GaN 

grown directly on GaAs, at temperatures above 700°C, show much wider band-edge emission and 

strong "yellow" lines. The interpretation of the data shown in Fig.7 is, however, complicated by the 

non-intentional incorporation of In into the GaN layer. This occurs in case of In-mounted samples. 

SIMS measurements of these layers show that the In concentration can be as high as 5 at% at the 

sample's edge, it decreases towards the center. This explains the red shift in the band-edge emission 



21 

(0 c 

 , , 1 r 

T^NSVOt 

1                            t 

X   =362.5 nm max 

A*=45.2 nm 
,/hv   =3.42 eV             , ^            max                                          / 

/\   Ahv=430meV         / 

/                 \                                         *"*   ß T =550°C 

—     5L
TO

=381 nm 

1 *" AX=52nm 
11^=3.25 eV 

1                            .                           1 
Ahv=500 mpV 

300 400 500 600 
Wavelength (nm) 

700 

Fig.6. 80K CL spectra of GaN layers grown on GaAs(l 11)B without A1N buffer layer. 
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Fig. 7. 77K PL spectra of GaN layers grown on GaAs (111)B with 

A1N buffer layer. The substrate was bonded with in-solder onto holder. 
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shown in Fig.7. We believe that the qualitative difference between the spectra shown in Figs.6 and 7 is 

due to inclusion of the A1N buffer layer and higher growth temperature. 

3. Conclusion 

Wurtzite phase GaN layer were grown on GaAs(lll)B substrates by GSMBE using hydrazine as a 

nitrogen source. We demonstrate that nitridation of an AlAs buffer layer grown on a clean GaAs(l 11)B 

surface provides a smooth AIN/GaAs interface which in turn promotes two-dimensional growth of 

A1N. The presence of this buffer layer permits the use of higher growth temperatures, up to 720°C. 

Epitaxial layers of GaN grown with the A1N buffer layer show quasi two-dimensional growth. The PL 

spectra of the layers grown above 700°C show narrow band-edge emission and a complete absence of 

the "yellow" defect band. 
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Demonstration of a GaAs-Based Compliant Substrate Using Wafer 
Bonding and Substrate Removal Techniques 
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Abstract: A GaAs-based compliant substrate that uses an intermediate AlGaAs-oxide layer to separate thin 150 Ä - 
1000 Ä GaAs compliant layers from a GaAs host substrate is described. The compliant substrates and epitaxial layers 
of lattice-mismatched Ino.1sGag.85As were studied using atomic force microscopy and double-crystal x-ray diffraction. 
The surface morphology of the 1000 Ä compliant substrate prior to growth had an rms and peak-to-peak roughness of 
10 Ä and 100 Ä. Following growth of 3000 Ä Ino^GaggsAs the root mean square (rms) roughness increased to 50 A 
and slip lines were observed in the (110) direction. A comparison of lattice-matched p+-n junction diodes grown on a 
substrate with a 1000 A compliant layer and a standard GaAs substrate revealed similar dark current-voltage 
characteristics, which demonstrate the high quality of the compliant substrate. 

1. Introduction 

Traditionally, the growth of lattice-mismatched materials has relied on compositionally graded buffer 
layers to relieve strain due to the lattice mismatch between the thick substrate and the epitaxial layers [1]. 
Unfortunately, these graded buffers are not completely effective in eliminating threading dislocations in 
the active device layers, which results in a degradation of device performance [2]. Calculations by Lo et. 
cd. suggest that thin (< 1000 Ä) free-standing substrates can be used to increase the critical thickness of a 
mismatched overlayer [3]. In this case, the thin substrate can relax before the epitaxial layer relaxes, 
which allows the growth of active device layers having low dislocation density. One approach that has 
been used by Ejeckam et. al. to fabricate pseudo-free standing substrates is based on a so-called twist 
bond that is formed between a thin GaAs compliant layer and a GaAs substrate when the compliant layer 
is misoriented relative to the substrate [4]. This approach forms uniformly spaced, weakly bonded areas 
that permit the substrate to conform to the growing epitaxial layers. In this paper, we demonstrate an 
alternate approach to fabricating compliant substrates that is based on separating the top GaAs compliant 
layer from the GaAs host substrate by an intermediate oxide layer formed by the wet oxidation of 
Al0 9Ga0 [As. Previous work using silicon-on-insulator structures suggests that the use of such oxide 
layers decreases the interaction between the compliant layer and the host substrate and can provide 
increased flexibility of the compliant layer [5]. The procedure used to prepare a GaAs-based compliant 
substrate with an intermediate oxide layer is described, and the results of lattice-matched and lattice- 
mismatched growth of GaAs and InGaAs epitaxial layers on the compliant substrates are presented. 

2. Substrate Preparation and Characterization 

The substrates investigated in this work contained a thin GaAs compliant layer that was separated from a 
GaAs host substrate by an intermediate AlGaAs-oxide layer. The samples used to form the host 
substrate, the AlGaAs-oxide layer, and the upper thin compliant GaAs layer were grown by molecular 
beam epitaxy (MBE) on (100) semi-insulating GaAs substrates. The structures consisted of a 1000 A 
GaAs buffer layer, a 1000 Ä Al0 9Ga„ ,As layer, and GaAs layers that were either 150 Ä or 1000 Ä thick. 
Following the growth, the top GaAs layer was removed from half of each sample and the 1000 A 
Al0 9Ga0 ,As layer was oxidized in water vapor at 425°C for 10 minutes. It has been demonstrated 
previously that under these oxidation conditions Al0 9Gad tAs forms a stable phase of v-Al203 [6]. This 
intermediate layer was chosen primarily for its ease of wafer bonding to GaAs epitaxial layers and the 
relatively porous nature of the oxide [6]. The thin 150 Ä or 1000 Ä GaAs layer on the remaining portion 
of each sample was wafer bonded at room temperature to the AlGaAs-oxide layer after cleaning and 
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drying the AlGaAs-oxide and GaAs surfaces. To 
strengthen the room temperature bond, the samples 
were annealed in a nitrogen ambient at 500"C for 
20 minutes. After forming a strong bond between 
the thin GaAs and AlGaAs-oxide layers, the 
topmost GaAs substrate and buffer layer were 
removed by mechanical polishing and wet 
chemical etching in a citric acid solution, which 
stops abruptly on the 1000 Ä Al^Gao [As layer 
[7]. Compliant substrates of 1 x 1 cm2 were 
obtained using this method. Prior to loading the 
samples into the MBE, the A^Ga^As layer was 
removed in buffered oxide etch leaving only the 
thin GaAs compliant layer supported on the 
AlGaAs oxide and host substrate. 

The surface morphology of the AlGaAs- 
oxide layer prior to wafer bonding and the surface 
of the 1000 Ä and 150 Ä compliant layers 
following the GaAs substrate and Al0 9Ga0 ,As etch 
stop removal were studied by atomic force 
microscopy (AFM) using a Park Scientific 
Autoprobe M5 AFM. Typical lxl /<m2 images 
of the AlGaAs oxide layer and the completed 1000 
A compliant substrate prior to MBE growth are 
shown in Fig. 1 (a)-(b). The AlGaAs-oxide 
layer was very smooth, having a root mean square 
(rms) and peak-to-peak roughness of 

approximately 6 Ä and 30 A. Large area images of this sample also indicated a very uniform surface 
morphology with no large peaks or valleys in the AlGaAs-oxide layer. The smooth, uniform surface 
morphology of the AlGaAs-oxide layer facilitated a wafer bond between the oxide and GaAs layers that 
was able to withstand subsequent mechanical and chemical wafer thinning. Following compliant 
substrate preparation, the sample with a 1000 Ä compliant GaAs layer had an rms roughness less than 
10 A with isolated peaks that were 85-100 A tall distributed across the surface. We believe that these tall 
peaks are a result of the incomplete removal of the Al0 9Ga„ ,As etch stop layer, which may be eliminated 
by reducing the aluminum molar fraction of the etch stop layer. These toll features were also observed on 
samples prepared using a GaAs-to-GaAs direct wafer bond and were not a result of the intermediate 
oxide layer. In contrast, the sample with a 150 A compliant GaAs layer had an rms and peak-to-peak 
roughness of 50 A and 250 A. A visual inspection of the surface using an optical microscope revealed 
that the thin 150 A GaAs compliant layer was discontinuous, which resulted in the increased surface 
roughness. This represents a limitation in the thickness of the compliant layer that can be obtained using 
the intermediate AlGaAs oxide layer described here. By optimizing the oxidation procedure, it may be 
possible to obtain smoother AlGaAs oxide surfaces and thinner compliant layers. 

Fig. 1. AFM images of the (a) AlGaAs-oxide layer and 
the (b) completed 1000 Ä compliant substrate 
prior to growth. 

3.   Epitaxial Growth and Device Characterization 

In order to assess the quality of the compliant substrates, a lattice-matched GaAs p+-n diode was grown 
on the compliant substrate with a 1000 A GaAs layer and compared to an identical device grown on a 
standard GaAs substrate. The structure consisted of a 1.0 |xm n+-GaAs layer, a 1.5 (xm n-GaAs layer, 
and a 0.5 [xm p+-GaAs contact layer. Devices with active areas of 100 x 100 fim2 were fabricated using 
a standard mesa-isolated process. Ohmic contacts were formed to the top p+-GaAs layer using Ti/Pt/Au 
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Fig. 2.   Typical dark I-V characterstics of GaAs diodes Fig- 3.  AFM image of a 1000 Ä compliant substrate 
fabricated on a 1000 Ä compliant substrate and following    the    growth    of    3000    Ä    of 
a standard GaAs substrate. In<, ^Ga^sAs. 

and to the bottom n+-GaAs layer using alloyed Ni/AuGe. The successful fabrication of the mesa-isolated 
diode demonstrates that the GaAs-AlGaAs oxide compliant substrate is robust and is able to withstand 
extensive post-processing. Typical dark forward current-voltage (I-V) characteristics of diodes 
fabricated on the compliant and standard GaAs substrates are shown in Fig. 2. The diode on the 
standard GaAs substrate had ideal n = 1 characteristics over the measured voltage range, while the diode 
on the GaAs compliant substrate demonstrated non-ideal n = 2 characteristics at low forward biases with 
n = 1 characteristics dominating at high forward biases. This non-ideal n = 2 current component is 
typically attributed to recombination in the bulk space-charge region of the diode, and may be a result of 
the rougher surface morphology of the starting compliant substrate. Although non-ideal behavior was 
observed for the diodes fabricated on the compliant substrate, the value of the current was comparable to 
that of the diode grown on the standard substrate indicating the high quality of the compliant substrate. 

To study the growth of lattice mismatched materials, 3000 Ä of In015Ga(,85As (1% lattice 
mismatch) was deposited by MBE on 1000 A and 150 A compliant substrates as well as on a standard 
GaAs substrate. The substrate temperature during the growth of the In0 ^Ga^gAs layer was 450°C. 
The surface morphology of the In,, ^Ga,, 85As layers grown on a 1000 A compliant substrate is shown in 
Fig. 3. The sample with a 1000 A compliant GaAs layer had an rms roughness less than 50 A, with slip 
lines spaced an average of 0.7 pirn apart along the (110) direction. The sample with a 150 A compliant 
GaAs layer had a much rougher surface morphology with an rms and peak-to-peak roughness of 130 A 
and 650 A. In this case, no slip lines were observed. This can be attributed to the poor starting surface 
of the compliant substrate. Double crystal x-ray diffraction measurements of these samples yielded a 
FWHM of approximately 900 arc-sec with no discernible peak-shift between the layers deposited on the 
1000 A compliant substrate and the standard GaAs substrate. 

Lattice-mismatched In0 20Gao 80As p-i-n diodes were also grown on a 1000 A compliant substrate. 
The structure consisted of a 0.7 pm n+- In0 20Gao 80As layer, a 1 jim undoped In0 20Gao 8„As layer, and a 
1500 A p+-In0 joGao 80As contact layer. Diodes were fabricated using the mesa-isolated process 
described previously. The forward and reverse dark I-V characteristics of a typical 100 x 100 pm2 

device is shown in Fig. 4. Although the dark currents are substantially higher than those calculated 
theoretically for dislocation-free material [8], the diodes demonstrated a rectifying behavior. The high 
dark current and soft reverse breakdown voltage suggests that there is still a relatively high density of 
dislocations present in the active device layers.     It has been demonstrated for the growth of 
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substrates that the critical thickness of lattice 
mismatched materials is reduced dramatically 
when the layers are deposited on intentionally 
roughened surfaces [9]. Therefore, the rough 
surface morphology of the starting GaAs-based 
compliant substrate may also degrade the quality 
of the lattice-mismatched material by limiting the 
critical thickness of the In0 20Ga0 80As epitaxial 
layers. 

4.   Conclusions 

In this paper, we describe the fabrication of a 
GaAs-based compliant substrate that uses an 
intermediate AlGaAs-oxide layer to separate thin 
150 Ä-1000 Ä GaAs compliant layers from a 
GaAs host substrate. Prior to growth, the rms 
roughness of the substrate with a 1000 Ä 
compliant layer was less than 10 Ä with isolated 
peaks that were 85-100 Ä tall. We attribute the 

tall peaks to the incomplete removal of the AlGaAs etch stop layer, which may be eliminated by reducing 
the aluminum molar fraction in the etch stop layer. The thinner 150 A compliant layer was 
discontinuous, resulting in a surface with an rms roughness of approximately 50 Ä. A comparison of 
lattice-matched p+-n junction diodes grown on a substrate with a 1000 A compliant layer and a standard 
GaAs substrate revealed similar dark I-V characteristics, which demonstrate the high quality of the 
compliant substrate. The fabrication of these devices confirms that the compliant substrate is robust and 
is able to withstand extensive post-processing. The growth of 3000 A of In0 ^Ga,, 85As on the substrate 
with a 1000 A compliant layer resulted in a surface with an rms roughness of 50 A that contained slip 
lines in the (110) direction. Lattice-mismatched In^Ga^As p-i-n diodes grown on the 1000 A 
compliant substrate were rectifying, however, the magnitude of the dark current suggests the presence of 
electrically active dislocations in the active layers. Further improvement in quality of the lattice-matched 
and lattice-mismatched epitaxial layers may be obtained by improving the surface morphology of the 
starting compliant substrate. 
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sacrificial layers 
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Abstract. InSb epitaxial layers with approximately 15% lattice mismatched to GaAs were grown on a 
conventional GaAs substrate and compliant universal (CU) substrates using various sacrificial layers. 
Transmission electron microscopy studies showed dislocation free InSb films grown on the CU substrate 
using the AlGaAs sacrificial layer, whereas the InSb films on the normal GaAs substrate and the CU 
substrate with the InGaP sacrificial layer exhibited dislocation densities as high as 10" cm"2. Reciprocal 
space maps of the (004) peak for the dislocation free InSb layer revealed a large mosaic spread of -0.25°. 
Using atomic force microscopy on the dislocation free InSb layer, the mosaic spread was found to be 
generated by a periodic surface undulation with a three micron period and 700A amplitude. 

Introduction 

Typical growth of semiconductors has been restricted to growth on only a few binary substrates 
due to strain caused by the lattice mismatch present between the epilayer and the substrate. This strain 
must be contained in the thin film since the total energy in either layer increases with the thickness of 
the layer. Growth in which all the total misfit is accommodated by strain in the thin film is termed 
pseudomorphic.[l] A commonly accepted thickness limit to pseudomorphic growth is the Matthews- 
Blakeslee critical thickness.[2] In this process, the lattice constant of the thin film will relax to the bulk 
value generating dislocations and point defects when grown beyond the critical thickness. 

If the layer could be uncoupled from the substrate, the strain energy of the film would not 
increase with thickness and high quality growth would occur independent of film thickness. A 
substrate capable of allowing growth beyond the pseudomorphic limit has been termed a compliant 
substrate.[3] Recently Ejeckam et. al.[4] produced a compliant universal (CU) substrate using a twist 
bonding technology. Using MBE, the ability to grow highly lattice mismatched (>14%), dislocation 
free materials[5] on a CU substrate has been demonstrated. It is necessary to carefully characterize 
both the starting and final materials involved in the creation of the CU substrate. 

Originally, two different materials were used for the sacrificial layer in the process of creating 
the CU substrate. The dislocation-free InSb was grown on a compliant substrate that had been formed 
using AlGaAs sacrificial layers. In this work, we compare and analyze the CU substrate, the sacrificial 
layers, and the final InSb epitaxial layer. 

Experimental 

Growth was carried out in a Varian Gen II solid source molecular beam epitaxy system on two 
different types of substrates under nominally the same conditions. The normal substrate was a 
nominally on-axis, semi-insulating epi-ready GaAs substrate. The second type of substrate, the CU 
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Figure 1.        Process for creating a Compliant Universal Substrate 

substrate, was created as shown in Figure 1. Two different materials, In05Gal)5P and Al„,GaluAs were 
used for the 1 um thick sacrificial layers. The compliant layer was GaAs of less than 100A. The twist 
bonding process was initially performed at temperatures up to 565°C for approximately one hour. The 
GaAs(a) was then selectively removed. The quality of the CU substrate was monitored using high 
resolution x-ray diffraction (HRXRD) reciprocal space maps (RSM) of the sacrificial layers. The 
sacrificial layer was then chemically removed using HCL acid. The normal and CU substrates were 
indium bonded to a three inch silicon wafer prior to growth. All substrates were outgassed at 200°C for 
20 minutes prior to introduction to the growth chamber. Growth was performed using a cracked Sb 
source with a cracker temperature believed to produce monomeric Sb at an overpressure of 1x10" torr. 
The InSb growth rate was -1.8 Ä/sec for a total thickness of -6500Ä for all samples. 

After growth, the film was analyzed by HRXRD using a Philips MRD:HR system with a 4 
crystal monochromator and a triple crystal detector. Atomic force microscopy (AFM) was also 
performed on the samples after growth to study the surface morphology of the films. A Digital 
Instruments Multimode AFM in tapping mode6 was used for all measurements. 

Results and Discussion 

The InSb film grown on the CU substrate using the AlGaAs sacrificial layer had a nearly 
specular surface typical of high quality growth. The growth of InSb on the normal substrate and the 
CU substrate with the InGaP sacrificial layer produced a visually hazy surface typical of growth 
beyond the pseudomorphic limit. 

Transmission electron microscopy (TEM) of the InSb grown on a normal substrate and the CU 
substrate with the InGaP sacrificial layer found a high density of dislocations (>10" cm"2) due to the 
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(a) (b) (c) 
Figure 2.        AFM image of MBE grown InSb on 

(a) CU substrate with InGaP Sacrificial Layer 
(b) CU substrate with AlGaAs Sacrificial Layer 

(c) Normal GaAs Substrate 
large lattice mismatch. Extensive TEM of the InSb grown on the CU substrate with the AlGaAs 
sacrificial layer found no dislocation (< 106 dislocations/cm2). [5,6] 

The HRXRD reciprocal space map (RSM) showed that the peak was spread only 0.1° in the 
coupled fi/29 direction, but had a full width half maximum (FWHM) of -0.25° in the fl direction. 
This large spread in the Q direction indicates a mosaic tilt in the crystal of 0.25°. AFM was performed 
on the InSb growth on the CU substrate (Figure 2b). As can be seen from this micrograph, a rolling 
surface is observed. This surface has variations in height of -700Ä which occur in nearly 3um periods. 

Steps were clearly observable for the InSb growth on normal GaAs. Since no steps were 
observed with AFM on the CU growth using the AlGaAs sacrificial layer, the surface undulation is 
believed to result from the bending in the thin InSb layer. When the surface height variation is 
approximated with a periodic function the mosaic spread is calculated to be 0.29° which is consistent 
with the HRXRD analysis. 

The TEM and AFM results clearly indicate that the CU substrates created using the InGaP 
sacrificial layer failed. The plate-like features seen in Figure 2a revealed that the InSb layer had 
registered the 40° rotation of the thin compliant layer. In addition, electron diffraction analysis showed 
that both InSb films grown on CU substrates had the orientation of the thin twist bonded layer ( -40° 
rotation). HRXRD RSM were taken immediately following layer growth (Figure 1, step 1) and prior to 
removing the sacrificial layer (Figure 1, step 3). The data from the AlGaAs sacrificial layer appears 
exactly the same before and after twist bonding. However, as shown in Figure 3, the InGaP sacrificial 
layer quality was noticeably reduced during the bonding process. It is expected that this also damaged 
the thin compliant layer resulting in the failure of the CU substrate when the InGaP sacrificial layer is 
used. Lower bonding temperatures were used in an effort to preserve the layer quality. Although, the 
lower temperatures reduced the damage, a method has not yet been found that will allow the InGaP to 
be used as the sacrificial layer in the process needed to create the CU substrate. 

With the lack of observed dislocations, the >10% height variation in the epilayer, and the lack 
of observable terrace features, we believe that voids must form between the epilayer and the CU 
substrate. At this time, the observed interface roughness at the growth interface is not large enough to 
account for the InSb surface height variation. We are currently performing cross-sectional studies to 
analyze this further. 
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Figure 3.        HRXRD - RSM of InGaP sacrificial layers before bonding (top) and 
after bonding at the different temperatures of (a) 565°C, (b) 505°C, and (c) 415°C 

Intensity scaled by (a) x20, (b) x9, and (c) x7 relative to before bonding 

Conclusions 

We have successfully grown dislocation free InSb on a CU substrate when using AlGaAs 
sacrificial layers. InGaP sacrificial layers were not found capable of withstanding the bonding process 
without substantially damaging the resulting CU substrate. HRXRD RSM images of the InSb layer 
has shown that this growth contains a 0.25° spread in the orientation of the epilayer. AFM has 
confirmed the presence of a surface undulation with a period of approximately 3 microns and 
amplitude of 700Ä. The geometry of this surface would generate a 0.29° omega variation with a 
buckling of the InSb layer and void formation at the interface. 
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Abstract. This paper introduces a novel technique for constructing an empirical model which relates RHEED 
intensity patterns to the physical characteristics of MBE grown thin films. A fractional factorial experiment is used to 
systematically characterize the growth of a five-layer, undoped AlGaAs-InGaAs single quantum well structure on a 
GaAs substrate as a function of time and temperature for oxide removal, substrate temperatures for AlGaAs and 
InGaAs layer growth, beam equivalent pressure of the As source and quantum well interrupt time. MBE growth takes 
place in a Varian Gen-II MBE system using substrate rotation, and RHEED signals are monitored for each 
experimental trial. RHEED pattern variation is used as an indicator of defect density, x-ray diffraction, and 
photoluminescence of the grown films. Principal component analysis is used to reduce the dimensionality of the 
RHEED data set, while maintaining the integrity of the information contained within. The reduced RHEED data set is 
used to train back-propagation neural networks to model the process responses. These models are quite accurate 
(about 3% RMSE on training data and less than 10% RMSE for test data), implying that the principal components are 
a reliable source of input data. Continued development will lead to models which provide a platform upon which to 
build an automated process control system for MBE growth. 

1. Introduction 

Molecular beam epitaxy (MBE) is a well-developed technique for growing various compound 
semiconductor structures. Due to the complexity of growth mechanisms and the large number of 
adjustable input conditions involved, acceptable process conditions have primarily been derived by 
trial and error. In addition, the methodology used in most research in MBE growth kinetics has 
furnished only limited information regarding the effect of variations in process conditions. This can 
result in the loss of critical data required for process optimization. As process complexity increases, 
means must be identified for implementing automated process control. 

This paper presents a novel technique for constructing an empirical model relating reflection 
high-energy electron diffraction (RHEED) intensity patterns to the physical characteristics of MBE- 
grown thin films. A fractional factorial experiment was used to systematically characterize the growth 
of a five-layer, undoped Alrj.^Gao 76As-In0 2Gao 8As single quantum well structure on a GaAs 
substrate as a function of varying process conditions [1]. Growth took place using substrate rotation in 
a standard 3-chamber Varian Gen-II system with solid source effusion cells. RHEED signals were 
monitored for each experimental trial, and RHEED pattern variation was used as an indicator of defect 
density, x-ray diffraction, and photoluminescence (PL) of the grown films. Our process modeling 
technique uses principal component analysis (PCA) [2] to reduce the dimensionality of the RHEED 
data, and the reduced RHEED data was used to train back-propagation (BP) neural networks [3] to 
model the process responses. These models were quite accurate (3% RMS error on training data and 
less than 10% RMSE for test data), implying that the principal components are a reliable source of 
input data. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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2. Experimental Design 

To obtain the data for modeling the MBE RHEED signals, a 26"2 factorial experiment requiring 16 
trials was used to characterize the growth of a Alo.24Gao76As-Ino2Gao.gAs single quantum well 
structure on a GaAs substrate (Figure 1). This structure is illustrative of the most common device 
configurations grown by MBE. Six input factors were examined in this experiment. These factors 
were time and temperature for oxide removal, substrate temperature for AlGaAs and InGaAs layer 
growth, beam equivalent pressure of the As source and quantum well interrupt time (Table 1). 

Table 1: Experimental Factors and Ranges 

Interfax 
Quality, 
Factors 

MOaAs Insulator - 80 om 
K3 

InGaAs Channel • 7.5 nm 
4\ 

h 

AlGaAs Insulator - 250 nm > 
3^-" 

1,2> 
GaAs Butter -10 nm 

$l'~    ■<«,USu*stn»te' ;i: 

Crystal 
Quality 
Factors 

(5) 

Figure 1 - Single quantum well test structure. 

No Factor Description Range 

1 Temperature for oxide removal 580-650 °C 

2 Time for oxide removal 30 - 300 sec 

3 Temperature for AlGaAs growth 580-630 °C 

4 Temperature for InGaAs growth 450-520 °C 

5 As source temperature 325- 340 °C 

6 Interrupt time 30-90 sec 

RHEED has long been employed as a tool for in-situ probing the properties of surfaces during 
MBE. Data relating to surface diffusion, crystal growth mechanisms, and dopant incorporation are 
examples of information which have been obtained from studies of RHEED intensity oscillations. 
Even more relevant is the fact that RHEED features have been used in several process control models 
to calibrate beam fluxes and control alloy composition and thickness of quantum wells and 
superlattice layers. It is quite likely that RHEED data contains more information about the growth 
process than could ever be obtained from knowledge of the process set points alone. Therefore, 
RHEED signals monitored for each of the 16 trials in this experiment were used as indicators of defect 
density, x-ray diffraction, and PL of the grown films. 

3. Process Modeling 

Our modeling technique uses PCA to reduce the dimensionality of the RHEED data set, while 
maintaining the integrity of the information it contains. An example of the raw RHEED intensity data 
corresponding to a specific set of process conditions appears in Figure 2. Before PCA was performed, 
the raw data was normalized to a common time scale by block averaging. This yielded 100 RHEED 
intensity values over time for each of the 16 experimental trials. Dimensionality reduction through 
PCA was achieved by transforming the normalized RHEED data to a set of principal components 
(PCs), which are uncorrelated and ordered such that the first few retain most of the variation present in 
the original data set. After they have been derived, the PCs may be used as predictor variables to 
estimate the MBE process responses. 

The PCs of the RHEED data were used to train BP neural networks to model film defect density, 
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x-ray and PL. Recently, neural networks have emerged as an attractive method for semiconductor 
process modeling [3]. Neural networks possess the unique capability of learning arbitrary nonlinear 
mappings between noisy sets of input and output patterns. Feed-forward neural networks consists of 
layers of simple processing units which are interconnected such that information is stored in the 
weight of the connections between them. Network learning is designed to determine an appropriate set 
of connection strengths which facilitate the activation of these processing units to achieve a desired 
state that mimics a given set of sampled patterns. An example of the BP network architecture 
employed appears in Figure 3. Twelve of the experimental trials were used for network training, and 
data from the remaining trials was used for testing. 
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Figure 2 - Sample raw RHEED intensity data. Figure 3 - Neural network architecture. 

4. Results and Discussion 

The inputs to each of the neural networks consists of the first six PCs of the RHEED data, as they 
contain 97% of the variance. In this way the PCA achieved a 100:6 data reduction ratio with less than 
3% error. Without reducing the dimensionality, a neural network with 100 inputs (one for each 
sample) would be required to use the RHEED data to predict the MBE responses. This, however, 
would result in an severely underconstrained problem, since there were only 16 training vectors 
available from the factorial experiment. 

Figure 4 demonstrates the accuracy of the PCA-based neural network models. Models were 
constructed for defect density, GaAs and AIGaAs x-ray signal full-width-at-half-max (FWHM), x-ray 
peak separation, InGaAs and AIGaAs PL intensity FWHM, and InGaAs and AIGaAs PL peak 
position. The neural network models exhibited an average RMSE of 3% on training data and less than 
10% for test data (see Table 2). We have demonstrated, therefore, that the PCs of the RHEED signals 
must contain sufficient information from which to predict the relationship between growth conditions 
and film quality. 
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Table 2: Test RMSE for PC-Based Neural Network Models 

Response RMSE 

Defect density 0.1572 

AlGaAsx-RayFWHM 0.0519 

InGaAsPLFWHM 0.1897 

InGaAs PL peak position 0.1078 

AlGaAsPLFWHM 0.0731 

AlGaAs PL peak position 0.0288 

Average 0.0994 

AlGaAs X-ray FWHM 
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Figure 4 - Neural process model prediction vs. experimental measurements for AlGaAs x-ray FWHM 
(triangles represent test data). 

5. Conclusion 

RHEED signals from an MBE growth process have been modeled using PCA and neural networks. 
PCA was used to reduce the dimensionality of the RHEED data set. The PCs were used to train BP 
neural networks, and the physical characteristics of MBE-grown thin films were successfully 
predicted. The continued development of these techniques will lead to models capable of predicting 
the characteristics of MBE grown thin films via real-time RHEED data analysis, therefore providing a 
platform on which to build an automated process control system for MBE growth. 

References 
[1] Lee, K., Bicknell-Tassius, R., Dagnall, G., Brown, A., and May, G, Proc. 1996 Internat. Elec. Manufac. Tech. Symp., 

Oct., 1996, pp. 378-385. 
[2] Joliffe, I., Principal Component Analysis, (New York: Springer-Verlag), 1986. 
[3] May, G, IEEE Spectrum, 31 (9) 47-51,1994. 



37 

Multicomponent Sb-based solid solutions grown from Sb-rich liquid 
phases. 

V. A. Mishurnyi, F. de Anda, A. Yu. Gorbachev, 

ECO UASLP, Alvaro Obregon 64, 78000 San Luis Potosi, SLP, Mexico. 

V. I. Vasil'ev, V. M. Smirnov, N. N. Faleev. 

A.F.Ioffe     Physico-Technical     Institute,     Russian     Academy     of     Science,     26 

Polytekhnicheskaya  St., 194021, Saint-Peterburg, Russia. 

Abstract. We developed the LPE growth technology of InGaAsSb, AlGaAsSb and AlGalnAsSb layers from 
Sb-rich liquid phases on GaSb substrates. All multicomponent heterostructures were studied by double crys- 
tal X-ray diffraction. InGaAsSb layers were grown in both sides of the miscibility gap, near GaSb and near 
InAs. From a study of the variation of the rocking curves' halfwidth with the supercooling temperature of the 
In-Ga-As-Sb liquid phases the technological growth conditions were optimized. In the case of AlGaAsSb the 
GaSb substrate is eroded in contact with a saturated Al-Ga-As-Sb liquid due to the high non equilibrium de- 
gree on this system and the erosion increases with Al concentration. One of the techniques to diminish the 
erosion consists in increasing the initial supercooling but in this system, in the investigated area of composi- 
tions, it is impossible because of the low critical supercooling (ATcr) of the liquid phase. We have conceived 
and developed a method to control ATcr by adding In to the AI-Ga-As-Sb liquid phase. It was found that 
when the In concentration increased the ATcr also increased. So the transition from the quaternary AlGaAsSb 
to the pentanary AlGalnAsSb allowed us to decrease the erosion process. It is shown that high quality multi- 
component Sb-based solid solutions can be grown by the developed technique with Sb as a solvent. 

Introduction 
InGaAsSb and AlGaAsSb quaternary solid solutions are attractive candidate materials for 

optoelectronic devices in the near and mid-infrared wavelength range. At the present time InGaAsSb 
and AlGaAsSb layers are grown by different epitaxial techniques, including MBE and LPE. 

Most of the works concerning the LPE growth of these quaternary systems deal with the use of 
metal-solvents. However, antimonide-based systems can be grown both from metal-rich and from Sb- 
rich liquid phases. The advantages of using Sb as a solvent for LPE growth [1] are: 1.- When growing 
AlGaAsSb/InGaAsSb/GaSb structures it is profitable to use the same solvent for all the layers. This can 
not be done with metal solvents. 2.- It helps to decrease the natural defects concentration normally pre- 
sente in GaSb based systems. 3.- In the case of InGaAsSb it lowers the degree of non - equilibrium 
between the liquid phase and GaSb substrate. 

Growth technology 
This work is devoted to the InGaAsSb, AlGaAsSb and AlGalnAsSb LPE growth from Sb 

solvents. The preliminary data for the composition of the liquid phases was obtained from phase 
diagrams calculation using the simple solution model [2,3] in the Sb-rich side [4]. The theoretical data 
were corrected by direct visual observations of liquid phases during slow heating and cooling. The 

CCC Code 0-7803-3883-9/98/S10.00 © 1998 IEEE 
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liquidus temperature T and the critical supercooling ATcr, when the spontaneous crystallization began, 
were determined from these experiments for known liquid phase compositions. The epitaxial layers 
were grown on GaSb (111) B and (100), n-or p- type substrates with carrier concentrations 
near 1017 cm"3. The substrates were etched in H202 : HF : C406H6(tartaric acid) : H20 [5]. The lattice 
mismatch measurements of the heterostructures and their crystal perfection were studied by double 
crystal X-ray diffraction. 

InxGa,.xAsySb,_y were grown in two composition areas: near GaSb (0.06 < x < 0.13, 0.05 < y < 
0.17) and near InAs (0.9 < x < 0.96, 0.8 < y < 0.9). These areas are on both sides of InxGa,.xAsySb,.y 

miscibility gap [6]. The critical supercooling ATcr on the first composition area of solid solutions was 
about 6-12 °C. The InGaAsSb epitaxial growth was done in the first composition area at a constant 
temperature of 630-635 CC and at different supercoolings in the range 2 - 7 °C. The typical layer 
thicnesses were 0.5-1.5 urn with a growth time of 5 - 20 s. The use of Sb solvents allowed the growth 
of Ir^Ga^ASySb,^ epitaxial layers near InAs on GaSb-substrates by usual LPE technology without the 
extreme initial temperature differences between the liquid phase and substrate as in the «cold» substrate 
method reported in [7]. This fact proves that the substitution of metal solvent for Sb increases the 
substrate stability in contact with an In-Ga-As-Sb liquid phase. The AlxGa,_xAsySb,_y and 
AlxGa1_x_zInzAs Sb,„solid solutions were grown at similar conditions at the same temperature. 

Results and discussions for InGaAsSb solid solutions 
The diffraction peaks halfwidths (FWHM) for the best InGaAsSb/GaSb samples were about 11- 

15 seconds of arc. Moreover, a number of small peaks were observed on the rocking curves superposed 
to the fundamental Bragg reflections from the layer and the substrate. This is a result of multiple 
diffraction within the epitaxial layers. The halfwidths of the diffraction peaks for the GaSb substrates 
AQi were always less than AQ2 for the InGaAsSb layers. We investigated the dependence of AQ, and 
AQ2 on AT which is one of the main technological parameters. For this purpose we have grown 
InGaAsSb/GaSb structures from identical liquid phases, corresponding to a Aa/oco near 8.2 x IO-4 . It 
was found that AQi and AQ2 first decrease with an increase of AT and achieve minimal values of about 
11-13 seconds at AT-5-6 °C. A further supercooling increase results in a widening of diffraction peaks 
from both the substrate and the epitaxial layer. 

Such behavior could be explained as follows: 
In the heteroepitaxial growth process the liquid and solid phases' compositions do not correspond 

to each other. Therefore immediately after the contact between the liquid and substrate the system is 
not in equilibrium. There has to be a process taking the system to a quasi-equilibrium situation by 
means of a particle exchange between both phases. A particles exchange implies a substrate erosion 
and crystallization from the liquid phase. Both of these two processes take place simultaneously but in 
different systems one of them can dominate over the other. In the case of InGaAsSb grown on GaSb 
the substrate erosion process is strong enough. As a result of the substrate's erosion additional atoms of 
Sb and Ga will go into the liquid phase. Such changes of the composition of the liquid phase will 
increase the supersaturation degree and cause the crystallization process. Because of these two 
processes, that bring the system to quasi-equilibrium, a strained transition layer of varying composition 
and lattice constant will form. These strains will develop not only on the epitaxial layer but also in the 
substrate region near the interface. Hence the halfwidth of the diffraction peak of the substrate will 
depend on the transition's layer parameters. Naturally those parameters, principally the thickness, 
depend on the technological conditions of growth. 
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Certainly it is necessary to diminish the substrate erosion in order to fabricate a sharp 
heteroboundary. This can be done by increasing the liquid phase supercooling and therefore reducing 
the substrate erosion velocity. As a result the thickness of the transition layer will be reduced and as 
consequence AQ2 will be also reduced indicating a better heterostructure quality. At the same time 
when the supercooling temperature is optimum, the thickness of the transition layer is a minimum and 
the crystallographic quality of the epitaxial layers is the best too. The optimum supercooling 
temperature ATopt is about 5 - 6 °C with corresponding minimal halfwidths of the diffraction peaks for 
both the substrate and the layers. The further increase AQi and AQ2 with supercooling is associated 
most probably with a supersaturation decrease due to a crystallization process in the liquid phase 
volume before substrate contact. 

The FWHM for chemically polished GaSb substrates measured on the same conditions as for the 
heterostructure were near AQ2 for the best samples. That fact and the additional diffraction maxima on 
the rocking curves point to a sharp heteroboundary and to a high crystalline quality of InGaAsSb/GaSb 
structures grown by LPE from the Sb-rich solutions. As a matter of fact distributed feedback 
InGaAsSb/GaSb heterojunction lasers have been fabricated using this growth technology [8]. 

Results and discussions for AlGaAsSb and AlGalnAsSb solid solutions 
In this work we have investigated the growth process of A^Ga^jASySbj.y solid solutions with 

0.40 < x < 0.45. For the best AlGaAsSb/GaSb samples grown from Sb in that area of composition the 
FWHM were 12-15 seconds of arc. and a number of small peaks were observed on the rocking curves 
similar to rocking curves of InGaAsSb/GaSb structures. These peaks confirm a sharp heteroboundary 
and to a high crystalline quality of the GaAlAsSb/GaSb as in a case of InGaAsSb/GaSb. 

However it is necessary to point out that the lattice mismatch reproducibility for AlGaAsSb/GaSb 
was not good in the investigated area of compositions and growth temperatures. From our point of 
view, this is connected with the very narrow supercooling interval that it is possible to achieve in the 
quaternary Sb-rich liquid phases. The critical supercooling ATcr value for the quaternary liquid phases 
was found to be around 4 °C. Note that in metal solvents the critical supercooling is usually larger. 

Besides, there is another problem associated with the use of Sb-rich liquid solutions to grow 
AlGaAsSb/GaSb structures: the big degree of non equilibrium between the GaSb (solid phase) and Al- 
Ga-As-Sb (liquid phase) system. As a result ofthat the boundary between the quaternary liquid and the 
solid phases is unstable, a GaSb substrate is eroded strongly in contact with a saturated liquid phase. If 
the Al concentration in the liquid solution will increase, the GaSb erosion will increase too. Note, that 
in the opposite case the GaSb layer can be grown on the AlGaAsSb without noticeable erosion. 

It is obvious that in order to produce high quality devices it is necessary to eliminate or minimize 
the erosion process. This could be done by increasing the initial supercooling used to grow the 
quaternary layer. Unfortunately this method is not suitable in this case because, as shown above, the 
critical supercooling in Sb-rich Al-Ga-As-Sb liquid solutions is very low. 

It is known that, among other parameters, the critical supercooling (ATcr) depends on the specific 
surface energy of the liquid phase. So it is possible to control ATcr by changing the liquid phase 
composition. One of the suitable elements for that purpose for the Al-Ga-As-Sb system is In because 
its low segregation coefficient, kj,, in comparison with kg., and k^. In this case we could expect to 
change the liquid composition without largely affecting the solid phase. It was found that an increase of 
In concentration (N1,,,) in the liquid phase from 0 to 4 at. % more than doubled ATcr. When the N1,,, is 
more than 2 at% the pentanary solid solution AlxGa^JiyVSySbi.j, crystallizes on the GaSb substrate 
with an In concentration which can be sensed by an electron microprobe (z ~ 0.01 ). The addition of a 
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fifth component to the solid will increase the lattice mismatch with the GaSb substrate but this effect 
can be compensated by increasing, again, the As concentration. We have investigated independently 
the As and In influence at the T1 of the pentanary Al-Ga-In-As-Sb liquid phase. Because the melting 
points Tmelt for HI-As compounds are higher than Tmelt for corresponding m-Sb, adding As to the liquid 
phase will increase T1. When N't, increases, T1 decreases because the melting temperatures for InSb 
and InAs are lower then Tmelt for Al and Ga arsenides and antimonides. (In the first case N1^, N1^ and 
N1,,, were kept constant, in the second case N1^, N'Ga and N1^ were kept constant ). A comparison of 
both dependencies shows that the As and In contrary influences on the liquidus temperature are 
balanced by simultaneously increasing N1^ and t\, and so T1 remains the same. But with the added 
advantage that In addition increases the critical supercooling of the liquid phase. It means that the GaSb 
erosion process can be depressed by the transition from a quaternary to a pentanary system. 

Using these results we have grown single and multilayer heterostructures based on 
AlxGa,.x.2InzAsySb1.y (0.01 < z < 0.04) lattice matched to GaSb. The smallest FWHM of the diffraction 
peaks was 12-15 arc. sec. This value and the additional diffraction maxima on the rocking curves are 
indicatives of high crystalline quality and a sharp heteroboundary of the samples. Also this technology 
was used to fabricate low threshold current density AlGalnAsSb/InGaAsSb/GaSb heterolasers [9]. 

Conclusions 
In summary we developed and studied the growth technology of InGaAsSb, AlGaAsSb and 

AlGalnAsSb from Sb-rich solutions. It is shown that high quality heterostructures can be produced by 
this growth method. We believe that such technology has good perspectives for the production of mid- 
infrared devices based on solid solutions of the III-V antimonides. 
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Suppression of dopant redistribution in AlGaAs/GaAs laser-HEMT 
structures for optoelectronic transmitters grown by molecular beam 
epitaxy 

A. Gaymann, M. Maier, K. Köhler, W. Bronner, F. Grotjahn, J. Hornung, M. Ludwig 

Fraunhofer-Institut für Angewandte Festkörperphysik, Tullastr. 72,79108 Freiburg, Germany 

Abstract. Detailed studies of segregation and diffusion of the dopants Si and Be in MBE grown AlGaAs/GaAs 
heterostructures for optoelectronic devices are presented. Segregation of Si could be suppressed by lowering the 
substrate temperature during the growth of a few monolayers after the deposition of the doped layers. Solubility 
limits of Be were observed to depend on the Al mole fraction. Be diffusion in the laser structures was negligible at 
doping concentrations below these solubility limits. As an application, transmitter OEICs were fabricated using la- 
ser-HEMT structures grown with optimized growth conditions. The devices operated successfully at 15 GBit/s. 

1. Introduction 

Heterostructures for optoelectronic integrated 
circuits (OEICs) can be grown by molecular 
beam epitaxy (MBE) allowing close control of 
composition, thickness and doping. In our lab- 
oratory, AlGaAs/GaAs laser-HEMT structures 
for monolithic integration have been grown by 
MBE in one epitaxial run. They consist of a 
two-sided 8-doped HEMT in combination with 
a MQW laser structure (Fig. 1). The growth of 
structures for optical devices requires high 
growth temperatures in order to achieve good 
device performance. This generally leads to 
dopant segregation and diffusion. The per- 
formance of the two-sided 8-doped HEMTs, on 
the other hand, is extremely sensitive to these 
effects. Thus, other growth parameters including 
lower substrate temperature are necessary for 
these HEMT structures. In this paper, we 
present detailed studies of Si segregation and Be 
diffusion in AlGaAs/GaAs heterostructures 
from which optimized growth conditions for op- 
tical and electronic structures could be inferred. 

A1xGal-xAs 

Doping 

Contact Layer 200 nm 

p-grad. Layers 

p-Clad. Layer 

100 nm 

450 nm 

Active Region 150 nm 

n-Clad. Layer 

n-grad. Layers 

500 nm 

100 nm 

Buffer 300 nm 

Threshold 
Adjustment 80 nm 

-2DEG 
Confinement 
Structure 230 nm 

Buffer 360 nm 

Substrate 

Laser 
Structure 

HEMT 
Structure 

Fig. 1:   Layer sequence of the laser-HEMT structure used for 
monolithic integration (drawings are not in scale). 
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2. Experimental 

All heterostructures were grown by MBE in a Varian Modular Gen n. Si and Be are used as n- and p- 
type dopants, respectively. Si segregation was studied by comparison of the electrical properties of nor- 
mal and inverted HEMT structures and by secondary ion mass spectrometry (SEVIS) of vertically com- 
pact laser structures. Be segregation and diffusion was investigated by SMS depth profiling of test 
samples containing Be-doped AlxGa, ,As layers of different composition and of laser structures. Lasers 
and transmitter OEICs were fabricated using the laser-HEMT structures. The lasers were characterized 
on-wafer by measuring threshold currents and series resistances. The performance of the transmitter 
OEICs was tested in an optical data transmission experiment. 
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Fig. 2:   Hall mobility (full symbols) and carrier concentration (open symbols) at 77 K of HEMT (diamonds) and 
I-HEMT (triangles) structure versus growth temperature. 

3. Results and Discussion 

Hall mobility and carrier concentration at 77 K of a conventional and an inverted HEMT (I-HEMT) 
structure versus growth temperature Ts (pyrometer read-out) are shown in Fig. 2. In the latter case, the 
undoped GaAs layer which forms the 2DEG is grown after, i.e., on top of the Si doped AlGaAs layer. 
Channel and spacer thickness are identical for the HEMT and I-HEMT structure. In comparison to the 
HEMT structure, the mobility of the I-HEMT drops significantly at higher temperatures reaching a 
value of 3500 cmVVs at 660° C. This value is comparable to that of homogeneously doped GaAs with 
an electron concentration of 1017 - 1018 cm'. We attribute the drop in mobility to the segregation of Si 
towards the GaAs channel [1]. The drop in mobility at low growth temperatures for both structures is 
due to the reduced crystal quality. The carrier concentration of the I-HEMT structure above 480° C is 
also influenced by Si segregation: the actual spacer thickness for the I-HEMT decreases with 
increasing growth temperature leading to a slightly higher carrier concentration (see Fig. 2). The situa- 
tion is vice versa in the HEMT. Here, the segregation of the dopants leads to an increase of the actual 
spacer thickness, i.e., the carrier concentration becomes lower with higher growth temperatures. As a 
result, Ts has to be in the range of 500 °C during growth in regions where segregation could deteriorate 
device performance. 
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Beryllium diffusion was investigated by SIMS depth profiling within heterostructures containing 
Be-doped AlxGalxAs layers (0.3 < x < 0.8). At a Be concentration of 2xl018 cm'3 we observe Be outdif- 
fusion into the undoped GaAs layers at a growth temperature of 660°C [2]. At a doping concentration 
of 2x10" cm'3 a strong increase in diffusion occurs for all growth temperatures. The depth profiles 
show solubility limits for Be in Al/Ja, xAs layers of approximately 1x10" cm"3 and 2xl018 cm"3 at x = 
0.6 and x = 0.8, respectively [2], in agreement with similar findings in AlAs [3]. 

Based on the results above, various laser structures were grown using our optimized growth pa- 
rameters. Fig. 3 shows the SIMS depth profile of the laser structure with 600 nm n-cladding layer and 
450 nm p-cladding layer. The active region, denoted by the minimum of the Al profile, consists of 3 
GaAs quantum wells. The aluminum content of the cladding layers is x = 0.8. 

0 500 1000 1500 2000 

Depth (nm) 

Fig.3: SIMS depth profiles of the laser structure. The active region is denoted by the minimum in the Al profile. 

Very sharp dopant profiles for Si and Be were achieved. The dopant concentrations in the active region 
is below 3xl016 cm"3, the detection limit of both Si and Be. 

Si segregation into the active region could be suppressed by lowering the growth temperature from 
660° C to 590° C for a few monolayers after the growth of the n-doped cladding layer. The latter tem- 
perature was the best choice with regard to good optical properties and lowest amount of segregated Si 
although redistribution of Si starts at even lower temperatures (see Fig.2). The increase in Si concentra- 
tion at the beginning of the n-cladding layer (right hand side in Fig. 3) is due to the lower growth rate 
of A^Ga^As since the Si beam flux is kept constant during the whole epitaxy. Be was kept from 
diffusing into the active region by keeping the doping concentration below the solubility limit of 2xl018 

cm"3 for the first 300 nm Al^Ga^As cladding layer adjacent to the active region. Additionally, the 
growth temperature was slightly lower compared to the n-cladding layer and the active region. In the 
remaining 150 nm of the p-cladding layer the Be doping concentration was raised slightly in order 
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Fig. 4: Threshold current 1^ (triangles) and series resistance Rs (diamonds) of several lasers vs mesa width. Laser mirrors 
were fabricated by RIE. 

to obtain a lower series resistance. Thus, the selection of the proper doping profile as well as growth 
parameters allows the growth of complex heterostructures with negligible dopant redistribution. 

Laser diodes with fixed cavity length and various widths were processed using the vertically com- 
pact laser structures described above. Laser mirrors were fabricated by reactive ion etching (RDE). 
Threshold currents and series resistances were determined by on-wafer measurements. Fig. 4 shows the 
results for the structure with 450 nm p-cladding. Although having a high leakage current, lasers with 
three quantum wells showed a threshold current density of 380 A/cm2, as determined by linear 
regression of the measured current values plotted versus the laser diode width. We attribute this low 
value to the suppression of Si segregation and Be diffusion into the active region (see Fig. 3). Laser 
structures with equal layer thicknesses but higher Be doping concentrations showed threshold currents 
densities exceeding 1000 A/cm2. This value was due to a high Be diffusion into the quantum wells as 
substantiated by SIMS measurements [2]. 

As an application, transmitter OEICs were fabricated using AlGaAs/GaAs laser-HEMT structures. 
The two-sided 8-doped HEMT structure was grown at 480°C to prevent Si segregation. The growth 
temperature and doping profile of the laser structure were described above. Fabry-Perot type MQW 
lasers were monolithically integrated with driver electronics based on HEMT technology. The high 
frequency properties were investigated after dicing and mounting the OEICs in an optical data com- 
munication set-up. The devices operated successfully at data rates up to 15 Gbit/s. 
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GROWTH OF ALGa^As BY OMVPE 
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Abstract. UV stimulated OMVPE growth of AlGaAs from TMG, TMA and arsine at 500°C was studied 
using a wavelength tunable pulsed laser in the range from 235 nm to 255 nm. We observe an abrupt 
wavelength edge at 252 nm, below which the stimulation rate is constant and above which the growth 
enhancement ceases. We demonstrate a high growth contrast of 3.2 : 1 and show that the growth enhancement 
is due to photostimulation of the adlayer. The formation of a periodic surface structure agrees with theory and 
results in growth directions deviating from [100]. Good crystal quality was determined by Raman 
spectroscopy. 

1. Introduction 

UV-laser stimulated organometallic vapor phase epitaxy (OMVPE) promises high- 
resolution in-situ area-selective growth of IU-V semiconductors. UV-laser assisted GaAs growth by 
MOMBE [1], CBE [2] and OMVPE [3-5] has been demonstrated over a wide range of experimental 
conditions using pulsed laser sources or UV-lamps. Many of these studies have shown significant 
growth rate enhancements and improved surface morphology [1,3] in the irradiated areas. Significant 
growth stimulation by laser irradiation during the OMVPE process is only possible in the kinetically 
limited regime. It can occur via localized thermal heating and thus enhanced pyrolysis, the 
photodissociation of precursor molecules in the gas phase, or via photo-induced reaction of the 
chemisorbed adlayer. Among these, adlayer stimulation is most desirable, since it allows for the highest 
resolution patterning. Several studies have investigated the absorption spectra of gas phase and adsorbed 
OMVPE precursors [6], and their laser-induced decomposition when adsorbed on GaAs [7] or silica 
substrates [8]. Although the energy of a single UV photon is sufficient to break bonds of typical 
precursor molecules, the exact photochemical pathways of both, single molecule dissociation and adlayer 
reaction stimulation are still poorly understood. This work investigates the wavelength dependence of 
adlayer photostimulation and the properties of selectively grown AlGaAs. 

2. Experiment 

UV stimulated growth of AlGaAs and GaAs from trimethylgallium (TMG), trimefhylaluminum (TMA) 
and arsine at 500°C was studied using a wavelength tunable pulsed laser. The raw s-polarized beam was 
used in all experiments. We operated the excimer-pumped dye laser (Lambda Physik LPX 105i and 
FL3002) in the wavelength range from 235 nm to 255 nm with Coumarin 102 as the dye. To achieve 
low pulse energies, the internal pump beam attenuator was used. In this configuration, the system 
delivered pulse energy densities between 3 and 20 mJ/Pulse cm2 at a repetition rate of 10 Hz with a 
nominal 17 ns (FWHM) pulse duration. The exact pulse energy density was dependent on wavelength 
and the status of both dye and XeCl excimer pump laser gas. All growths were carried out at 25 ton- 
reactor pressure, a V/m ratio of 76 and an aluminum vapor mole fraction of 46% for AlGaAs. One 
experiment series varied the wavelength from 235 nm to 255 nm leaving the growth time fixed at 8 
minutes. The other series varied the growth time from 2 to 30 minutes at fixed 240 nm wavelength. The 
layers were characterized by surface profiling, scanning electron microscopy (SEM), atomic force 
microscopy (AFM) and Raman spectroscopy. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 



46 

3. Results and Discussion 

3.1. Selective Growth Characteristics and Wavelength Dependence 

Exposure to the raw laser beam resulted in two spots of enhanced growth, which were identified to 
originate from the mode structure of the beam itself. They correspond to the two distinct intensity 
maxima in the beam profile. The location of the quartz window where the laser beam passed through 
showed a deposit of metallic appearance roughly the size of the overall laser beam. However, two 
deposit-free spots identical in size and shape to the growth spots on the wafer were embedded in the 
window deposit. The window deposit for 8 min. exposures was 400Ä and very rough. The rest of the 
window was free of deposits. Figure 1 shows a representative surface profile across the selectively 
deposited AlGaAs film on the wafer for a four minute exposure to the 240 nm laser beam and reactants. 
Both illuminated spots show the same growth rate and the feature height is nearly constant for each spot. 
We found that longer exposure times lead to less constant feature height (surface roughness on the mesa 
top). Exposure times less than 15 minutes resulted in a constant stimulated growth rate of 2.6 jim/hr. 
For longer stimulated growth times the growth rate decreased drastically, indicating a saturation of 
feature height. The AlGaAs growth rate in the unilluminated areas for all experiments was 1.2 |im/hr, 
resulting in a growth contrast (total growth in light: growth in dark) of about 3.2 : 1. 
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Figure 1.    Representative surface profile across the 
four    minute     selective    AlGaAs     deposit.     The 
unstimulated AlGaAs deposit is 800 Ä. 
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AlGaAs   as   function   of   laser   wavelength.   The 
deposition in the dark was 1600Ä in all cases. 

260 

Sasaki et al. [6] investigated the UV absorption spectra of TMG, TMA and arsine, as well as the spectral 
changes upon adsorption on synthesized silica. Although all spectra exhibit their absorption tail around 
250 nm, that of the TMG/AsH3 co-chemisorbed adlayer extends greatly to longer wavelengths than the 
vapor phase or physisorbed species. This suggests that chemisorbed adlayer photostimulation without 
significant gas phase absorption is possible around 250 nm. Figure 2 displays the feature heights of the 
selectively grown AlGaAs spots as a function of excitation wavelength between 235 nm and 255 nm. It 
shows an abrupt drop to zero UV growth stimulation around 252 nm. The measured pulse energy 
density, indicated for each data point, differed slightly between experiments, since it is dependent on 
wavelength and the conditions of both dye and excimer laser gas. Comparison of the individual data 
points shows, however, that this variation did not significantly affect the growth contrast. For 
wavelengths below 250 nm, the stimulated growth rate is approximately constant at 2.6 nm/hr despite the 
pulse energy density variation form 10.6 to 16.6 mJ/Pulse cm2. Across the wavelength edge, the 
experiments at 252 nm and 252.5 nm had identical pulse energies of 8.8 mJ/Pulse cm2, not significantly 
less than the 10.6 mJ/Pulse cm2 experiment at 240 nm. Under our conditions, the stimulated growth rate 
between 235 nm and 250 nm is thus independent of the photon energy, whereas the photostimulation of 
the reaction ceases entirely for photon energies smaller than 4.91 eV. Despite zero stimulated growth on 
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Figure 3. Scanning electron micrographs 
of laser spot surface showing typical 
periodic surface structure. The sample was 
grown at 235 ran laser wavelength. Arrow 
indicates polarization direction. 

the substrate, the window deposits were observed at wavelengths greater than 252 nm. However, since 
UV photoassisted OMVPE growth of GaAs from TMG and arsine was observed at 254 nm using a low 
pressure Hg lamp [4] at 510°C substrate temperature, our measured wavelength edge must be dependent 
on the reactor parameters. This is supported by experiments with TMG adsorbed on Si and 248 nm 
excimer laser excitation, which show that the photodissociation process is thermally assisted [9]. 

3.2. Surface Stimulation 

The   laser   spot   surface   exhibits   over   large   regions   the 
homogeneous periodic ripple structure as shown by the scanning 
electron micrograph in figure 3.    These rippled surfaces have 
been reported for pulsed laser annealing [10], growth [5,11] and 
etching [12] of semiconductors. Sipe et al. [13] have developed 
a theory for the formation of these periodic patterns by laser 
irradiation, based on the assumption that the patterns result from 
inhomogeneous  energy  absorption just beneath the surface, 
originally  induced by  surface roughness.     The interference 
between the incident laser beam and the laser-induced surface 
propagating electromagnetic wave results in a standing wave 
pattern, which in turn leads to periodic variations in the intensity 
of the electromagnetic radiation at the surface.  They predict and 
experimentally confirm [14] the laser polarization dependence of 
direction and periodicity of these gratings, where the periodicity 
is a function of wavelength and angle of incidence. We measured 
the periodicity of the ripple structures on our samples by taking 
the Fast Fourier Transform of AFM images. Orientation and 
periodicity agree well with theory.  Cross-sectional SEM images of samples grown for eight minutes 
showed a surface ripple height of 100 nm, 1/4 of the total height of the selectively grown spots. It is 
believed, that once the surface plasma wave is initiated, the periodic surface structure causes a positive 
feedback mechanism enhancing the intensity modulation just underneath the surface [14].   This explains 
the substantial height of the surface ripples and might explain the growth rate drop for longer exposure 
times as discussed in section 3.1.   It also leads to the observed increase in surface roughness as laser 
stimulated growth time is increased. 

Since the generation of these gratings is a surface phenomenon, gas phase photolysis can be 
excluded as the dominant stimulation mechanism. Furthermore, numerical simulations of laser-induced 
surface heating under our experimental conditions show that the resulting temperature rise is insignificant 
towards the observed growth enhancement. Thus, adlayer photolysis constitutes the dominant 
stimulation mechanism at wavelengths between 235 nm and 255 nm as investigated in this study. 

3.3. Structural qualities 

The crystal quality of unstimulated and stimulated growth regions were assessed by Raman scattering. 
The small penetration depth of the Raman probe (~ 500 Ä) allows us to sample the top surface. A 
comparison of the Raman spectra from photostimulated GaAs and AlGaAs samples grown under 
identical conditions is shown in Figure 4. The spectrum from GaAs grown in the dark exhibits a narrow 
longitudinal phonon (LO) at 292 cm"1 (FWHM ~ 3 cm"1) confirming that GaAs of good crystal quality is 
deposited at 500°C. In contrast, the spectrum from the UV stimulated region exhibits in addition to the 
narrow LO phonon an equally narrow transverse optic (TO) phonon. Although not allowed during 
scattering from (001) surface of zinc-blende crystals, this mode in general may be activated by crystal 
damage or deviation of deposition from the (001) direction. The narrow linewidth of the LO phonon 
rules out crystal damage as the cause of the TO phonon. As seen in the previous section, the deposition 
in the stimulated growth region predominantly occurs on crystal planes other than (001) due to the 
formation of the periodic surface ripple structure. 
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In the AlGaAs spectra we see both GaAs- and AlAs- like LO and TO phonons. Unlike in the case of 
GaAs, the TO phonons are comparable in intensity to the LO phonons. Since double crystal x-ray 
diffraction (DCXRD) measurements of the AlGaAs layer grown in the dark exhibited a narrow linewidth, 
which confirms good crystal quality, we attribute the presence of the TO modes to alloy related disorder. 
The enhancement of the TO mode relative to the LO mode for AlGaAs grown in the light, like for the 
GaAs sample, is due to the deviation from the (001) growth direction. 

4.  Conclusion 

In summary, UV growth enhancement for AlGaAs growth from TMG, TMA and arsine at wavelengths 
around 240 nm is due to photostimulation of the adlayer reactions. We achieved a high growth contrast 
of 3.2 : 1 and found that the photostimulation of the adlayer reactions ceases for photon energies less 
than 4.91 eV under our growth conditions. The generation of the laser-induced surface periodic structure 
results in growth other than the (100) direction. Despite this significant surface perturbation, the 
selectively grown features show good crystalline quality. 
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Abstract Metamorphic buffer layers were grown by MBE on GaAs-substrates using linearly graded InAlAs 

and InGaAlAs buffers to accommodate lattice misfit. The surface morphology was investigated by AFM, the 

relaxation behavior of the metamorphic buffers are studied by high resolution X-ray diffraction. The degree of 

relaxation is 86% for the ternary buffer and 90% for the quarternary buffer. Increasing the final In-composition 

of the buffer up to a value of 0.63, the In0 S2A10 48As/In0 53Gao 47As layers on top of the metamorphic buffer 

are unstrained. Transport properties of 2DEG-structures approach those of lattice matched reference samples 

on InP-substrates. 

1. Introduction 

Metamorphic buffer layers allow the arbitrary combination of active semiconductor structures with sub- 
strates having different lattice constants. These buffers are essential to accommodate the lattice mis- 
match between the active layers and the substrate in a controllable way, to generate a new substrate with 
desired lattice constant and moderate dislocation densities. Modulation doped InAlAs/InGaAs-hetero- 
structures, with their inherently high electron densities and mobilities, are the ideal basis for ultrafast, 
low noise transistors [1]. Their superior device performance can be combined with the advantages of 
large, less expensive substrates by growth on GaAs-substrates. 
In this paper we compare the layer properties of MBE grown metamorphic InAlAs/InGaAs-heterostruc- 
tures on 3" GaAs-substrates with lattice matched structures on 2" InP-substrates. We study linear 
graded buffer layer concepts to compensate the lattice misfit using ternary InxAli.xAs and quarternary 
InxGayAl,.x.yAs buffers. High bandgap buffer material is used to avoid parasitic conductance at the 
interface between the graded buffer and the active layers of transistor structures [2]. With industrial 
application in mind, the thickness of the buffer layer was kept around one (im. 

2. Growth and characterization of metamorphic buffers 

The properties of the active layers, e.g. the morphology and the electron mobility in modulation doped 
structures depend on the composition and growth conditions of the buffer layers. All epitaxial layers 
were grown by MBE in a Varian Modular Gen II at a constant As4 flux beam equivalent pressure (bep) 

CCC Code 0-7803-3883-9/98/$ 10.00 © 1998 IEEE 
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of 2.0 • 10"5 torr. The growth rates were calibrated by X-ray measurements of lattice matched layers on 
InP substrates. Because the effusion cell temperatures have to be varied during the growth of linearly 
graded buffer layers, we have to calibrate the flux-growth rate relation at different cell temperatures. All 
buffers were grown with a constant grading of 50% In/^m. On top of the metamorphic buffers, heterost- 
ructures for transport measurements were grown. They consist of 250 nm InAlAs sandwiched between 
two superlattices followed by an InGaAs-channel with 32 nm and a low Si-doping with a thick spacer of 
15 nm, as used on InP-substrates for comparison. 
The first metamorphic buffer is a linear grading of InAlAs, starting with In0 03A10 97As and increasing 
the In-content up to x^ = 0.52. The optimum substrate temperature is 420 "C, yielding moderate aniso- 
tropic cross hatching with 3 |im spacing in [01-1], 1.7 |im spacing in [01 Indirection and a mean surface 
roughness of 5±0.7 nm, indicating the existence of misfit dislocations with a two dimensional layer by 
layer growth mode [3]. Increasing the growth temperature to 530 °C yields a surface roughness 
enhanced by a factor of 8, while low temperatures of 350 °C result in rough, three-dimensional surfaces. 
The surface morphology was improved by using quarternary InGaAlAs buffers. The In-content is 
increased linearly, the ratio of Ga and Al concentration is adjusted to a constant bandgap of 1.48 eV. 
Since Ga-adatoms are more mobile than Al-adatoms on the growth surface, lower growth temperatures 
can be used. We obtained the smoothest morphology using a linear temperature ramp from 350 °C at the 
beginning of the buffer to 390 °C at the end. The anisotropic cross hatch spacing is also reduced by 
10%. Though the effusion cells have to be varied over a wide temperature range (the In-source for about 
130 °C), linear grading in the metamorphic buffer is achieved. We verified the exact linear composition 
by SIMS measurement (Figure 1). 
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Fig. 1: SIMS measurement of linear graded metamorphic buffers: a) ternary InAlAs, b) quarternary InGaAlAs. 

The relaxation behavior of the metamorphic buffers was studied by high resolution X-ray diffraction. A 
Bartels-type 4-crystal monochromator in the Ge(220) reflection mode was used in the primary beam, 
whereas in the diffracted beam a three reflection Ge(220) channel-cut analyzer crystal was employed. 
Reciprocal space maps describe much better the relaxation status and the composition of the metamor- 
phic structures than simple rocking curves. Three different types of linearly graded metamorphic buff- 
ers are investigated. Sample A consists of a ternary InAlAs buffer grown at the optimum substrate 
temperature of 420 °C, sample B has a quarternary InGaAlAs buffer with an In-content up to 52% and 
sample C was designed according to the design of A. Sacedon [4], based on sample B with an additional 
overshoot in the In-content of 11% at the end of the buffer. Figure 2 shows the (004) and (224) recipro- 
cal space maps of sample C measured with incident X-rays along [01-1] and [011] direction, respec- 
tively. Isointensity lines are plotted in a logarithmic scale in arbitrary units. The weak intensity beneath 
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the sharp substrate peak shows the reflection of the graded buffer regions. The centrosymmetric reflec- 
tion of the active layers on top of the buffer is elliptical with main axes parallel and perpendicular to the 
[hkl] directions, indicating the absence of strain- and composition gradients. However, a broadening 
results from bulklike defects usually referred to as mosaicity. Both (004) reflections are symmetrical to 
the dashed line through the origin of the reciprocal space, indicating no macroscopic tilt [5]. From the 
asymmetric reflection, one can see, that the buffer is nearly completely relaxed up to an In-content of 
52%. The parts with higher In-content are pseudomorphic, in good agreement with the relaxation model 
of Tersoff [6]. The in plane lattice constant on top of the linear graded buffer is equal to the material 
composition of relaxed In0 52A10 48As, therefore, the reduction of the In-content in the top layers results 
in unstrained material. The same measurements are made for samples A and B, the results are summa- 
rized in Table 1. Both samples are incompletely relaxed. The ternary buffer show a large macroscopic 
tilt in the [011]-direction, however in the perpendicular direction there is no tilt detected. A superior 
property of the quarternary buffer compared to the ternary buffer is the absence of tilt and an increased 
degree of relaxation. In all samples the composition of the active layers is in good agreement with the 
nominal value of 52%. 

X-ray in [011] direction 

(224)-reflection (004)-reflection 

X-ray in [01-1] direction 

(004)-reflection 

H ; 

Pa 

Px qx qx 

Fig. 2: Reciprocal space mapping of the linear graded metamorphic InGaAlAs buffer (Sample C). 

X-rays [01 Indirection [01-l]-direction 

(004)-reflection (224)-refiection (004)-refiection 

tilt xIn degree of relaxation tilt 

Ternary InAlAs 52% 0.56° 51.2% 86.4 % 0.00" 

Quarternary InGaAlAs 52% 0.06" 53.3 % 89.6 % 0.03" 

Quarternary InGaAlAs 63% -0.02" 52.0 % 99.2 % -0.03 ° 

Tab. 1: Results of the active layers on top of linear graded metamorphic buffers by reciprocal space mapping. 
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Interface roughness and its reduction by using different buffer layer structures were studied with respect 
to transport properties in 2DEG-structures with low carrier density, where interface scattering domi- 
nates. The obtained mobilities of otherwise identical structures on the metamorphic buffers discussed 
above are compared at three different temperatures in Figure 3. The metamorphic buffer with the over- 
shoot in In-content has the best mobility approaching the lattice matched reference on InP-substrate. 
The carrier density n300K = 1.3T012cm"2 remains unchanged. The increase in surface roughness as mea- 
sured by AFM by growing the additional overshoot in In-content is insignificant small. 
The observed differences in mobility between metamorphic and lattice matched structures show the 
effect of scattering by interface roughness and scattering at misfit dislocations in incomplete relaxed 
active layers. 
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Fig. 3: Mobility and surface roughness of linear graded metamorphic buffers. 

3. Conclusion 

Grading the metamorphic buffer to an In-content of 0.52 (the value of the active layers) resulted in 
residual strain. Increasing the final In-composition of the buffer up to a value of 0.63, the Ino52Al048As 
layers on top of the metamorphic buffer are unstrained. Reciprocal space maps of this structure show no 
macroscopic tilt. Transport properties of 2DEG-structures approach the lattice matched reference values 
on InP-substrate. 
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Results of 3" and 4" low-gradient s.i. GaAs growth under con- 
trolled vapor pressure 

M. Neubert, P. Rudolph, M. Seifert 

Institut für Kristallzüchtung (KZ), Rudower Chaussee 6, D-12489 Berlin, Germany 

Abstract. The VCZ technique is promising to grow s.i. GaAs with improved structural quality. Its main idea 
is to pull the crystals in low temperature gradients to reduce the thermally induced stress. The dislocation 
density can reproducibly be decreased down to 104 cm"2 and below in 3" and 4" crystals. Within the best 
samples the radial dislocation density distribution was markedly homogenized (total scater of a factor of 2 to 
3). Electrical parameters of VCZ crystals roughly match those of conventional LEC material. 

1. Introduction 

The VCZ (vapor pressure controlled Czochralski) technique is a modified LEC (liquid encapsulation 
Czochralski) method. Its main idea is to grow s.i. GaAs single crystals in lower temperature gradients 
of about 20 to 30 K/cm. Doing this one is able to i) reduce the non-linearities of the temperature field 
inside the crystal (thermally induced stress) and therefore the rate of dislocation generation, and ii) in- 
crease the homogeneity of the radial and axial distribution of dislocations. Contrary to other methods, 
the VCZ technique is advantageous to produce low EPD (etch pit density) material with electrical and 
structural parameters close to those of conventional LEC. This is an essential issue for III-V device 
producers because nowadays most of the commercially available s.i. GaAs is produced by LEC. 

Application of low temperature gradients causes high temperatures of the crystal surface if it 
emerges from the protective boron oxide melt. To prevent the decomposition of the just grown crystal 
(arsenic evaporation) it is surrounded by an additional, gas-tight, inner chamber. A pure arsenic evapo- 
ration source, placed inside this chamber, produces a certain partial pressure. This keeps the surface of 
the crystal in equilibrium with the gas phase. A review on VCZ and other low-gradient III-V crystal 
growth techniques is given in [1]. 

The present work focuses on further improvements of the structural quality of VCZ s.i. GaAs 
crystals and their electrical properties. 

2. Experimental 

In the KZ labs two pullers (CI 358, LPA Mark 3) are applied to investigate the VCZ technique. The 
inner chamber is similar constructed in both cases however, the arsenic source is placed in the upper 
and lower part of the assemblies, respectively. For more details on VCZ please see e.g. [2] and [3] 

To analyze the as-grown crystals several techniques were used: standard KOH etching at 400°C 
for EPD measurements; imaging in specularly reflected light at etch pit facets ([4]) for EPD mapping; 
standard Hall-technique in van der Pauw geometry for resistivity and carrier mobility; infrared local 
vibrational mode analysis (LVM) for carbon concentration; near infrared absorption at room tempera- 
ture for EL2° and photoelastic measurements for residual stress. 

CCC Code O-78O3-3883-9/98/$lO.00 © 1998 IEEE 
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3.        Results and discussion 

3.1      arsenic partial pressure 

Developing the VCZ technique a key point was to tighten the 
inner chamber. This was successfully reached with solid seal- 
ing. Today it is possible to maintain the arsenic partial pressure 
during the whole run (=30 h) with only a low arsenic lost. Thus, 
the crystals show perfectly mirror-like surfaces without any 
traces of Ga-rich inclusions or decomposition effects (Fig. 1) as 
formerly described in [3]. The arsenic partial pressure, required Fig. 1 as-grown 3" 
to stabilize the solid GaAs phase, is comparably low at around vcz GaAs crystals 
(0.01-0.05) MPa depending on the crystal surface temperature. 
Thus, the growing crystal is stabilized near the Ga-saturated solidus of the existence region of GaAs. 

(left) and 4" (right) 

3.2      axial and radial EPD distribution 

The etch pit density has been continuously decreased in the past two years. Best local minima lied at 
around 2xl03 cm"2. Photoelastic measurements showed that the residual stresses in the top regions of 
the crystals are markedly higher than at their tails. However, the dislocation density is roughly uniform 
from top to tail, e.g. dislocations are generated mainly in the top regions of the crystals prolonging to 
their ends. Thus, the main attention for decreasing the dislocation density has to be focused to the first- 
to-freeze part of the crystal. It has been ascertained that the following pre-conditions are advantageous 
for lowering the EPD: 

• Application of new high-tech thermal insulation materials in the furnace to optimize the temperature 
field inside the growing crystal. This issue was successfully supported by global numerical simula- 
tions of the furnace interior. 

• Careful adjustment of crystal and crucible rotations respectively, to get a nearly planar solid-liquid 
interface by influencing the fluid flow in the melt. 

• Lowering the hight of the boron oxide melt (similar results were recently reported in [5]). 

• Flat shape of the seed cone part of the crystal. 
In detail, the last two points are also advantageous to homogenize the radial EPD distribution. Fig. 2 
shows examples of 3" and 4" wafers with very high homogeneity (scatter of a factor of 2-3). In con- 
trary, it has turned out that, at least in the VCZ case, high boron 
oxide melt and conical crystal top shapes are pre-conditions for 
the well known w-shaped radial EPD distribution. However, all of 
those tendencies can only be pointed out for EPD's at around 104 

cm*2. 
Fig. 3 shows the current stage for 4" crystals. Obviously, the 

EPD can reproducibly be adjusted at and below 104 cm"2 within 
the main parts of the sample area. The very good homogeneity is 
also clearly illustrated by EPD mappings shown in fig. 4. Unfortu- 
nately, there are still some problems with slip line generation near 

Fig. 2 homogeneous radial EPD distribu- 
tion in 3" and 4" crystals 
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Fig. 3 recent EPD results of 4" crystals 

the edges. However, recent results are promising to overcome this 
problem. 

Cooling-down rates of the just grown crystals are also essen- 
tial for obtaining low dislocation densities. In the first crystals, 
grown in the JKZ labs, the EPD was found to increase from top to 
tail. This effect could be suppressed by considerably lowering the 
cooling-down rates compared to conventional LEC: The axial 
EPD distribution became nearly uniform. An explanation can be 
given by the dynamic theory of dislocations [6]: The effective 
shear stress decreases with the square root of the dislocation den- 
sity itself. Thus, lower dislocation densities increase the effective 
shear stress and consequently, the dislocation generation rate. 

Generally, all types of dislocation arrangements, known from LEC, like cells, lineages and random 
distribution are also found in VCZ crystals. However, the average cell diameters are larger than in or- 
dinary LEC crystals (=lmm). Additionally, the cell structure tends to vanish with decreasing disloca- 
tion density (less than l-2x 104 cm"2) leaving randomly distributed dislocations. 

3.3      electrical parameters 

With respect to electrical parameters, the crystals have to be 
sorted into two categories. From economical reasons most of the 
GaAs was multiple used to study structural properties. The mate- 
rial is still semi-insulating but, it exhibits a large scatter in the 
electrical behavior due to creeping incorporation of impurities. 
The specific resistance lies at and above 108 Qcm while the Hall 
mobility mostly shows values <5000 cm2/Vs. Thus, it is only sen- 
sible to examine material being truly single used. For those as- 
grown crystals typical parameters are: resistivity (2-6)* 10 Qcm, 
carrier mobility (5500-7000) cm2/Vs. Best values for the 
normalized standard deviation within a single sample were found 
to be <10% for resistivity and Hall mobility, respectively. These 
values are close to standard LEC material. However, the 
reproducibility needs to be improved. 

3.3.1    carbon content 
Fig. 4 EPD mapping after [4] 

Carbon incorporated in GaAs (CAS) acts as a shallow acceptor and 
is used to generate n-type semi-insulating material by fully compensating residual shallow donors and 
partially ionizing EL2. Thus, the carbon concentration is of special interest for s.i. GaAs crystal growth. 
Its axial distribution is also different for both categories of GaAs as mentioned above. While the carbon 
content lies at about (1-2><1016 cm"3) in multiple used material, it was found to be approximately (1- 
4xl015 cm"3) in single used one. In the first case, the carbon concentration decreases towards the ends 
of the crystals. This is consistent with the segregation coefficient of carbon in GaAs (k«2). Single used 
material shows the opposite behavior. Here we find increasing carbon concentrations towards the 
crystal tails. This effect can be explained by the well known carbon incorporation from the gas phase 
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during growth. Additionally, this is supported by the observation that the total carbon concentration 
increases continuously from run to run in multiple used material. 

3.3.2 EL2° 

Best values for the normalized standard deviation of EL2° within a single sample were found to be in 
the range of (3-7)%. This is a very good result for as-grown material (commercial, post growth an- 
nealed standard LEC material: =5%). But again, reproducibility needs to be improved. 

The total content of EL2° shows a larger scatter: (0.7-1.5)xl016 cm"3. This may be caused by 
several reasons like: i) different cooling-down rates after growth (generation of EL2° at around 1100 
°C), ii) different melt compositions of multiple used material (Ga enrichment) and iii) the different 
amount of boron oxide used (the lower the boron oxide hight, the more the arsenic is able to 
communicate with the GaAs melt i.e. diffuse through the boron oxide),. Unfortunately, this is not yet 
satisfactorily understood. 

4.        Summary 

It could be shown that the VCZ technique is able to improve the structural quality of 3" and 4" s.i. 
GaAs markedly by roughly maintaining the electrical properties of conventional LEC material. In some 
cases the data of commercially available s.i. GaAs (i.e. post growth annealed) were reached by as- 
grown crystals. However, reproducibility is still too low and has to be improved. 
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Impact of Growth Interruption on Interface Roughness of MOCVD 
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Abstract The interface quality of InAlAs/InGaAs heterostructures used in High-Electron-Mobility-Transistors 
(HEMTs) is evaluated as a function of growth interruption time, using photoreflectance spectroscopy on 250A 
InGaAs single quantum wells between InAlAs layers. Assessment of the interface roughness is derived from the 
broadening of the high order quantum confined transitions. The higher the growth interruption time, the smaller 
the interface roughness as derived from PR measurements. The results are in good agreement with higher elec- 
tron mobility values measured by Hall effect. 

1. Introduction 

InGaAs/InAlAs High Electron Mobility Transistors (HEMT) have demonstrated excellent electrical char- 
acteristics using MBE grown layers [1,2]. The performance of HEMTs based on metalorganic chemical 
vapor deposition (MOCVD) can also be good provided that special attention is paid to the growth of low 
background density InAlAs and a good quality InGaAs-channel/InAlAs-spacer interface. The latter is par- 
ticularly important for ensuring good transport properties in the two dimensional electron gas channel and 
is the subject of the studies reported in this paper. A growth interruption time is generally used at the in- 
terface, as it is expected to reduce interface roughness; however, it may also introduce undesirable impu- 
rities. A compromise has to be found, and for that purpose, photoreflectance (PR) spectroscopy and photo- 
luminescence (PL) measurements were employed in this work to study the interface roughness in 250A 
InGaAs single quantum wells (QW), typical of InP-based HEMT designs. Physical parameters derived 
from PR spectra analysis (energy levels and broadening parameters) are compared with theoretical deter- 
minations, and also with complementary Hall effect measurements. 

2. Experiment 

The evaluated samples consisted of a 250Ä InGaAs QW, with InAlAs barriers on InP substrates. The 
structures were grown by MOCVD at Tg = 650°C which was found to be the optimum temperature for 
low background carrier concentration [3]. Different growth interruption times were studied (0s, 5s and 
15s) between the moment that group-ffl sources for InGaAs (Trimethylindium (TMIn) and trimethylgal- 
lium (TMGa) are turned off and that when sources for InAlAs (TMIn and trimethylaluminium (TMA1)) 
are turned on. The indium concentration in the barrier AlInAs layer was measured by double X-ray dif- 
fraction and estimated to be about 51%. 

Room temperature PR measurements are performed using a standard experimental set up [4], us- 
ing a 150W quartz tungsten halogen lamp as the probe beam, and an HeNe laser as the pump beam. PL 
measurements are performed at low temperature (10K) using an Ar-ion laser as the excitation source and a 
cooled Germanium photodetector. 

1 Work supported by URI (DAAL03-92-G-0109) and NSF/CNRS (INT-9217513) 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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3. Results and discussion 

3.1 Photoluminescence results 

The photoluminescence spectra recorded at low temperature (10K) are plotted for the three samples in 
figure 1. The shape of the PL peak from the quantum well is typical of that of doped structures, with a 
high energy feature corresponding to recombinations between electrons and localized holes at the interface 
[5]. The full width at half maximum AE of the PL peak is roughly equal to EF-Eh which is related to the 
2D electron gas density ns by [6]: 

h1 n 
AE = EF-E,=- V (1) 

4jrm 

where h is the Planck constant and m* the electron effective mass. Using this expression, the electron gas 
density in the quantum well has been estimated in each sample. Results are given in table 1 together with 
those obtained from room temperature Hall measurements. Both techniques give the same order of magni- 
tude and do not exhibit significant variations as the growth interruption time is varied. The high residual 
carrier concentration is commonly observed in MOCVD grown AlInAs layers. 

T = 10K  tC[ = 5s 
 tc| = Os 

I     ^ 

Table 1: Electron gas density estimated from PL and from 
Hall measurements. 

Growth 
interruption 

time (s) 

FWHM 
(meV) 
(PL) 

ns (cm"2) 
(PL) 

ns (cm") 
(Hall) 

Os 69 1.5 1012 2.4 1012 

5s 68 1.5 1012 2.3 1012 

15s 72 1.6 1012 3 1012 
0,75 0,80 0,85 

Energy <eV) 

Fig. 1: Low-temperature (10K) PL spectra of the samples 
for different growth interruption times: 0s, 5s, 15s. 

Hall measurements give values of electron gas density nearly twice as high as PL technique. This 
is attributed to the fact that the Hall effect is sensitive to an average electron density in the structure, and is 
influenced not only by the 2D gas but also by the bulk AlInAs layer and namely by electrons at the sub- 
strate interface. The total PL intensity is reduced by a factor of ten for the longer growth interruption time 
(15s), whereas it does not change significantly for an interruption time of 5s. This indicates that growth 
interruption favors the incorporation of non-radiative impurities at the interface only when the growth 
interruption time exceeds 10s. 

3.2 Photoreflectance results 

A typical PR spectrum recorded at room temperature for the 15s growth interruption time sample is plot- 
ted in figure 2. Several transitions are clearly resolved for energies larger than 0.8eV and are attributed to 
allowed optical transitions EjHi between quantum confined electron Ej and heavy hole Hi levels in the 
InGaAs quantum well. At energies lower than 0.8eV, a large and wide signal is recorded, which is typical 
of the PR spectra in doped structures [7], and which prevents the lower confined transition EjHj lying be- 
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low the Fermi level being seen. The PR peak which arises near 1.35eV comes from the InP substrate, and 
the 1.5eV PR peak is attributed to the AlInAs barrier layer. This energy gap is higher than the gap com- 
monly observed in Alo.48lno.52As lattice matched to InP [8], and this indicates an Al-rich alloy in good 
agreement with DDX measurements (xto = 51%). The AlInAs PR feature is very large, it is an indication 
for modulation composition in this alloy [9]. 
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Fig. 2: Room temperature PR spectra of samples for 15s growth interruption time. 

The PR transitions corresponding to the quantum confined levels in the quantum well are fitted 
using the First Derivative Functional Form of the dielectric function, which is appropriate in the case of 
confined systems [10].We have used a mathematical model based on a Gaussian absorption profile, with 
four adjustable parameters (energy, broadening parameter, amplitude and phase) to fit each quantum well 
PR feature in the spectra. The transition energies are in good agreement with theoretical predictions for a 
quantum well slightly larger (26nm) than the nominal thickness (25nm) with 51% indium composition in 
AlInAs barriers. The broadening parameter rn of the quantum confined transition was found to increase 
with the quantum index n of the transition. For the high order quantum transitions (n = 4 to 6), a decrease 
of Tn is observed as soon as a growth interruption is performed. The decrease is all the more important as 
the growth interruption time is longer (up to 15s). 

3.3 Discussion 

In the InGaAs/InAlAs system, a Gaussian absorption profile is assumed. We take into account the two 
main inhomogeneous scattering phenomena responsible for the broadening (r) of optical transitions: the 
alloy disorder (To) and the interface roughness (Ti). Each of this phenomenon being Gaussian, the result- 
ing broadening parameter can be expressed as follows: 

r = VrT+r? (2) 
In an ideal infinite quantum well the quantum confined energy levels can be expressed as a function of 
quantum well width LQW, electron effective mass m* and quantum index n. If some interface roughness is 
suspected, then LQW is supposed to vary by ALQW and this implies a broadening of energy levels AEn. The 
level broadening F\ due to interface roughness (equal to AE„) is proportional to the square of quantum 
index n. Therefore, high quantum index transitions are expected to be more sensitive to interface rough- 
ness than lower transitions. Moreover, the parabola coefficient is proportional to ALQW which is the ampli- 
tude of interface roughness. The general expression for Tn can then be expressed as follows: 
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rn=^+Kn4 (3) 

where K is a proportionality coefficient containing quantitative information about interface roughness. 
We have plotted in figure 3 for the 15s growth interruption sample the evolution as a function of n, 

of T„ as determined from PR spectra. The solid lines is the theoretical curve from equation (3) fitted to 
experimental results. The evolution of T is well fitted by this theoretical expression even though the 
model of an ideal infinite quantum well is not real. 

Figure 4 shows the evolution of the K coefficient with growth interruption time. A clear decrease 
is shown for high growth interruption times. This suggests the reduction of interface roughness by growth 
interruption at the interface. This trend is in good agreement with the evolution of mobility as a function 
of toi which is also plotted and exhibits an increase for large growth interruption times. 
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Fig. 3: Evolution of broadening parameters of QW transi- 
tions as a function of quantum index n, for 15s growth 

interruption time. 

4. Conclusions 

Fig. 4: Evolution of K coefficient and mobility as a func- 
tion of growth interruption time. 

InGaAs single quantum wells in InAlAs barriers have been grown by MOCVD with different growth in- 
terruption times at the well interfaces. Low temperature PL showed the existence of a 2D electron gas in 
the well, and allowed the estimation of gas density in agreement with Hall measurements. A large growth 
interruption time (15s) introduces non-radiative impurities at well interfaces. Despite the high residual 
doping level of the layers, room temperature PR measurements were performed, and showed that the 
broadening parameter of quantum confined transitions varies quadratically with quantum index n. Growth 
interruption times up to 15s were shown to reduce interface roughness. The results are in good agreement 
with an increase of Hall mobilities as the growth interruption time is increased. 
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Abstract. An investigation of the structural, chemical and optical properties of a novel metal- 
semiconductor alloy based on CdTe and Cu is presented. The samples were prepared as thin films in a 
magnetron if sputtering system at various substrate temperatures. On the basis of chemical analyses 
carried out by Auger spectroscopy and energy dispersive X-ray analysis, it was concluded that a novel 
semiconducting alloy had been created: CuxCdi-*Te. It was also determined that the crystalline structure 
and optical band gap of CdTe was not severely affected by the inclusion of Cu atoms for values of x up to 
8.0 at.%. On the other hand, it was observed that the transport properties changed drastically since in 
some cases the resistivity of the films decreased by seven orders of magnitude with respect to pure CdTe 
films grown in similar conditions. The copper concentration had influence on the mean grain-size of the 
polycrystalline films and on the appearance of the hexagonal phase. 

1. Introduction 

The search for new materials is one of the areas in materials science where intensive efforts are devoted 
nowadays. Within this field, semiconducting materials play a central role because of their own 
standpoint in the development and improvement of electronic and opto-electronic devices. Among the 
II-VI compounds, cadmium telluride (CdTe) has been the base of important ternary semiconductors 
such as HgxCdi-xTe, ZnxCdi.xTe, which are of interest for infrared technology, and Mni.xCdxTe, which 
plays a central role among the family of diluted magnetic semiconductors. 

In this work we present the results of an investigation carried out to develop thin films of a novel 
semiconductor material based on CdTe and Cu: CuxCdi.xTe. From simple chemical arguments, the 
inclusion of copper atoms into the CdTe lattice as a substituting element for cadmium is appealing 
because of the following considerations: a) the ionic radii are 0.97 and 0.96 angstroms for Cd+2 and 
Cu+I, respectively, b) the electronic configuration of copper is Ar3d104s1 which favors the formation of 
the s-p hybrid in the Cu-Te bond as' it occurs in the case of the Cd-Te bond and c) the 
electronegativities of cadmium and copper have similar values having a ratio of 0.9. It will be shown 
below that the incorporation of copper into CdTe, for the concentrations used in this work, affects 
mostly the transport properties while the structural and optical parameters remain nearly unaltered. It 
must be mentioned that copper-doped CdTe samples have previously been prepared and studied, with 
the emphasis being placed on diffusion processes [1], copper-induced defects [2] and the change in 
transport properties when it is doped with copper [3]. Typical copper concentrations in previous 
studies have been in the 1015-1018 cm"3 range. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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2.   Experimental details 

The Cd].xCuxTe thin films were produced in a Plasma Sciences CrC-100 rf planar magnetron sputtering 
system. The sputtering chamber had a base pressure of about 5 x 10"6 Torr. The substrates were made 
from Corning glass 7059 and were situated at 6.5 cm from a 2"-target. The target was elaborated by 
compressing an appropriate mixture of -325-mesh powders of high purity CdTe and Cu at 20 ton/cm2. 
The copper concentrations used to fabricate the targets were 5,10 and 15 molar %. The argon pressures 
in the vacuum chamber were fixed at 4 mTorr and the radiofrequency power was in the 80-85 W range. 
The substrate temperatures (T,) were set at 20, 120 and 180°C for different runs. The thicknesses of the 
films varied between 1.5 to 4.0 urn depending upon deposition times. 

The surface morphology of the films was studied by atomic force microscopy which showed that 
the grain size was homogeneous. The crystalline structure was analyzed by carrying out X-ray 
diffraction scans performed over 14 hours, giving an excellent signal-to-noise ratio so that the weak 
intensity peaks could easily be identified. A silver dot was pasted onto the film surfaces to serve as a 
reference so that peak shifts due to instrumental effects could be corrected for. Because of this, we are 
confident that the accuracy of the d-spacings is better than one-hundredth of an angstrom. 

The chemical composition was determined from Auger and energy dispersive X-ray analysis 
(EDX). The band gap was obtained from both photoreflectance and optical absorption measurements 
carried out at room temperature. 

3.   Results and discussion 

The concentrations of Cu, Cd and Te in the films were measured by Auger spectroscopy and EDX. The 
results obtained by these two techniques were similar and are presented in Table 1 for some 
representative samples. From Table 1, it is observed that the Te concentration remains close to 50 at.%, 
while the other 50 at.% is complemented by both Cd and Cu. Therefore, one may conclude that an alloy 
of the type Cdi.xCuxTe was deposited. This conclusion is further supported by the experimental results 
presented below which also indicate that Cu atoms substitute for Cd in the CdTe lattice. To the best of 
the authors' knowledge this is the first report on a semiconducting alloy based on CdTe and Cu. 

X-ray diffraction patterns were measured for the whole set of samples. In Fig.l typical 
diffraction patterns of some samples are shown. In these patterns the peaks labeled with an asterisk 
correspond to Ag dots used for calibration. Pure CdTe crystallizes in the cubic zincblende structure, 
although in the case of CdTe thin films the hexagonal (wurtzite) phase has also been observed, as this is 
a metastable crystallographic phase for CdTe. The X-ray patterns indicate that the films are 
polycrystalline and highly oriented along the (111) cubic/(002) hexagonal direction. In all cases, the full 
width at half maximum (FWHM) of the peaks increased with copper content, indicating that the grain 
size decreased with increasing amount of copper in the film, see Table 1. By using the Scherer relation, 
it was found that the mean grain size was in the 21.2-42.4 nm range for as-grown films. 

The peaks related to the hexagonal phase were more intense for films grown at lower substrate 
temperatures and higher copper concentrations. Special attention was paid to the X-ray diffraction 
traces of the CuxCdi-xTe films at the (111) reflection region of the cubic CdTe phase. The positions of 
these peaks were all corrected for instrumental errors, and yielded the values of d-spacings and FWHMs 
listed in Table 1. Samples S2 and S3 possessed the narrowest line widths among the group. The spacing 
d of film S3 agreed incredibly well with that of a polycrystal of pure CdTe, for which the line width 
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Fig.l. X-ray patterns of representative CuxCd,.xTe films. The peaks have been indexed according to the zincblende 
structure of CdTe. The growth parameters and important X-ray data are given in Table 1. 

was 0.21 and d=3.742 A. This corresponds to d=ajfi for a„=6.481 A, which is the single crystal 
lattice constant of CdTe. The d-spacings of the rest of the samples, see Table 1, are higher and 
indicative of an increment in the lattice parameter with respect to that of CdTe single crystals. It is 
believed that the thermal treatment carried out on sample S3 improved its crystalline characteristics by 
increasing the crystallite size, by reducing the defect density and by releasing those areas of the film 
subject to stress in such a way that its d-spacing coincides with that of a CdTe single crystal. It was also 
observed in the diffraction patterns that the peaks of samples S2 and S3 are sharp and well defined, 
which is an indication of superior crystalline characteristics. It is important to note that no copper 
segregation effects were observed in the annealed sample, even after more than six  months of 

Sample Copper 
concentration in 
target (molar %) 

T, 
(°C) 

Film composition (at.%) 
Cd             Cu             Te 

(lll)cubic/(002)hexag 

d(A) 

. peak 

FWHM 

SI 
S2 
S9 
S3 
S4 
S6 

0 
5 
5 
5 
10 
15 

180 
120 
180 

180+TT* 
180 
23 

49.6 
49.1 
47.8 
47.6 
42.9 
44.7 

0.8 
1.4 
1.8 
8.0 
6.5 

50.4 
50.1 
50.8 
50.6 
49.1 
48.8 

3.758 
3.754 

3.743 
3.759 
3.774 

0.14 

0.15 
0.26 
0.33 

an inert atmosphere 
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storage, which is evidence about the stability of copper in CdTe for concentrations around 1.8 at.%. 
Sample S2, which also presented good crystalline characteristics, had a copper content of 0.8 at.% 

Finally, some extremely weak traces of CuxTe were found at 2Q=12°. These cases were 
predominantly evident in samples grown at T,<180°C. Some correlation was also found between the 
appearance of CuxTe phases and the observation of peaks related to the hexagonal phase. It may be 
speculated in this case, that the CuxTe phases would take a certain amount of Te out of CdTe so that 
the remaining part became slightly Cd rich. This condition is known to favor the appearance of the 
hexagonal phase in CdTe [4], 

The band gap (Eg) of the films was obtained by two different methods: photoreflectance and 
optical absorption spectroscopies. The absorption spectra were analyzed by fitting the region around Eg 

to a model of direct transitions between parabolic bands. In the case of photoreflectance, Eg was 
obtained by using the three-point method [5], These two techniques provided Eg values which differed 
in less than 0.02 eV for the same samples. It was observed that Egof the alloys are lower than those of 
the CdTe films grown in the same conditions by no more than 50 meV, and that this difference is a 
minimum (~10 meV) for samples grown at Ts=180 °C. This result suggests that the incorporation of 
copper into the CdTe lattice does not affect drastically the magnitude of the electronic band gap of 
CdTe. 

Preliminary electrical measurements indicated that the films were p-type. The samples measured 
yielded resistivity values which ranged from 5.2 x 103 to 1.0 x 10"2 fi-cm depending upon growth 
conditions and copper content. These values contrast positively with those of sputtered CdTe films for 
which resistivity values of the order of 107 fi-cm are typically found. 

4.   Conclusions 

A novel semiconducting alloy CuxCdi.xTe was prepared by rf sputtering for copper concentrations in 
the 0.8-8.0 at.% range. The best structural properties were found for films with x<0.02. Excellent 
crystalline quality was found in a sample with x=0.018 which received a thermal treatment after growth. 
It was determined that the incorporation of copper into CdTe improves significantly the transport 
properties, while the structural and optical parameters remain nearly unchanged. 
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Abstract. On patterned GaAs (311)A substrates lateral GaAs/(AlGa)As quantum wires are formed by MBE at the 
fast growing sidewall of mesa stripes along [01-1]. This new growth mode develops a smooth, convex surface profile 
without faceting. The wires exhibit narrow PL linewidths, high PL efficiency and strong confinement up to room 
temperature. For a given mesa height the wires can be vertically stacked in three-dimensional arrays. Strained 
(InGa)As quantum wires reveal strongly enhanced optical nonlinearity due to internal piezoelectric fields. In 
different structures (InGa)As islands can be positioned selectively on the patterned substrate. Finally, in atomic 
hydrogen assisted MBE step bunching across the GaAs wires forms arrays of quantum dots whose (i-PL spectra are 
dominated by one single sharp line. 

1. Introduction 

The natural formation of nanometer-scale structures on high-index semiconductor surfaces during 
MBE [1] and MOVPE [2] has opened new pathways for the realization of quantum-wire and dot 
arrays. Even higher flexibility in the formation of nanostructures can be realized by growth on 
patterned high-index substrates where new phenomena in the selectivity of growth occur. Moreover, 
patterning provides an additional degree of freedom for the control of the size and, most important, 
allows the precise positioning of the nanostructures desired for applications in devices. 

2. Formation of sidewall quantum wires on patterned GaAs (311)A substrates 

On patterned GaAs (311)A substrates a new growth mode is found to produce lateral, quasi-planar 
quantum-wire structures (Fig. 1). The wire formation relies on the preferential migration of Ga atoms 

(a) GaAs well GaAs wire (b) 
GaAs well 

AIGaAs 

AIGaAs 

[311] f 
[01-1] © 
[-233] —* 

SO nm 

Substrate GaAs (311)A 

Fig. 1. (a) Schematic of the sidewall quantum wires on patterned GaAs (311)A substrates. The broken arrows indicate the 
preferential migration of Ga atoms. The cross-sectional TEM image shows the lateral quantum-wire structure connected 
with a 6 nm thick quantum well and clad by 50 nm thick Alo.5Gao.5As barrier layers. 
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from the mesa top as well as the mesa bottom towards the sidewall of 10-20 nm high mesa stripes 
along [01-1] (i.e., the direction of migration is opposite to the case of patterned GaAs (100) and (111) 
substrates) which develops a fast growing sidewall with a convex curved, unfacetted surface profile 
revealing no roughening of the surface morphology compared to the flat parts of the mesa [3]. 
This unique growth mode on patterned GaAs (311)A substrates is understood by comparing it with the 
selectivity of growth on other patterned high-index GaAs (nl 1)A&B substrates depicted schematically 
in Fig. 2 [3]. The upper line denotes the orientation of the substrate and the lower line that of the facets 
developing at the sidewalls of the mesastripes along [01-1]. The dashed lines point on the side in the 

substrate 

(211)A f311>A.B    (411 )A   (511)A 

® [01-1] 

{111} {211} {311} {411}       {511}       {100} 

side facets 

Fig. 2. Diagram of the facet formation on patterned GaAs (nil) 
substrates. 

sector towards the next (111) plane and the solid lines on the opposite side in the sector towards the 
next (100) plane. In the first sector all planes develop slow growing (111) facets, whereas in the second 
one mesa stripes on (411)A and (511)A planes develop slow growing (100) facets and that on the 
(211)A plane a slow growing (311)A side facet. This identifies the (311)A plane as the slowest 
growing plane in the sector towards the next (100) plane. Consequently, in this sector mesa stripes on 
patterned GaAs (311)A substrates develop a fast growing, unfacetted sidewall with a convex curvature. 
The evolution of a (100) side facet for patterned GaAs (311)B substrates is attributed to the higher 
chemical reactivity of (nl 1)B planes to enhance to growth rate compared to that of (100) planes. 

3. Optical properties of sidewall quantum wires on patterned GaAs (311)A substrates 

As expected from the high structural perfection of the wires, the optical properties reveal narrow 
photoluminescence (PL) linewidths, high PL efficiency (linewidths and efficiency of the wires are 
always comparable to those of the quantum well), and strong lateral confinement of carriers in the wire 
region up to room temperature. The two-dimensional quantum confinement of excitons in the wires is 
confirmed by the transition from two-dimensional to magnetic confinement with increasing magnetic 
field (Fig. 3). The PL peak position of the wire shows a distinct changeover from weak (two- 
dimensional quantum confinement) to strong (magnetic confinement) magnetic field dependence at 
about 2 T which corresponds to a cyclotron diameter of about 40 nm, in good agreement with the 
geometrical width of the wire [3]. Moreover, clear one-dimensional subbands have been resolved in 
near-field PL excitation spectroscopy with energy spacings of 12 meV (= 1/2 kBT at 300 K) [4]. 
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Fig. 3. Dependence of the PL peak energy of the wire and the adjacent well 
on the magnetic field. 

The energy position of the cathodoluminescence (CL) line of the wire can be controlled in a wide range 
by the initial mesa height reflecting a higher thickness of the wire for higher mesas (see Fig. 4). 
Therefore, the mesa height prepared by etching is an additional parameter to control the shape and 
electronic properties of the present wire structure that has no equivalent in V-groove or ridge-type 
structures. 
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. QWell: 1.74 eV — ■—red shift of QWire CL 

GaAs buffer: 50 nm   —♦—blue shift of QWell CL 

H = 14nm 

H = 53 nm 

60 
MESA HEIGHT (nm) 

Fig. 4. Dependence of the CL peak energies of the wire and well at the sidewall, and the corresponding 
confinement energy in the wire on the initial mesa height H. The PL of the 6 nm GaAs/50 nm (AlGa)As quantum 
well in the flat parts of the mesa is centered at 1.74 eV. The thickness of the GaAs buffer layer is 50 nm. The 
insets show the atomic force microscopy (AFM) images of the sample surface for H = 14 and 53 nm. 

The in-plane density of the wires can be easily increased by reducing the mesa widths and spacings. 
Most important for device applications is, however, that for a given mesa height the wires can also be 
vertically stacked in growth direction without any increase in interface roughness and wire width 
fluctuations. This is confirmed by spatially resolved CL spectroscopy (Fig. 5) showing no increase of 
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the CL linewidth of a stack of three planes of wires compared to that of a single one thus indicating a 
self-limiting growth mechanism with well defined lateral growth [3]. 
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Fig. 5. CL spectra excited at the sidewall of (a) a single quantum wire and (b) a stack of three quantum wires. The thickness 
of the quantum well connected with the quantum wires is only 2 nm to increase the sensitivity to interface roughness and 
wire width fluctuations. 

4. Strained systems 

Strained Ino.2Gao.8As sidewall quantum wires exhibit a blue shift of the PL of 17 meV with increasing 
excitation power which strongly exceeds that of the adjacent quantum well of 1-2 meV (Fig. 6) [5]. 
The blue shift is reduced from 7 meV for an In composition of 0.1 to zero for unstrained GaAs wires. 
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Fig. 6. Dependence of the PL peak energy of the strained (InGa)As sidewall quantum 
wire and adjacent quantum well on the excitation power. 
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Full modulation is already obtained for an increase of the excitation power by only one order of 
magnitude. This enhanced optical nonlinearity is assigned to additional lateral optical band gap 
modulation in the quantum wire due to internal piezoelectric fields [6] which allows the fabrication of 
optical modulators operating with high modulation depth at low incident power. 
For strained layers, at the onset of the two-dimensional to three-dimensional growth mode transition, 
(InGa)As island are formed only on the mesa top and bottom. Despite the shallow profile, the curved 
surface along the sidewall is smooth with a well defined boundary for island formation. This indicates 
the possibility to selectively position (InGa)As islands on patterned GaAs (311)A substrates (Fig. 7). 

200 nm 

Fig. 7. AFM image of (InGa)As islands on patterned GaAs (311)A 
substrates. The mesa height is 30 nm. 

5. Atomic hydrogen assisted MBE on patterned GaAs (311)A substrates: Formation of highly 
uniform quantum-dot arrays 

In atomic hydrogen assisted MBE of GaAs on GaAs (311)A substrates distinct quasi-periodic step 
arrays running along [-233] are naturally formed by step bunching with a lateral periodicity around 40 
nm, i.e., similar in size to the width of the quantum wire on patterned substrates oriented along the 
perpendicular [01-1] direction. The step bunches, 2-3 nm in height are maintained over the curved 
sidewall without displacement, thus generating a periodic thickness modulation of the GaAs/(AlGa)As 
wire structure to produce an array of quantum dots along the sidewall. The three-dimensional quantum 
confinement of excitons in the dots is revealed by pronounced splitting of the ii-PL spectra into sharp 
lines [7,8]. In contrast to the PL from the corrugated quantum well (denoted by QWell in Fig. 8) in the 
flat parts of the mesa structure governed by strong three-dimensional exciton localization at random 
interface fluctuations along the step bunches (reflected in the statistic distribution of the sharp lines 
over the broad envelope of the quantum well emission), the spectral range of the emission from the 
quantum dots (QDot) in u-PL is much narrower than the linewidth of the average spectra. The spectra 
are dominated by one single sharp line without background emission over an energy range exceeding 
40 meV. The measured linewidth of the PL from the dots is limited by the spectral resolution of about 
60 ueV. The spectra remain almost unchanged when the diameter of the optical probing area is 
increased from 2 to 16 urn corresponding to several ten to several hundred dots. Therefore, combining 
the self-organizing periodic surface corrugation in atomic hydrogen assisted MBE with the wire 
formation in patterned growth yields arrays of quantum dots along the sidewall with excellent 
uniformity over areas which are already large enough to be accessed for further processing. 
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Fig. 8. |i-PL spectra at two positions at the sidewall and AFM top view of the quantum-dot array. The mesa height is 
20 nm. QDot denotes the emission from the quantum-dot array along the sidewall and QWell that from the adjacent 
quantum well. The insets show the AFM top view of the corrugated GaAs layer at the sidewall and a schematic 
illustration of the final GaAs/(AlGa)As quantum-dot structure. 

6. Conclusion 

Lateral quantum wires have been formed by MBE on patterned GaAs (311)A substrates at the fast 
growing sidewall of mesa stripes along [01-1]. The high structural perfection of the wires is 
demonstrated in narrow PL linewidths, high PL efficiency, and efficient confinement of carriers up to 
room temperature. To increase the active volume the wires can be vertically stacked in growth 
direction. Strong enhancement of the optical nonlinearity is found in strained (InGa)As sidewall 
quantum wires. Finally, in atomic hydrogen assisted MBE distinct natural step arrays are generated 
across the wire to produce an ordered array of quantum dots whose spectra in u-PL are dominated by 
one single sharp line. 

References 
[1] Nötzel R, Ledentsov N, Däweritz L, Hohenstein M and Ploog K 1991 Phys. Rev. Lett. 67 3812 
[2] Nötzel R, Temmyo J and Tamamura T 1994 Nature 369 131 
[3] Nötzel R, Menniger J, Ramsteiner M, Schönherr H P, Däweritz L and Ploog K H 1996 Appl. Phys. 
Lett. 68 1132; Jpn. J. Appl. Phys. 35 L297; J. Appl. Phys. 80 4108 
[4] Richter A, Süptitz M, Lienau Ch, Elsaesser T, Ramsteiner M, Nötzel R and Ploog K H 1997 Phys. 
Rev. Lett. 79 2145 
[5] Nötzel R, Ramsteiner M, Niu Z, Schönherr H P, Däweritz L and Ploog K H 1997 Appl. Phys. Lett. 
70 1578 
[6] Ilg M, Ploog K and Trampert A 1994 Phys. Rev. B 40 17111 
[7] Brunner K, Abstreiter G, Böhm G, Tränkle G and Weimann G 1994 Phys. Rev. Lett. 73 1138 
[8] Gammon D, Snow E S, Shanabrook B V, Kratzer D S and Park D 1996 Science 273 87 



71 

A New Self-limited Growth for the Fabrication of Atomically 
Uniform Quantum Wires and Quantum Dots 

Xue-Lun Wang, Mutsuo Ogura and Hirofumi Matsuhata 

Electrotechnical Laboratory, 1-1-4 Umezono, Tsukuba 305, Japan 

Abstract. A new self-limited growth based on the control of surface migration of Ga atoms during flow 

rate modulation epitaxial growth of GaAs on patterned substrates is demonstrated. By the use of this new 

growth technique, atomically uniform GaAs quantum wires and quantum dots can be realized easily, despite 

the existence of pattern size fluctuations in the initial substrate induced by pattern preparation processes. 

1. Introduction 

Atomically uniform semiconductor quantum wires (QWRs) and quantum dots (QDs) with sufficiently 
high densities are highly required for the realization of high-performance optical and electronic devices 
utilizing novel quantum effects predicted in these low dimensional quantum nanostructures [1]. 
Although a variety of fabrication techniques have been developed in the last decade for the realization 
of high quality QWRs and QDs [2-4], the structure uniformity is still a severe problem impeding the 
observation of the predicted quantum effects. In this paper, we propose and demonstrate a completely 
new self-limited growth observed in selective growth on patterned substrate by flow rate modulation 
epitaxy (FME) [5] which is a modified metalorganic vapor phase epitaxy (MOVPE) technique and 
has been successfully applied to the fabrication of high quality QWRs [6-7]. By the use of this new 
self-limited growth, atomically uniform quantum nanostructures can be achieved easily even on 
substrates with large pattern size fluctuations. 

2. Experimental Results 

This new technique is based on the control of surface migration of Ga atoms during FME growth on 
patterned substrate. Figure 1 shows the typical gas flow sequence of FME growth. A typical FME 
growth cycle consists of 4 gas supply periods: Ga flow (triethylgallium: TEGa), H2 purge, As flow 
(asine: ASH3), and H2 purge. It is worth to mention that, unlike the conventional atomic layer epitaxy 
(ALE), a very small amount of AsH.3 is supplied throughout the growth to prevent the desorption of As 
species and the impurity incorporation during Ga flow and H2 purge periods. 

Another important difference of FME with respect to ALE is that, in the case of growth on flat 
substrate, the FME method has no self-limiting effects because the Ga materials are supplied in the 
form of completely decomposed Ga atoms. If the amount of Ga species supplied in one growth cycle 
exceeds 1 monolayer (ML), the excess Ga atoms will form droplets on the substrate surface. However, 
we recently recognized that, in the case of growth on patterned substrate, the FME growth can have 
self-limiting effect. 

We next describe the experimental demonstration of this new self-limiting effect. For this purpose, 

CCC Code O-78O3-3883-9/98/$10.OO © 1998 IEEE 
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Fig.l. Typical gas flow sequence of FME growth 

1sec AlGaAs/GaAs vertically-stacked multiple QWRs 
were grown on [0 11] oriented V-grooved GaAs 
substrates with a V-groove period of 2 |xm 
[Fig.2(a)] at 630 °C using a low pressure (76 Torr) 
MOVPE system. Only the GaAs wire layers were 
grown by FME, while all the other layers were 
grown by the conventional MOVPE. The AlGaAs 
barrier layers between GaAs wire layers were kept 
thick enough to completely recover the shape of 
the V-groove bottom distorted by the growth of 
GaAs wire layer. Figure 2(b) shows the 
transmission electron microscopy (TEM) image of 
a 6-QWR sample. Figure 3 gives the growth rate 
of QWR at the V-groove center and that of the 
(001) mesa top quantum well measured from the 

TEM image as a function of TEGa flow rate, where the growth thickness per FME cycle is expressed 
by the (001) facet ML thickness (2.83 Ä). The growth rate of the QWR region (solid circle) does not 
increase linearly with the increase of TEGa flow rate, but is composed of several regions in which the 
QWR growth stops automatically independent of TEGa flow rate, in other words, is self-limited. The 
TEGa flow rate range of these self-limited growth regions becomes to be wider and the growth rate 
difference between adjacent regions becomes to be larger with increasing TEGa flow rate. Moreover, 
the growth rate changes rapidly from one to the other self-limited regions. The self-limiting effect of 
the QWR growth can also be clearly confirmed from the TEM image of the 6-QWR sample given in 
Fig.2(b). This sample was grown in the widest self-limited growth region (~ 1.36 ML/cycle), with the 
TEGa flow rate being increased by an amount of about 30 % from the first to the sixth QWR. Despite 
of the increase of TEGa flow rate, exactly the same shape was obtained for all these QWRs, while the 
thickness of the (lll)A side wall showed clear increase with the increase of TEGa flow rate. On the 
other hand, the (001) mesa top growth rate increases approximately linearly with the increase of TEGa 
flow rate and showed quite large dispersion from wafer to wafer. 

3. Discussion 

The above results represent a completely new type of self-limited growth which could not be explained 
by the existing self-limiting mechanism. We next consider the mechanism responsible for this new 
self-limited growth. In selective growth on patterned substrate, the Ga atoms migrate from facets with 
longer migration length to facets shorter migration length over a distance shorter than the average Ga 
migration length due to the difference of Ga migration length on different facets, and the equilibrium 
distribution of Ga atoms is mainly determined by the difference in migration length and the detailed 
geometry of the patterned substrate. As a result, the local growth rates of facets with shorter migration 
length will be selectively enhanced and this leads to the formation of quantum nanostructures [8]. On 
the other hand, the Ga migration length also changes greatly depending on the surface conditions even 
on the same crystalline facet [9]. In FME growth, due to the extremely low AsH3 partial pressure 
during TEGa flow and H2 purge periods, most of the Ga atoms are considered to remain un-bonded 
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Fig.2. (a) Layer structure of the vertically-stacked 

AlGaAs/GaAs multiple QWRs. 

(b) Cross-sectional TEM image of a 6-QWR sample. 
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with As atoms until the start of the AsH3 flow period. Surface reconstruction into stable 
microstructures is highly preferred on such surfaces toward the minimization of surface free energy by 
reducing the number of dangling bonds at some specific Ga compositions [10]. We propose that 
various stable surface reconstructions were formed at the V-groove bottom in the self-limited growth 
regions. The Ga migration length on the reconstructed stable surface is expected to be significantly 
prolonged compared with the case of un-reconstructed surface. Therefore, the excess Ga atoms at the 
V-groove bottom will migrate to the (001) mesa top or (lll)A side wall facets and hence the growth of 
QWR will stop automatically until the formation of a new surface reconstruction. We call this new 
self-limited growth as surface migration induced self-limited growth in the sense that it is based on the 
control of surface migration of Ga atoms to distinguish it from the conventional ALE growth. 

The significant meaning of this new self-limited growth for the fabrication of quantum 
nanostructures is obvious. If we do growth in the well-developed self-limited growth regions, 
atomically uniform QWRs or QDs can be fabricated easily even if there exist some fluctuations in the 
pattern size of the initial substrate which are inevitable due to the limited accuracy of the pattern 
preparation processes. In practice, the absence of size fluctuation between different wires at least for 
QWRs grown on 2 |xm pitch substrates has been confirmed by a micro-PL characterization [11]. In this 
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Fig.3. Growth rate of QWR at the V-groove center (solid circle) 
and that of the (001) mesa top quantum well (open square, 
open triangle, and solid triangle) as a function of TEGa 
flow rate. 

experiments, the micro-PL spectrum which 
comes from a single QWR showed the 
same overall linewidth as that of the 
macro-PL spectrum. Quantum nano- 
structures grown by this new technique are 
considered to be very suitable for the 
exploration of various new quantum effects 
which are hidden by size fluctuations in the 
conventional structures and also for the 
realization of high-performance devices. 

4. Conclusion 

A new self-limited growth based on the 
control of surface migration of Ga atoms 
during FME growth on patterned substrate 
was demonstrated. By the use of this new 
self-limited growth, atomically uniform 
semiconductor QWRs and QDs can be 
realized easily on substrates prepared by 
the conventional lithography and wet 
chemical etching techniques. 

Acknowledgements 

The authors would like to thank Dr. Tsunenori Sakamoto and Dr.  Keizuo Shimizu for their 
encouragement on this work. 

References 

[I] Arakawa Y and Sakaki H 1982 Appl. Phys. Lett. 40 939-941 
[2] Kapon E, Hwang D M and Bhat R 1989 Phys. Rev. Lett. 63 430-433 
[3] Pfeiffer L N, West K W, Stornier H L, Eisenstein i P, Baldwin K W, Gershoni D and Spector J 1990 Appl. Phys. Lett. 

56 1697-1699 
[4] Leon R, Petroff P M, Leonard D and Fafard S 1995 Science 267 1966-1967 
[5] Kobayashi N, Makimoto T and Horikoshi Y 1985 Jpn. J. Appl. Phys. 24 L962-L964 

[6] Wang X L, Ogura M and Matsuhata H 1995 Appl. Phys. Lett. 66 1506-1508 

[7] Wang X L, Ogura M and Matsuhata H 1995 Appl. Phys. Lett. 67 3629-3631 

[8] Kapon E 1994 Epitaxial Microstructures (New York: Academic) 
[9] Osaka J, Inoue N, Mada Y, Yamada K and Wada K19907. Cryst. Growth 99 120-123 

[10] Biegelsen D K, Bringans R D, Northrup J E and Swartz L -E 1990 Phys. Rev. B41 5701-5706 
[II] Bellessa J, Voliotis V, Grousson R, Wang X L, Ogura M and Matsuhata H 1997 Appl. Phys. Lett, (in press) 



75 

Fabrication of InGaAs Quantum Wire Structures by As2 Flux 
in Molecular Beam Epitaxy 

Takeyoshi SUGAYA1, Yasuhiko TANUMA2, Tadashi NAKAGAWA1, 
Yoshinobu SUGIYAMA1 and Kenji YONEI2 

1Electrotechnical Laboratory, 1-1-4, Umezono, Tsukuba 305 Japan 
2Shibaura Institute of Technology, 3-9-14, Shibaura, Minato-ku Tokyo 108, Japan 

Abstract. InGaAs/InAlAs quantum wire structures on V-grooved substrates have been fabricated under As2 

flux by molecular beam epitaxy. Under As2 flux, a smaller number of In atoms migrate than those under 
As4 flux to the V-groove bottom from the sidewall surface. The InAlAs layer on the V-grooved InP substrates 
grown under As2 llux preserves the V-shape, whereas the V-shape cannot be preserved and the quantum wire 
structures cannot be fabricated under As4 flux. The InGaAs quantum wires grown under As2 flux have good 
optical property. 

1. Introduction 

Semiconductor quantum wires, in which carriers are confined to one dimension, have been 
extensively studied for the application to novel optoelectronic devices. As a promising method to 
fabricate the quantum wire structures, a selective growth of HI-V semiconductors on non-planar 
substrates has been studied. A large number of works of the GaAs or InGaAs quantum wire 
structures fabricated by the selective growth on non-planar substrates using metalorganic chemical 
vapor deposition (MOCVD) as well as molecular beam epitaxy (MBE) have been reported [1-5]. 
The fabrication of GaAs quantum wire structures on V-grooved substrate and its application to a 
laser structure have been rep orted by M OCVD [ 1 ]. The InGaAs quantum wires having InP barrier 
layers on V-grooved InP substrate were also fabricated by MOCVD [2]. 

For the MBE, InGaAs quantum wire structures have been fabricated on the (411)A ridge 
structures which is formed during the growth at high temperature (>580°C) [5]. In the case of the 
conventional InGaAs/InAlAs MBE using As4 flux, V-grooved substrate cannot be applied because of 
the strong migration of In atoms which destroys the V-groove shape during the InAlAs buffer layer, 
or barrier layer, formation [6]. The InGaAs quantum wire structures cannot be fabricated on the V- 
grooved substrate in the MBE using As4 flux. In our previous works, a suppression of the 
surface diffusion of Ga atoms under As2 flux have been demonstrated. In this paper, we report the 
preserving V-shape grooves due to the suppression of In migration under the As2 flux. Also we 
report the successful formation of the InGaAs/InAlAs quantum wire structures on the V-grooved InP 
substrates with As2 flux at the temperature of 475°C. 

2. Experiment 

To investigate the difference of In migration under As2 and As4 flux, InAs layers were grown on 
non-planar InAs substrates with As2 or As4 flux. The non-planar structures were prepared by 
photolithography followed by chemical etching in an etchant based on citric acid for 30s. The 
depth of the etching was about lOOOnm.      Line-and-space patterns were formed along [110] 

CCC Code 0-7803-3883-9/98/$ 10.00 © 1998 IEEE 
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direction. After thorough degreasing, the substrates were loaded into MBE chamber and cleaned 
with atomic hydrogen at 400°C for 10min [7]. The growth rate of InAs was 500nm/h. During 
the growth, the beam pressure of In was 3xl0~5Pa, and those of As4 and As2 were 4xlO"4Pa, 
respectively. These values were measured with an ionization gauge at the substrate position. 
The As2 flux was generated by cracking As4 molecules. 

To grow InGaAs quantum wire structures, the non-planar structure with V-grooves consisting 
of (211)A sidewalls and (001) flat surfaces was prepared on a (001) InP substrates by chemical 
etching in HCl:CH3COOH:H202(1:2:1 by volume) for 2min. The atomic hydrogen cleaning was 
performed at 350°C for 5min. The growth rates of InAlAs and InGaAs were 360nm/h and 
350nm/h, respectively. The compositions of InAlAs and InGaAs layers were lattice-matched to InP 
on the flat (001) surfaces. The growth temperatures were 475°C with no substrate rotation. 
Two samples were made, one with the InAlAs barrier layer grown with the As4 source, and the other 
with the As2 source. The beam pressures of In, Ga and Al were lxl0"5Pa, 6xlO"6Pa and 2xlO"6Pa, 

respectively, and those of As4 and As2 were 4xlO"4Pa. The thicknesses of InGaAs quantum wire 
layer, and first and second barrier layers of InAlAs were 4nm, 500nm and 200nm, respectively. 
These thicknesses were obtained on the flat (001) substrate. Scanning electron microscopy (SEM) 
observations and photoluminescence (PL) measurements of these structures were performed. 

3. Results and Discussions 

Figure 1 demonstrates the effect of As2 flux for the InAs growth on the patterned substrates. 
The thickness of the grown InAs is 500nm. The layers in Figs. 1(a) and 1(b) are grown under As4 

and As2 flux, respectively. In Fig. 1(a), the increase in the growth rate of InAs near the edge of the 
sidewall is observed. This is due to the migration of In atoms from the sidewall to the (001) 
surface [8]. The increase in the growth rate is not observed in Fig. 1(b). This phenomenon 
clearly shows that fewer In atoms migrate from the sidewall to the (001) surface under As2 flux. 
The mechanism of the difference in surface diffusion is due to the difference in the interaction kinetics 
of group- III atoms and As4 or As2, which occurs on all planes as reported previously [9]. 

For the growth of quantum wires in the V-grooves, the formation of a barrier layer, while 
maintaining the sharp groove, is necessary.      This requirement is fulfilled by the smaller migration of 

[001 

'U 
[HO] 

(a) (b) 
Fig.l Cross-sectional views of InAs layers grown on patterned substrates.   The InAs layers of (a) 
and (b) were grown with As4 and As2, respectively.    The thickness of grown layer was 500nm. 
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(a) (b) 
Fig.2 Cross-sectional views of InGaAs/InAlAs quantum wire structures perpendicular to [1-10]. 
The InAlAs barrier layers of (a) and (b) were grown with As4 and As2, respectively.    The 
InGaAs quantum wire was fabricated only with As2 flux. 

group-Ill atoms under As2 flux as shown in Fig. 1. Figure 2 shows the effects of As2 flux for the 
fabrication of InGaAs/InAlAs quantum wires on the V-grooved InP substrates. The InAlAs barrier 
layers in Fig.2(a) and Fig.2(b) were grown by As4 and As2, respectively. The InGaAs quantum 
wires for both samples were grown under As4 flux to enhance the migration of the group-III atoms. 
Although the V-grooves before the barrier layer growth are identical for these two samples, they 
differ in their profile after the first barrier layer growth. For the As4-grown sample, the V-shape 
disappears as shown in Fig.2(a) and no quantum wire is formed. The As2-grown sample preserves 
the initial profile and distinct quantum wire structure is obtained as shown in Fig.2(b). These 
phenomena are caused by the difference in the surface diffusion of In atoms under As4 and As2 fluxes 
as shown in Fig.1. The larger numbers of In atoms migrate to the bottom of V-groove from the 
sidewall surfaces under As4 flux and the V-shape is destroyed. Under the As2 flux, because the 
migration of In atoms is small, the V-shape is preserved. 

Figure 3 shows the photoluminescence spectra of other two samples, one has the InGaAs 
quantum wire structures and the other has not any InGaAs wires as shown in the inset. The PL 
measurement was performed at 15K using Ar+ laser (A,=514.5nm) and Ge photodetector. The 

diameter of excited area was 200um and the numbers of excited V-grooves was about 50. The 

quantum wire has a triangular cross section with 12nmx80nm side dimensions by SEM observation. 
The broken line in Fig.3 is a spectrum for the sample which have flat bottom regions and no InGaAs 
quantum wire structures. It has only one peak at around 1150nm which originates from quantum 
wells on flat (001) ridge and bottom regions. The solid line in Fig3 is a spectrum for the sample 
which have InGaAs quantum wire structures. The PL peak at around 1320nm originates from the 
quantum wires because this peak is not observed from the sample without the quantum wires. 
The transition energy of the quantum wires is 0.939eV and the energy difference from the InGaAs 
bulk transition grown at the V-groove bottom is 105meV. The theoretical value of the transition 
energy of the quantum wires is 0.910eV, which is obtained by a model of the parabolic quantum-wire 
potential-well [10] and is in agreement with the result of the PL measurement. The full width at half 
maximum of the quantum wires peak is 38meV. This result indicates that the InGaAs quantum 
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Fig.3 PL spectra of two samples, one has InGaAs quantum wires and another has not any InGaAs wires. 
PL peak around 1320nm originates from InGaAs wires. 

wire structures have good optical quality.      The peak at around 1240nm in the solid line originates 
from (001) ridge quantum wells, in which the thickness of the well becomes thicker than that of the 
broken line.       That is due to the migration of In and Ga atoms from the sidewall surfaces to (001) 
ridge surfaces which is narrower than that of the broken line's sample.      The weak broad peak at 
around 1120nm may be due to (311)A quantum wells, or some impurities or defects in the InAlAs 
layer grown on the sidewalls.       Cathodoluminescence measurements confirmed above positional 
assignment.    Although InGaAs and InAlAs layers are lattice-matched to InP on (001) flat region, the 
precise composition in the wire region and the surrounding barriers are not clear at present.    The 
compositional change in the larger area grown on the patterned InP was reported previously [4]. 
Further studies are required to determine precise composition in the wire region. 

4. Conclusions 

In summary, we successfully fabricated the InGaAs quantum wire structures having InAlAs 
barrier layer grown with As2 flux on V-grooved substrates by MBE. Under As2 flux, a smaller 
number of In atoms migrate to the (001) surface and the bottom of V-groove from the sidewall 
surfaces than those under As4 flux The growth of InAlAs on the V-grooved substrate could not 
preserve the V-shape under As4 flux, whereas the shape was preserved under As2 flux. The 
InGaAs quantum wires were fabricated only under As2 flux, and the quantum wires had good optical 
quality. 
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Abstract We present a new structure to reduce impurity scattering in remotely doped GaAs and (Galn)As 
single quantum wells by using heavy-mass X-electrons in the short-period AlAs/GaAs superlattice barriers to 
smooth the potential fluctuations of the ionized Si dopants. In 10-nm GaAs SQW electron mobilities as high 
as 120 nr/Vs at electron densities of 1.2»1016 m"2 are obtained in the one-subband conductivity mode without 
any parallel conductance. In the case of (Galn)As SQW the reduction of the impurity scattering manifests 
itself in the increase of the single particle relaxation time. The design limits to achieve these ultra-high 
conductivities in terms of layer sequence and growth parameters are discussed. 

1. Introduction 

Two-dimensional electron gases (2DEG) with ultrahigh conductivity are important for both 
fundamental research and for applications in low-noise and high-frequency devices [1]. However, 
remote impurity scattering (RIS) at the randomly distributed dopants becomes one of the main 
limitations for achieving high conductivities. We have proposed a new concept to reduce RIS in GaAs 
single quantum wells (SQW) with high carrier concentration and thereby significantly increased the 
mobility, i.e. by means of the nx\i - product, the conductivity [2]. In this presentation we review the 
applicability of our concept for GaAs as well as for (InGa)As SQW. 

2. Concept to reduce remote impurity scattering 

To get enhanced conductivity the fluctuations of the scattering potential (FSP) caused by the 
randomly distributed remote dopants have to be smoothed. For this purpose we use barriers consisting 
of short period AlAs/GaAs superlattices (SPSL) instead of ternary (AlGa)As. The superlattice period is 
chosen short enough to get the X-like conduction-band states the lowest energy states in the AlAs 
sequence of the SPSL. At high enough doping concentration these states become occupied with 
heavy-mass X-electrons which are located close to the doping layer (Fig.l). The heavy-mass of the 
carriers provides a high screening capability. Additionally, their Bohr-radius aB as well as their 
nominal distance from the doping layer is smaller or nearly equal to the average distance between the 
Si-dopant atoms. Therefore, the X-electrons can be very easily localized at the minima of the 
fluctuating potential, hence smoothing the FSP. As a result, with X-electrons in the SPSL the mobility 
of the electrons in the GaAs SQW can be considerably increased. 

3. Configuration of layer structure 

The structures were grown by solid-source molecular beam epitaxy on GaAs (001) substrates. The 
free carriers in the 10 nm GaAs or (InGa)As SQW are provided by remote 8-doping with Si. The 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Fig. 2 Magnetic field dependence of pxx and p.vy at 
T=0.33 K in GaAs SQW with X-electrons on both 
sides of the QW sample. A'S=2.5'10"' m"2 

barriers of the SQW consist of several periods of 4ML AlAs / 8ML GaAs SPSL. As indicated in 
Fig. 1, on both sides of the SQW single Si 5-doping sheets with a doping concentration of Nd were 
inserted into a GaAs layer of the SPSL at a spacer distance ds- The low-temperature magnetotransport 
properties were studied on samples with Hall-bar geometry including a Ti/Au gate electrode to change 
the electron density. 

4. Magnetotransport measurements 

To demonstrate the applicability of our concept we show in Fig. 2 the dependence of the components 
of the resistivity tensor plA- and pxy on the magnetic field in a GaAs SQW at low temperature. Very high 
mobilities |0. =120 m2/Vs at high electron densities n up to 1.2-1016 m"2 have been obtained. The single- 
subband occupation is manifested by the one-frequency Shubnikov-de-Haas (SdH) oscillations of the 
corresponding axx component of the conductivity tensor. At temperatures of T = 0.3 K and 77 K we 
found the maximum value of the product nxu.=1.4«1018 (Vs)"1 and 4.2«1017 (Vs)"1, respectively. These 
values are comparable to the highest conductivities in experiments with SQW's at low temperatures, 
T<1 K [4,5]. However, our nxu-product at T=77 K is several times higher than so far reported for 
2DEGs [6]. In the (InGa)As SQW the alloy scattering is dominating. However, to achieve very high 
electron densities in these SQWs the spacer distance ds must be low and RIS may become important. 
To demonstrate the suppression of RIS by X-electrons even in (InGa)As SQWs we show in Figs. 3a,b 
the results of low-temperature magnetotransport measurements. In sample SI (Fig.3a) X-electrons are 
present on both sides of the SQW, while in sample S2 (Fig. 3b) the X-electrons on the surface side of 
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Fig. 3a Magnetic field dependence of p„ and 
p.„. at T=0.33 K in In0.2Ga0.sAs SQW with X- 
electrons on both sides of the QW sample SI, 
JvM'1016 m2nsm = 3-1016 m"2 and 0.7-1016 

m"2 for the first and second 2D sublevel, 
respectively. 

Fig. 3b Magnetic field dependence of p„ and 
p„ at T=0.33 K in In0.2Ga<,.8As SQW with X- 
electrons removed from one side of the QW 
sample S2, nSlW = 2.9-1016 m"2 and 0.6-1016 m" 
2 for the first and second 2D sublevel, 
respectively. 

the SQW are removed by etching a thin surface layer. Careful analysis of the SdH oscillations reveals 
two occupied subbands no and «/ with similar occupation in both samples. The Hall mobilities 
u. H =piy(0)/pxx(0) which we expect to be mainly determined by alloy scattering are similar in the two 

samples, too. Significant differences are seen in the amplitude of the SdH oscillations which contains 
information about the single-particle relaxation time x .,. In comparison to sample S2, x ., is higher by a 
factor of 4.5 in sample SI, containing X-electrons on both sides of the SQW. This indicates a stronger 
reduction of the RIS by X-electrons in the barrier. Although the low-temperature mobility is lower in 
the case of the (Galn)As QW compared to the GaAs QW due to alloy-scattering, the high carrier 
density of 4*10 
structures. 

m"" is promising to provide high conductivity at high field applications of device 

5. Design Limits and Durability 

There are strict design conditions for which we get reduced RIS in our modulation-doped GaAs QW. 
The concept is effective only if dopant segregation and intermixing of the SPSL barrier are avioded. 
This is important, i.e., if we want to be flexible in placing the dopant sheet at discrete separations to 
the well. For instance, by reducing the SPSL period from 12 ML to 6 ML the carrier concentration is 
not effected, but the mobility decreases by a factor of about 8. This mobility reduction is probably 
caused by intermixing and dopant segregation. It is known that a unidirectional segregation of Ga from 
GaAs into Al As at the GaAs/Al As interface exists [7]. This Ga segregation leads to an intermixing of 
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the SPSL components. The intermixing process develops inhomogeneously depending on the actual 
defect structure of the surface (terrace-step structure). The process will be more pronounced the 
smaller the individual SPSL layers are. As a consequence the dopant segregation towards the SQW 
interface in the growth direction is enhanced leading to an increase of RIS. Additionally, strong 
intermixing can lift the type II SPSL character. Growing the whole structure at a constant substrate 
temperature of 580°C also leads to a loss of the extremely high electron mobility because of similar 
reasons. Therefore, the achievement of smooth SQW interfaces and the suppression of dopant 
segregation in combination with intermixing effects must be balanced by an adequate choice of growth 
temperatures. 
With optimized structure design and growth conditions the remotely doped SQWs with SPSL barriers 
presented here are less sensitive to interfaces and steps introduced by patterning of the underlying 
template (substrate) prior to MBE growth. We have demonstrated this unique durability by fabricating 
the GaAs SQW structure as described before on pattered substrates. The measured low-temperature 
carrier concentration of lxlO16 m"2 and mobility of 50 m2/Vs evidence a minor degradation only. This 
durability of the structure is very promising to realize three-dimensional architectures (e. g. back- 
gating, parallel conducting channels, etc.) in advanced electron devices 

6. Conclusions 

In conclusion, we have shown that the impurity scattering in remotely doped GaAs and (InGa)As 
SQW can be reduced effectively by the presence of heavy-mass X-electrons in the direct vicinity of the 
doping atoms in the barrier. These X-electrons exhibit an extremely high screening capability and are 
able to smooth the potential fluctuations, caused by the random distribution of the dopants. At low 
temperatures they are localized and do not contribute to the conductivity. This opens new possibilities 
for device applications. The high electron conductivity may be decreased by dopant segregation in 
combination with intermixing effects in ultra-short period superlattices. With an adequate choice of the 
growth procedure these detrimental effects can be minimized. 
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Abstract. InAs and InAs/GaSb/AlSb based resonant interband tunneling diodes are grown selectively in 
open windows on patterned GaAs substrates. The patterning is carried out by using a recently discovered 
resistless process wherein the GaAs surface is modified in the light exposed regions into forming a stable 
gallium oxide mask that can withstand InAs selective growth conditions. The one-step process used here 
replaces multi-step processes typically used to pattern the silicon nitride or oxide conventionally used as a 
mask for selective growth. It brings about many advantages such as cleanliness, reduction in cycle time, and 
improved compatibility with cluster tools. 

1. Introduction 

Selective area epitaxy (SAE), in which a substrate is patterned with a mask to enable the growth of 
epitaxial material in the open windows, has been a useful technique in fabricating novel devices [1]. 
Materials such as GaAs, InP, and InGaAs have been selectively grown using MOCVD and CBE on 
patterned substrates [2,3]. The selective growth of InAs has also been reported on a nitride patterned 
GaAs substrate [4]. InAs selective growth opens up possibilities of novel devices and the complex 
device integration of resonant tunneling diodes (RTTDs) and FETs into such devices as resonant 
interband tunneling FETs (RITFETs) [5]. InAs, with its narrow bandgap (0.36eV), high electron 
mobility, and close lattice matching to GaSb and AlSb, enables the fabrication of these structures. In the 
past, selective InAs growth (and growth of other compounds) has been reported on silicon nitride and 
oxide patterned wafers and a number of challenges. The quality of the mask, particularly the cleanliness 
of a mask patterned using photoresist, is a significant factor in determining the selectivity of the grown 
material. Conventionally, silicon nitride is deposited on GaAs wafers by plasma enhanced chemical 
vapor deposition and patterned using photolithograpy and reactive ion etching. After pattern transfer, the 
resist mask is removed using an oxygen plasma. Prior to loading the wafers into the CBE system, they 
are cleaned in a dilute NH4OH solution. Any particulates present on the mask surface, even on an atomic 
scale, can act as nucleating sites for atoms during growth and result in poor selectivity. Growth on top 
of the nitride, under these circumstances, appears as polycrystalline material. Complex multi-step 
cleaning processes are used to ensure an atomically clean surface in order to grow selective InAs. 

In this paper we discuss how^ many of these patterning and growth related issues are resolved using 
the recently discovered resistless process of patterning GaAs wafers. Selective RTTDs are fabricated 
utilizing this technique as described in this paper. Details on substrate patterning and the selective growth 
of InAs as compared to the conventional approach, and the results of the fabrication and electrical 
characterization of RTTDs are presented. 

2. Experimental procedures 

In the resistless process, a conventional chrome-on-glass mask is placed on an epi-ready GaAs substrate 
and exposed to collimated UV lights which can be 185 nm light that is typically used in ozone cleaners or 
248 nm light [6]. The substrate was exposed for a total of three minutes under room ambient conditions. 

CCC Code 0-7803-3883-9/98/S10.00 © 1998 IEEE 
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As Overpressure (arrival in ML/s) 

Fig. 1. Phase diagram showing the maximum 
temperature where InAs can be grown under group 
V stable conditions for increasing arsenic arrival 
rates and a constant In arrival rate of 0.6 ML/s. 
The dotted line indicates the boundary of selective 
growth. 

flux.   The substrate was subsequently cooled to approximately 500 
performed. Trimethylindium (TMI) and arsine were used as sources for the growth of InAs 
Al and Sb were used for the growth of antimonides in the RITD device structure. 

3. Results and discussions 

The native oxide on GaAs substrates in the form of 
gallium arsenic oxide = 10Ä thick is modified into a 
more stable gallium oxide ~ 15 Ä thick as measured 
by an ellipsometer [7]. In vacuum, the native oxide 
desorbs at 580 °C whereas the modified oxide has a 
higher desorption temperature of ~ 645 °C. In 
comparison to a multi-step conventional process 
using photoresist, extremely clean patterned 
substrates can be obtained in just one step. 

Epitaxial growth was performed in a Fisons V90- 
H CBE system on 3" UV patterned (100) n+ GaAs 
substrates. A 15 KeV reflection high energy electron 
diffraction (RHEED) system at an electron beam 
angle of about 1.5° was used to determine growth 
conditions and growth rates. Surface temperature 
was measured using an IRCON infrared optical 
pyrometer. Arsine was injected through a cracker cell 
that was operated at 900 °C for complete dissociation 
of arsine into dimeric arsenic. The native oxide was 
first desorbed by heating the substrate to above 580 
'C and annealing it for 10 minutes under an arsenic 

t and selective InAs growth 
Solid Ga, 

The quality of the mask plays a very important role 
in our ability to grow InAs selectively because of the 
small available growth window. This can be 
understood by examining the phase diagram in Fig. 
1 which shows the V/HJ ratios required for the 
growth of InAs at varying substrate temperatures. 
The area below the curve represents the region 
where stoichiometric InAs grows under a group V 
stable (2x4) reconstruction as determined by 
RHEED. The curve is shown for an In arrival rate 
of 0.6 ML/s. Even at temperatures lower than 450 
°C, there is a finite group V desorption rate from the 
InAs surface and hence As flux greater than that of 
the arrival rate of In is needed to keep the surface 
stable. As the substrate temperature increases for 
the same arrival rate of In, an increasing amount of 
As is needed to prevent the surface from turning In 
rich. At temperatures higher than 520 °C, the high 
As over-pressure needed may push the chamber 
pressures to impractical values. Thus, in reality, 
temperatures close to 510 °C or below represent an 
acceptable upper limit. 

On the other hand, selective InAs growth on patterned GaAs substrates is possible only at 
temperatures higher than 500°C. At lower temperatures the adatoms on the mask are not able to 
overcome the activation barrier for desorption and hence nucleation begins, resulting in polycrystalline 
InAs. Thus, the temperature window where InAs can be grown selectively is about 10-15°C. At 
substrate temperature close to 500 °C, sufficient arsenic over-pressure is needed to grow InAs under As 

Fig. 2. Scanning electron microscope image of 10 
urn square mesas of 1 Jim thick selective InAs grown 
on a resistlessly patterned GaAs substrate. 
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Fig. 3. Cross-section schematic of an RITD structure 
fabricated. 

stable conditions; at the same time, too high a V/HI ratio will render the surface hazy as a result of three- 
dimensional InAs growth on a GaAs substrate. These boundaries define a narrow window for the SAE 
of InAs as indicated by the shaded region marked 'selective' in Fig. 1. This understanding further 
elucidates the need to measure surface temperature accurately in order to carry out InAs SAE. The 
surface temperature, as measured by the pyrometer is a function of a number of factors such as type of 
substrate, type of mask, area of pattern coverage, InAs thickness, doping, and other hot sources 

radiating in the chamber. Some of these factors, 
such as the narrow bandgap of the growing material 
that absorbs radiation more efficiently and results in 
an increase in temperature as layer gets thicker, are 
unique to InAs SAE. These factors are not 
significant while growing selective GaAs. Other 
factors, as discussed below, are sensitive to the 
mask. The conventional nitride mask used for SAE 
tends to result in a higher measured temperature as a 
result of a difference in emissivity from that of the 
epilayer. The offset is a function of the area of the 
surface covered by the mask. In addition, the hot 
sources present inside the CBE chamber generate 
light which are reflected from the masked and 

unmasked areas and the nitride mask tends to reflect light different from that of InAs and accurate 
temperature measurement and compensation can be difficult. Surface roughness or a small amount of 
nucleation on the mask can also reflect heat from the sources into the pyrometer showing an increase in 
temperature. It is important to absolutely prevent any nucleation on the surface since this will cause a 
pseudo temperature rise which when corrected for, will throw growth into a positive feed back loop 
ruining selectivity. Temperature correction during SAE of InAs has to take into account all of these 
above mentioned factors; inappropriate temperature correction will result in poor selectivity. 

The thin, very clean gallium oxide mask, with an emissivity close to that of the substrate, eliminates a 
few of these problems and makes the selective growth process easier and better controlled. The 
elimination of photoresist on the surface helps keep the surface extremely clean, preventing any 
extraneous material from affecting selectivity. Fig. 2 shows 10 |im square mesas of InAs grown on 
resistlessly patterned (100) GaAs substrates. The layers correspond to a bulk InAs thickness of lum in 
the [100] direction. Along the [011] direction, vertical sidewalls with clear (011) facets are seen. 
Extremely smooth (101) facets are obtained for 45° 
oriented features. In the [OH] direction, distinct 
Ga-terminated (lll)A and (311)A facets are 
obtained. The facets are a result of the net growth 
rate in each crystallographic direction, which in turn 
is a function of the V/TTI ratios, substrate 
temperature, shadowing effects due to orientation of 
the lines, epitaxial layer thickness and the source 
substrate geometry. No deterioration in the mask is 
observed during the selective growth of InAs. 

4. Device results 

The cross-sectional schematic of a selective RTTD is 
shown in Fig. 3.   It consists of a 1 um thick 2 x 
1018 cm-3 Si doped InAs layer, on top of which is 
the active region consisting of a 6.5 nm GaSb layer 
sandwiched between 2.5   nm AlSb  and  10 nm 
unintentionally doped    InAs [6], and 200 nm of  F* 4-     Scanning electron microscope image of a 
doped InAs which acts as the top contacting layer.     J^^^^ST RIT° grow" °n resiSÜMS,y 
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The selective growth of InAs was carried out under conditions described in the previous section on a 
resistlessly patterned n+ GaAs substrate. 

A scanning electron microscope picture of the structure is shown in Fig. 4.   Even though the InAs 
below the active region was grown selectively, the AlSb in the active region was non-selective and this 
gave rise to the subsequent nucleation of InAs on top of the AlSb, seen as small polycrystalline deposits 
on top  of the  oxide.      Ohmic  contacts   are 
evaporated  and   a  quick   InAs   wet  etch   is 
performed to remove the polycrystalline InAs 
deposited on the mask.  However, it is possible 
to use InAs directly to contact the RUD in 
integrated device structures, without the need for       _, 
contact metal evaporation. The room temperature      "g 
I-V characteristics of the RTTD are shown in Fig.       ^ 
5.   The peak to valley current ratio (PVCR) is a       £ 
parameter typically used to evaluate resonant       ""' 
tunneling devices.  Room temperature PVCRs in 
the 10-15 range have been obtained, and these 
results are comparable to the conventional RITDs 
fabricated by etching layers grown on planar 
substrates and to those grown selectively using a 
nitride patterned GaAs substrates [2,6]. 

4 . 
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5. Summary 
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Fig. 5. Room temperature IV characteristics of a 
selective RITD showing PVCR. 

GaAs substrates are patterned without using any photoresist in a simplified one-step process. Extremely 
clean surfaces are obtained with a thin gallium oxide mask and this simplifies the selective growth 
process of InAs as compared to growth on a conventional nitride patterned GaAs. SAE of InAs was 
utilized to demonstrate RTTDs with characteristics comparable to those seen in conventional RTTDs that 
are processed on planar substrates. Selective growth results in well defined crystallographic facets and 
the thin gallium oxide mask can be used further to obtain a higher degree of device integration and more 
complicated device structures that are not easily possible with post growth patterning. 
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Ordered incorporation of dopants in GaAs: A new route to overcome solubility 
limits 
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Paul-Drude-Institut für Festkörperelektronik, D-10117 Berlin, Germany 

Abstract. An analysis of atomic configurations during Si incorporation in GaAs by MBE has been performed 
using RHEED and reflectance difference spectroscopy (RDS). It provides a direct explanation for the diffe- 
rent findings of the maximum sheet electron concentration in Si-delta doped GaAs reported in literature. 

1. Introduction 

An important issue for Si 8-doping of GaAs as well as for very heavily doped bulk-type material is the 
saturation mechanism of the free carrier concentration. Different mechanisms of structural or of 
electronic type might by operative [1,2]. The structural mechanism involves the Si incorporation 
kinetics that can be varied by the structure of the initial surface and by the Si deposition conditions. 

2. Experiment 

Si was deposited at conditions of high adatom mobility on singular and on toward (lll)Ga misorien- 
ted GaAs(001)(2x4) surfaces. RHEED and RDS data were measured simultaneously. The recorded 
RDS signal is the real part of the reflectance anisotropy Ar I r = 2 ( rfno] - '"[no]) / ( if 10] + >"[uo])- 

3. Results and discussion 

3.1. Free carrier concentration 

The effect of Si deposition conditions on the carrier concentration is apparent from the data of Fig. la. 
The samples of curve 1 were prepared by pulsed deposition (5.8xl012 atoms cm"2 in 60 s, interruptions 
of 90 s) at 590°C and by GaAs overgrowth at 540°C and an As4 pressure yielding the (2x4)a structure 
[3]. Data for 8-doping at 590°C during continuous Si supply and GaAs overgrowth [4] are displayed in 
curve 2. Curve 3 [5] represents conventional 8-doping at lower temperature and higher As surface 
coverage than used in this work. In contrast to conventional 8-doping there is no rapid decrease in the 
carrier concentration for pulsed Si deposition at 590°C and GaAs overgrowth at 540°C. Comparison of 
the corresponding SIMS profiles reveals that the distribution of segregated Si atoms is narrower with 
pulsed Si supply than with continuous Si supply. Consequently, the differences in the maximum sheet 
carrier concentration cannot be explained by a concentration dependent reduction of the electrical 
activity of incorporated Si atoms due to the solublity limit and random distribution on lattice sites. 

3.2 Dopant incorporation model 

Insight into the Si surface distribution is given by monitoring the reconstruction during Si supply. Fig.2 
shows a RHEED-intensity linescan plot taken in the [110] azimuth for pulsed Si supply on the vicinal 
surface. During deposition of 0.4 ML Si the half-order streak due the initial (2x4) structure splits into 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Fig. 1. Sheet carrier concentration vs. Si sheet doping concentration (a) and vs. As4 pressure during GaAs overgrowth (b) 
for pulsed 8-doping at 590°C on vicinal GaAs(001)2° and overgrowth at 540°C - curve 1. Curve 2 [4] refers to 8-doping 
with continuous Si supply at 590°C (control experiment represented by triangle) and curve 3 [5] to conventional 8-doping 
on the singular surface. Si concentration in (b) 1.4xl014 cm". 

asymmetric third-order streaks due to (3x2) domains [6] until symmetric third-order streaks due to an 
ordered (3x2) structure appear. In the present case the (3x2) symmetry is maintained up to 1.2 ML Si. 
Using the difference function approach between RD spectra of Si-covered and bare surfaces we have 
found that differently terminated surfaces of the same symmetry exist [7]. The 5RD spectrum for 0.3 
ML Si (Fig. 3a) is characterized by a negative shoulder at 2 eV due to Ga dimers [8] and a minimum at 
4 eV. Comparison with the RD spectrum from vicinal Si(001)(2xl) [9] allows to identify the latter as 
optical anisotropy due to Si dimers on the (3x2)oc surface (Fig. 4c). The 8RD spectrum for 0.7 ML Si 
(Fig. 3b) is dominated by a minimum at 4.3 eV combined with a maximum at 3.7 eV. Comparison with 
the RD spectrum for As-terminated Si(001):As(lx2) [10] reveals that the 4.3 eV feature is an As dimer 
related transition. The (3x2)ß structure is thus terminated by As dimers (Fig. 4d). 
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Fig.2. RHEED-intensity linescan plot (a,b), and 3.8 eV RDS 
transient (c) vs. Si coverage. The RHEED plot includes the 
fractional order  spots  between the 00 and 01 streaks. 
GaAs(001)2°, 590°C, pulsed Si supply, lxlO-6 Torr As4. 

Energy (eV) 
Fig. 3. 8RD spectra (thick lines) for (a) 0.3 and (b) 0.7 ML 
Si and their comparison with the RD spectrum (thin line) 
for Si(001)(2xl) [9] and Si(001):As(lx2) [10], respectively. 
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These findings lead to the Si incorporation model depicted in Fig. 4b,c,d for deposition on 
GaAs(OOl) with a (2x4)oc structure which is characterized by a complete Ga plane in the second layer 
[11]. The existence of Si dimers already in early incorporation stages is evident from the clear 4 eV 
feature in 5RD spectra for 0.02 ML Si, the lowest coverage measured. During Si incorporation on top 
of As, the As atoms marked by a cross undimerize and rearrange themselves, thereby bridging the 
trench and creating new adsorption sites for Si. The exposed Ga atoms dimerize if neighboured. In the 
ideal case, after deposition of 1/3 ML Si this process results in the (3x2)a structure which is highly 
anisotropic since the bond directions of the Si dimers and of the Ga dimers as well as the missing atom 
rows are all aligned along [110]. Above 0.3 ML the combined incorporation of Si and As atoms leads 
to the (3x2)ß structure with As-dimer rows on top of Si in the second layer. In the ideal case, this 
structure is completed with 2/3 ML Si deposition. Since the As-dimer bonds are now perpendicular to 
the missing atom rows, the optical anisotropy is reduced. 

The change in anisotropy at the (3x2)a to (3x2)ß transition is a reflected as sharp minimum in 
the RDS transient recorded at 3.8 eV (Fig. 2c ). The coverage required for this minimum provides a 
quantitative measure for the number of available Si incorporation sites. As the 3.8 eV RDS transients 
for continuous Si deposition on singular and vicinal surfaces with 1° and 2° misorientation of Fig. 5a 
show, the misorientation has a strong influence on the incorporation. The first minimum in the 
transients, due to completion of the (3x2)oc structure, is shifted from 0.7 ML for the singular to 0.35 
ML for the 2° misoriented surface. The stability range of the considered GaAs(001)(2x4)a structure is 
narrow, this structure is probably not an equilibrium phase [11]. The usually observed (2x4) 
reconstruction on the singular surface corresponds to the ß2 structure with two As dimers per unit 
mesh in the topmost layer, a missing Ga row in the second layer and an additional As dimer in the third 
layer [12]. The unoccupied Ga sites in the trenches provide incorporation sites for 0.25 ML Si. As 
shown in an STM study [13] for the same deposition parameters, the Si indeed preferentially occupies 
these vacant second layer Ga sites, and adjacent Si atoms are eventually covered with As, bridging the 
missing dimer trenches. Thus the combined filling of the trenches and the completion of the (3x2)a 
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Fig. 4. Surface configurations during Si incor- 
poration (a) in trenches of the (2x4)ß2 struc- 
ture and (b) on top layer As dimers of the 
(2x4)a structure; (c) fully developed (3x2)a 
and (d) fully developed (3x2)ß structure. 

Fig. 5. 3.8 eV RDS transients (a) and RHEED-intensity linescan plots (b) 
for continuous Si deposition onGaAs(OOl) with different misorientation 
toward (11 l)Ga; 5xl010 Si cm-2^', 560°C, 2XKT6 Torr As4. 
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structure (Fig. 4a,c) requires the deposition of (1/4+1/3) ML Si. This value agrees well with the first 
minimum in the RDS transient for the singular surface. The minimum is shifted to a lower coverage for 
1° misorientation and reaches 1/3 ML for 2° misorientation as expected for a (2x4)a-reconstructed 
surface. Obviously the misorientation steps stabilize this structure. The RHEED recordings (Fig. 5b) 
confirm the conclusion that with increasing misorientation the completion of the (3 x 2)a structure is 
shifted to lower Si coverages. Simultaneously the ordering of the structures increases with the 
misorientation. Whereas for the singular surface, in principle, over the whole coverage range only 
asymmetric fractional-order streaks are developed, for the 2° misoriented surface the fractional-order 
streaks become completely symmetric above 0.35 ML. This suggests a higher degree of ordering also 
at lower coverages and thus the preferred nucleation along the step edges. 

The main difference between 8-doping at conventional conditions and at high adatom mobility 
on a vicinal surface is that in the first case Si is randomly incorporated on Ga sites in trenches of the 
(2x4) reconstructed surface, whereas in the latter case these sites are not available. This and ordering 
phenomena at high adatom mobility explain the increase of carrier concentration saturation by shifting 
the onset of Si cluster formation (with Si on Ga as well as on As sites) to higher concentrations. 

3.3. Overgrowth and segregation 

The sheet carrier density increases when the AS4 pressure during GaAs overgrowth is reduced (Fig. 
lb). It drops, however, dramatically when the surface becomes (4x2) reconstructed. The underlying Si 
segregation process can be monitored by recording the specular beam RHEED intensity which is 
inversely proportional to the Si induced kink density in the As-dimer rows [3]. First real-time RDS 
experiments revealed that during Si segregation on the surface besides As dimers also Ga dimers exist. 

4. Conclusions 

Using RHEED and RDS for a detailed analysis of atomic processes during incorporation of Si atoms 
on GaAs(OOl) we have shown that in dependence on the misorientation and structure of the initial 
GaAs(OOl) surface the Si-induced reconstructions nucleate at randomly distributed sites or highly 
ordered at step induced sites. These subtle differences in the incorporation kinetics provide a direct 
explanation for the different findings of the maximum sheet electron concentration in Si-delta-doped 
GaAs reported in the literature. The ordered incorporation of dopants on lattice sites under strict MBE 
growth control allows to push the upper limit of the sheet carrier density in GaAs well above 10   cm" . 
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Low temperature growth and characterization of silicon delta doped 
GalnP/GalnAs/GaAs pseudomorphic heterostructures for use in 
high electron mobility transistors 
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Abstract: Flow Modulation Organometallic Vapor Phase Epitaxy (OMVPE) was used to synthesize selectively 
doped GalnP/GalnAs/GaAs pseudomorphic heterostructures. Transport properties of the two dimensional electron 
gas (2DEG) were optimized with various buffer formation schemes, techniques for single sided doping, and the 
channel and spacer layer thicknesses. GaAs buffers were deposited at 550°C and 635°C, while GalnP layers were 
grown at 550°C to promote atomic disordering. Achieving high 2DEG densities involved incorporating several 
delta doping supply layers separated by thin GalnP regions. Mobilities as high as 5100 cm2volt"'sec'1 with 
associated 2DEG densities of 2.6 X 1012 cm"2 were obtained at room temperature. Effects of vicinal substrates on 
mobilities was determined with conduction paths parallel and perpendicular to steps seen in AFM images. 
Finally, RF results are presented on devices with 0.25um X lOOUm gate geometry. 

1. Introduction 

High electron mobility transistors (HEMTs) are very promising devices for high speed digital circuits [1] 
and low-noise amplifiers [2]. Electron confinement with GaxIni_xP produces lower channel sheet 
resistance compared to the conventional ALpa^As barrier material. Advantages of GalnP include a 
smaller donor binding energy, the lack of electronically active donor related deep levels (DX-centers), 
and oxidation problems associated with the AlGaAs alloy. Disordered GalnP barriers latticed matched to 
GaAs also provide larger conduction band offsets compared to Al0 22Gao 78As (250 to 180meV). Even 
greater conduction band offsets are possible with pseudomorphic Ga0 65In0 35P barriers (380meV), 
increasing the 2DEG density in the channel [3]. Simultaneously solving Poisson and Schrödinger's 
equations using C-band code [4] predicts a 2DEG density of 2.4 X 10 cm in the n=l state of the 
Gao65In035As channel. In the past, attempts to achieve this density involved decreasing the growth rate 
of the supply layer, doping of the channel [5], or adding aluminum to the barrier material [6]. Our initial 
efforts on a continuously doped supply layer grown at a reduced rate of 17Ä/min produced a 2DEG 
density of only 3.4 X10 cm" . Single sided delta doping with undoped channels was used to obtain the 
required electron concentration. We have optimized growth parameters of the GaAs buffers, GalnAs 
channel, GalnP spacer, and delta doped supply layers. 

2. Experimental Procedure 

Layers were grown at 550°C in a vertical barrel OMVPE reactor held at 76 torr using the precusors, 
triethylgallium (TEG), trimethylindium (TMI), arsine, and phosphine [7]. For the supply layer doping, 
silane diluted 200ppm in hydrogen was used at 0.67|J.moles/min. GaAs buffer layers consisted of an 
initial 6000Ä deposited at lOOÄ/min followed by 500Ä at 35A/min. The growth rate for Ga0 65In0 35As 
and Gag 65In0 35P were 95Ä/min and 70A/min, respectively. The complete HEMT structure is shown in 
Figure la. The 2DEG resides in 75 Ä thick GalnAs quantum well channel separated from the delta 
doped supply layer by an undoped 45Ä thick GalnP spacer. Details of the multiple delta doped regions 
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Figure 1. HEMT structure, (a) is a schematic of the structure with detail on the delta doping scheme employed, (b) is a 
SEM micrograph of an end view of a 0.25um X lOOum gate with source drain separation of 5um. 

are shown in the inset for clarity. On top of the delta doped region, an additional layer (160Ä thick) of 
undoped GalnP was used under the Schottky gate while a 250A n+ GaAs layer is used for the ohmic 
source/drain contacts. 

Devices were fabricated using a three-level process which required both optical and e-beam 
lithography. Isolation mesa's of 1000A were defined using a non-selective acetic acid based etchant, 
while ohmic contacts for the source and drain incorporated a Ni/Au/Ge/Ag/Au metallization. Recessed 
gate structures with gate lengths of 0.25 |^m and widths of either 50 |j.m, 75 |lm, 100 |J.m or 150 (J.m 
were written using e-beam lithography. A Ti/Pd/Au metallization was used as the mushroom-shaped 
Schottky gate contact shown in the SEM image presented in Figure lb [3]. 

3.  Results  and  Discussions 

Three GaAs buffer designs were investigated motivated by the desire to improve the channel breakdown 
voltage. It was found that the quality of the 2DEG (mobility and sheet density) was strongly influenced 
by the growth temperature of the buffer used. Two growth temperatures were investigated: at 635°C, 
step flow growth was observed on GaAs layers on non-vicinal substrates, producing background carrier 
concentrations of 5 X 10 cm , while growth at 550°C results in rough surfaces (+3nm) with 
unintentional electron concentrations as high as 1-2 X 10 cm . The latter buffer significantly degrades 
device isolation and reduces breakdown voltages. Unfortunately, it is necessary to grow disordered 
GalnP for large AEc, requiring temperatures < 550°C. Exploiting the advantages of a high temperature 
buffer, the temperature was reduced for the active portion of the HEMT structure. Carrier concentrations 
derived from CV measurements are shown in Figure 2 for buffers grown entirely at 550°C compared to 
growing first at 635°C, then at 550°C. To further reduce charge in the GaAs buffer, V/m ratios were 
lowered. Exploring V/HI ratios in the range 1.0 to 10.0, maximum mobility and sheet density were 
achieved at a V/m of 2.25. Mobility reductions as large as 15% were seen at V/m ratios below 2.25 
due to surface roughening. In the range from 2.25 to 10.0, no significant changes were seen in the 
room temperature transport properties. 

The Ga0 65In0^5As pseudomorphic channel was varied from 40 A to 120Ä, the critical thickness 
of this layer being 75A. A 13% reduction in mobility along with a 21% decrease in sheet density was 
seen on 40Ä compared to 75Ä channels as a result of weaker carrier confinement. Channels beyond the 
near optimum critical thickness resulted in a reduction of the mobility by as much as 60 %. The inset of 
Figure 2 shows the measured 2DEG profile displaying a FWHM of 92Ä which agrees well with the C- 
band calculated value of 84A. 
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Room temperature mobilities were used to evaluate effects of spacer thickness as seen in Figure 
3. The mobility decreases with thinner spacers due to increased ionized impurity scattering while the 
thicker results in parallel conduction within the supply layer. A spacer of 100Ä produced the highest 
mobility of 5400 cm volt" sec" , but at a less than desired 2DEG density.    Maximum channel 

° 2-1-1 
conductance was obtained at a spacer thickness of 45A with a mobility of 5100 cm volt sec   and the 
required 2DEG density of 2.6 X 10  cm" . 
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Figure 2. CV derived carrier concentrations for different 
buffer formation schemes. Inset shows 2DEG profile. 
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Figure 3. Effects on 300°K mobilities and 2DEG 
densities for variations in spacer layer thickness. 

Growth was suspended just after deposition of the channel to determine effects of (100) vicinal 
surfaces on the growth front. Substrates were either on-axes (±0.1°), 3° or 6° miscut surfaces towards 
the <111>B. Growth on vicinal surfaces is known to promote alloy disordering in GalnP which, in the 
case of the 3° miscut, produced an enhancement in the carrier confinement as observed in CV profiles 
(not shown). AFM images for each case are shown in Figure 4. Strain induced steps are seen on the 
non-vicinal substrate with height of <30Ä. Step bunching is present on the vicinal surfaces in the 
direction of the miscut with step heights of 120Ä and 200Ä for the 3° and 6° miscut, respectively. It was 
discovered that the bunching originates in the buffer layers and propagates throughout the structure and 
results in a reduction of the room temperature mobilities. This measured decrease with increasing degree 
of miscut is from 5000, 2670, and 2100 cm volt" sec" for on-axis, 3° and 6° samples. Similar 
mobilities were observed with conduction parallel or perpendicular to the direction of the step bunching. 

[011 

i 
1um 

[011] 

Figure 4. AFM images of the GalnAs channel on (a) 0°, (b) 3° miscut, (c) 6° miscut. Scan areas are 2.5nm 

Delta doping was done in the supply layer with varying dopant exposure times from 30sec to 
600sec. With silane concentrations of 200ppm, the 2DEG densities saturates at 1.65 X 10 cm after 
600sec.  To achieve the higher electron density needed, multiple delta doped layers were incorporated 



94 

between thin (2-3 monolayers) GalnP layers as depicted in Figure 1(a). A two minute exposure time 
was chosen, and up to eight separate layers were deposited.  The 2DEG density increased linearly from 
3.5X10 cm for one delta doped layer to 2.8 X 10 cm" for eight layers. This high a density could 
not be reached employing a continuously doped layer of the same thickness. 

RF performance is shown in Figure 5 for devices with gate dimensions of 0.25 |J.m by 100 |lm. 
This transistor had low source-drain isolation of roughly 40 kii. Poor isolation is believed to be caused 
by insufficient etching of the device mesa - parasitic RF conduction occurs in the relatively large pads 
used to accommodate the co-planar microwave probes. Maximum transconductance of 252mS/mm was 
measured. Frequency response gives ft=25.5GHz and fmax=59.5GHz compared to state-of-the-art 
values of ft=67.4 GHz and fmax=188.4GHz [3]. Other factors influencing the RF performance include 
the source/drain ohmic contacts (Rs ~ 1 ßmm) due to insufficient silane doping in the GaAs cap. 
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Figure 5. RF response from HEMT with gate geometry of 0.25um X lOOum. 

4.   Conclusions 

HEMT structure utilizing a stress compensated pseudomorphic Ga0 65In0 35P/Ga0 65In0 35As/GaAs 
heterostructure were studied. GaAs buffer layer formation required a high temperature (635°C) growth 
segment and at a reduced V/m ratio of 2.25 to minimize unintentional charge detrimental to device 
performance and isolate the electron traps in the SI substrate. Channel and spacer layer thicknesses were 
optimized at 72Ä, and 45Ä respectively. Single sided delta doping was successfully implemented using 
up to eight planar doping layers separated by 2-3 monolayers of GalnP within the supply layer. This 
provided the needed 2DEG density of 2.6 X 10 cm with associated mobility of 5100 cm volt sec . 
RF performance on transistors (0.25 |im gate length) with an unoptimized process yielded an 
ft=25.5GHz and fmax=59.5GHz. 
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Abstract. We studied the effect of group V switching times on the formation of interfacial 
layers in InGaP/GaAs heterostructures grown by LP-MOCVD using low temperature 
photoluminescence (PL), double crystal x-ray diffraction (DCXRD) and high resolution 
transmission electron microscopy (HR-TEM). Due to the severe substitution process of P by As, 
the quality of InGaP-to-GaAs interface was very sensitive to switching times. By optimizing the 
switching conditions, we were able to minimize the interfacial layers to one monolayer (ML) 
of In^Ga^As at the GaAs-to-InGaP interface and 1 ML of In065Ga035P015As085 at the InGaP-to- 
GaAs interface. Heterojunction bipolar transistors (HBTs) grown using this switching scheme 
showed excellent etch selectivity as well as dc characteristics. 

1. Introduction 

InGaP lattice matched to GaAs has been intensively studied recently due to its wide range of 
device applications [1-4]. The InGaP/GaAs material system is a particularly good candidate for 
high speed HBTs because of its superior band alignment and high chemical etching selectivity 
compared to AlGaAs/GaAs[5]. For InGaP/GaAs HBTs, it is especially important to have an 
abrupt interface at the emitter-base junction to reduce recombination in the space-charge region at 
the emitter/base interface. It is also important for the InGaP-to-GaAs interface from the emitter 
to the cap layer to be free from quaternary formation. If a thick quaternary layer forms, 
difficulties in using selective wet chemical etches may be encountered including inability to 
initiate etching or non-uniform etching. 

In this article, we present a study optimizing the switching sequence for lattice matched 
InGaP/GaAs heterostructures grown by LP-MOCVD. The optimum switching is determined 
through both optical (low temperature PL) and structural (DCXRD rocking curve and HR- 
TEM) characterization techniques. 

2. Experiment 

All of the InGaP/GaAs heterostructures used in this switching study were grown in an Emcore 
vertical flow MOCVD reactor. The chamber pressure was kept at 76 Torr. The thermal couple 
temperature was 600°C TMGa and TMIn were used as group III precursors and pure AsH3 

and PH3 were used as group V precursors. These samples were grown on 2° misoriented GaAs 
substrates with a V/ETI ratio of 145. The growth rates for InGaP and GaAs were kept constant at 
3 (im/h and 1.8 um/h respectively. 

The general switching sequence used in the experiment is shown in Fig 1. After switching 
off the group III precursors, an AsH3 overpressure is maintained for t, seconds. PH3 is then 
introduced for tj seconds before the group III precursors are introduced. A similar scheme is 
used for the InGaP-to-GaAs interface. 

CCC Code 0-78O3-3883-9/98/$lO.OO © 1998 IEEE 
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Figure 1. Switching sequence of InGaP/GaAs heterostructure grown by LP-MOCVD. 

Single heterostructures of GaAs-to-InGaP with a 1000 Ä GaAs buffer and 3000 Ä InGaP 
were grown to characterize interface abruptness using low temperature PL when varying ti and 
t2- Similar structures with a 1 (im InGaP buffer and 3000 Ä GaAs were grown to study the 
effect of switching times on InGaP-to-GaAs interface by optical investigation. Quantum well 
structures were also grown for DCXRD measurements. The structures consisted of a 3000 Ä 
InGaP buffer and 30 periods of 250 Ä InGaP barriers and 80 Ä GaAs wells. The switching 
times were optimized individually by varying one and keeping the rest constant. HR-TEM lattice 
images were taken with optimized and non-optimized switching schemes in order to directly 
examine the extent of the interfacial layer. 

Finally, large area HBTs were fabricated with both optimized and non-optimized switching 
schemes. DC measurements were performed on these devices to demonstrate the effect of the 
different switching schemes on device performance. 

3. Results and discussion 

Four GaAs-to-InGaP samples were grown with t, values of 0, 3, 12 and 60 seconds. t2 was 
fixed at 3 seconds. Low temperature PL (4 K) was performed on these samples. For each 
sample, a GaAs excitonic peak at 1.512 eV and a band-to-acceptor peak at 1.49 eV were 
observed [6]. The intensity of these peaks was used to evaluate the interface quality. For samples 
with t, of 0, 3 and 60 seconds, the intensity for both the excitonic peak and the band-to-acceptor 
peak was very low. The PL intensity was the highest for t, equal to 12 seconds. This indicates 
the lowest level of non-radiative recombination and thus the most abrupt interface among these 
samples. Three other sets of samples were grown to study tj, t3 and t4 using the same method as 
above. The optimum values for t,, t^, t3 and t4 were determined to be 12, 3, 12 and 0 seconds, 
respectively. The switching times suggest that a growth pause under AsH3 (PH3) overpressure 
for a GaAs (InGaP) surface is necessary to produce a smooth As (P) terminated surface. In 
addition, the residual AsH3 is removed from the chamber when GaAs growth is finished and 
before initiating InGaP growth. Because the substitution of As by P is not severe at the GaAs- 
to-InGaP interface PH3 can be introduced for 3 seconds while removing AsH3. However, 
because the substitution of P by As is much more efficient, AsH3 overpressure should be 
avoided on P terminated surfaces. 
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Figure 2. X-ray scan and simulation of a 30 period InGaP/GaAs MQWs with optimized switching 
condition. 

The effects of switching on interface quality were also studied by DCXRD measurements of 
30 period InGaP/GaAs superlattices. Each sample had 30 periods of 80 Ä GaAs wells and 250 
A barriers. A dynamic simulation was performed on the x-ray data using commercially 
available software by Bede Scientific to determine the interfacial layer composition and 
thickness. Figure 2 shows the x-ray rocking curve of the superlattice grown using the optimized 
switching times. Sharp satellite peaks indicate abrupt interfaces [7]. The broad peak on the right 
side of the GaAs substrate peak was caused by the presence of the InGaP buffer layer. The 
simulation suggests that the GaAs-to-InGaP switch results in only 1 ML of In0 5Ga0 5As which 
is expected at this interface as In and Ga are introduced on an As terminated surface. The ability 
to model this interfacial layer as a ternary rather than a quaternary layer also indicates the 
substitution of As by P was negligible. The InGaP-to-GaAs switch results in only 1 ML of 
In06JGa035P0I5As0gJ. This suggests the substitution process of P by As was so fast that most of 
the P atoms at the surface were instantly replaced by As when it arrived at the surface. The high 
In concentration also suggests that In has an appreciable memory effect compared to Ga[8]. 

HR-TEM measurements were conducted on a sample with the optimized switching scheme. 
In Fig 3, fluctuations on the order of 1 ML are present for the sample. From this we can 
conclude that by optimizing the switching scheme, 1 ML abruptness can be achieved for both 
interfaces. 

Figure 3. HR-TEM lattice image of a InGaP/GaAs QW with the optimized switching. 
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Figure 4 Gummel plot of InGaP/GaAs HBT using optimized switching parameters. 

Finally, InGaP/GaAs HBTs were grown with both the optimized switching and a non- 
optimized switching at the base-emitter junction in order to directly compare the effect of the 
switching scheme on device performance. The HBT with the optimized switching has a dc 
current gain, ß=82 at Ic=l mA and a base sheet resistance of Rsb=265 Q/sq. The HBT with non- 
optimized switching at the base-emitter junction has a ß=62 at Ic=l mA and Rsb=280 Q/sq. The 
ideality factor improved from 1.12 to 1.08 by optimizing the switching at the base-emitter 
junction. 

4. Conclusion 

The switching times for growing InGaP/GaAs heterostructures were optimized by 4 K PL study 
of single interface structures and verified with HR-TEM and DCXRD measurements of the 
superlattices grown with the same switching sequences. Single ML interfacial layers were 
obtained at both GaAs-to-InGaP and InGaP-to-GaAs interfaces. InGaP/GaAs HBTs were 
grown using the optimized switching scheme. Excellent selective chemical etching was obtained 
at both the base-emitter junction and the emitter-cap interface. Optimized switching at the base- 
emitter junction significantly improves the current gain. 
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Abstract Growth of lattice matched 1.12Q and 1.3Q GaxIni.xASyPi.y was performed with all solid source 
molecular beam epitaxy. Different P and As valved cracking cell designs were investigated to enhance 
photoluminescence (PL) emission uniformity. With appropriately constructed cells, the variation in the PL 
emission wavelength across a two inch diameter wafer could be made as small as -1% at 1.3 |j.m and 0.6% at 
1.12 um. Multi-quantum well laser diodes fabricated with strained wells and lattice matched barriers show a 
transparency current density as low as 71 A/cm2 per well and greater than 0.5 W/A efficiencies. 

1. Introduction 

All solid source molecular beam epitaxy (MBE) is a safe, high precision growth technique. Until just a 
few years ago growth of III-V compounds and devices by MBE, exclusively with all solid sources, was 
limited to the arsenides and antimonides. Reproducible growth of quaternary compounds containing 
phosphorus was not possible without use of hydrides or metalorganic sources, even though 
polycrystalline InP and GaP sources were capable of supplying phosphorus vapor.1 Red phosphorus 
could not be utilized because the derived beam flux was highly unstable, even though it had been used 
successfully for growth of red-emitting AlGalnP laser diodes.2 The beam flux instability was a 
consequence of a seemingly random red to white phosphorus phase transformation. The three 
temperature zone valved phosphorus cell, recently developed, permits amorphous red phosphorus to be 
used as a starting source. More specifically, in-situ generation of high vapor pressure a -white 
phosphorus from amorphous red phosphorus allows the production of a an ultra-stable P2 beam flux.3 

Subsequently, reproducible stoichiometric growth of GaxInj^AsyPj^ layers and heterojunction 
devices is now possible with all solid sources, provided both As and P valved cracking cells are 
employed. High electron mobility transistors,4 heterojunction bipolar transistors,5 Fabry-Perot lasers6"9 

and distributed feedback laser diodes10 have all been demonstrated using valved arsenic an phosphorus 
sources. As solid source valved cracker cell technology continues to mature, it will become increasingly 
relevant to MBE electronic and photonic device production. 

2. Experimental 

Uniformity is of prime importance to the manufacture of devices. Different As and P valved cell designs 
were studied for the purpose of improving the emission wavelength uniformity. Spatially uniform beam 
fluxes are the most important requisite for achieving good composition uniformity. Particular attention 
was paid to the construction of the cracking head section of each valved cell. Minimization of the beam 
flux transient is essential for obtaining proper multi-quantum well (MQW) device performance, but at 
least with respect to phosphorus, this must not be realized at the expense of cracking efficiency. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Modification of the cracking portion of the cells required changes to the flux control valve and/or heater 
geometry. For the arsenic cell, this entailed retracting the control valve so that it was contained entirely 
within the heated region, the addition of a small amount of baffling, and a diffuser at the end of the 
cracking tube. This is the VC-IV As cell, which is an altered VC-III. Modifications to the phosphorus 
cell cracker section included changing the in-line heater to a radial heater, adding 400 cm2 of a non- 
baffling Ta surface and end diffuser. The phosphorus valve was also modified to increase its 
conductance. More specific design details will be given elsewhere. 

Of interest here is the uniformity of quaternary material near 1.12 jam (1.12Q), used for separate 
confinement (SCH) and barrier layers, and 1.3 urn, the QW emission wavelength. The growth system 
used was a Riber 2300 with 2 inch capability. Column III sources were supplied via standard effusion 
cells. The column V fluxes were extracted from standard and modified Riber KPC series phosphorus, 
and Riber VAC series and EPI VC series arsenic valved cells. Quaternary layer growth was performed 
at 500 °C on (100) n-type InP, for both PL emission uniformity experiments and MQW laser structures. 
InP buffer and cladding layers were grown at 470 °C. Temperature was measured with an optical 
pyrometer and the values quoted are relative to a measured InP oxide desorption temperature of 
490 °C. MQW lasers were grown by fixing the P flux and modulating the As flux during SCH, barrier 
and QW layer growth. Growth interrupt times of 12s were used at the SCH, QW and barrier interfaces 
to allow for stabilization of the As beam. Both n- and p- type dopant levels were held constant at 
1 x 10l8 cm"3 within the confinement regions of the laser, using Si and Be sources, respectively. 

3. Results 
The PL emission wavelength uniformity as a function wafer position, for three separate lattice matched 
quaternary layer growths (on InP), are shown in Fig. 1. Each layer is 0.8 |im thick. Curve I was 
obtained using standard (unmodified) KPC40 and VC-III cell combination. The variation in wavelength 
is 56 run (~4%).  A maximum wavelength variation, shown by Curve II, of 19 nm was obtained with 
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Fig. 1 PL wavelength as a function of wafer position 
for lattice matched layers obtained with three 
different As and P valved cell design combinations. 
The best uniformity achieved was 14.5 nm, -1%. 
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Fig. 2 PL emission wavelength as a function of 
wafer position for typical lattice matched SCH and 
barrier layer material. The uniformity is 6.5 nm, 
0.6%. 
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unmodified KPC250 and Riber VAC500 combination. Curve III, having a best wavelength uniformity 
of 14.5 nm, or ~1%, was achieved with modified KPC250 and VC-IV cells. Shown, in Fig. 2, is the 
emission uniformity for typical SCH and barrier layer material, also grown with the modified 
KPC250/VC-IV combination. The wavelength uniformity here is 0.6%, or 6.5 nm. The variation in the 
As/P mole fraction indicated in the figure is believed due almost entirely to the variation in the In/Ga 
mole fraction. The relative abundance of In and Ga adatoms strongly influences the As and P 
incorporation rates.11 Equally important, the run-to-run wavelength variation for the quaternary 
improved slightly, from 13 nm to 10 nm. 

Epitaxial quaternary material can exhibit strong phase separation within the region bounded by 
1.25 nm and 1.36 nm. The degree of spinodal decomposition occurring as the layer grows is 
intrinsically dependent upon growth temperature. In general, quaternary material tends to phase 
separate into GaP and InAs rich regions on the growth surface, which incorporate into the layer. The 
resultant spatial segregation induces non-uniform biaxial strain and energy shift to the band gap. This is 
a particularly important consideration when Ga^nj^ASyP^y is used for QW material. With respect to 
structural integrity, spinodal decomposition can impart a roughening to the QW-barrier interfaces. In 
the case of a MQW laser diode, rough interfaces will degrade device performance, primarily by 
increasing the internal losses of the structure. Higher growth temperatures produce layers with a 
smaller degree of phase separation, improved morphology, reduced PL spectral widths, higher PL 
intensities and less shift to the band edge emission. For these reasons, SCH, barrier and QW layers are 
grown between 500 - 510°C, rather than at 470 °C along with the InP cladding material. 

Threshold current density data as a function of inverse cavity length for lasers with different well 
strain, -0.5 % (tensile) and 0.73% (compressive), are shown in Fig. 3. Individual data points represent 
an average of three devices. The structure has nine-QWs and was designed for 1.3 um fiber-to-the- 
home application. For both lasers, the n-type InP cladding layer thicknesses are 0.6 nm, the p-type InP 
cladding layers are 1.4 nm. Barrier and SCH region thicknesses are lOOA and 550Ä per side 
Gao.l4In0.86As0.32p0.68> respectively. Barriers, SCH and QWs are unintentionally undoped. The 
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entire structure was grown with a fixed P beam equivalent pressure (BEP) of 8.3 x 10* Torr. During 
growth of the active region, the As BEP was modulated between 1.4 x 10* Torr (for barriers and SCH 
regions) and 5.4 x 10* Torr (0.73%, 75Ä - Gao 24Ino.7eAso.72Po.38 wells), or 5.2 x 10* Torr (-0.5%, 
100Ä - Gao26lno72As042Po58 wells). Both structures have nearly the same transparency current 
density of-70 A/cm2 per well, and show similar threshold current dependencies with cavity length. A 
per well transparency current density as low as 55 A/cm2 has been obtained for the same structure 
utilizing 9- lattice matched, Gao 26Ino 74As0.57P0.43 wells. The corresponding differential quantum 
efficiencies (DQE), shown in Fig. 4, were measured for the laser diodes of Fig. 3. Data points represent 
an average of three devices. The devices with the highest DQE have compressive strain wells, as 
expected. Internal losses for that structure are 12 cm"1 and the internal quantum efficiency is 74%. For 
the typical 300 urn cavity device with 9 compressive wells, an average power slope efficiency of 
0.53 W/A is realized. The tensile strained well devices show a slightly lower slope efficiency of 0.44 
W/A for the same cavity length. These values are state-of-the-art. 
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Enhanced optical crystal quality of strain-compensated 
InGaAs/InGaAsP quantum-well structures on GaAs substrates by the 
introduction of intermediate-strain layers 

Kiyohisa Hiramoto, Misuzu Sagawa, Sumiko Fujisaki and Takashi Toyonaka1 

Central Research Laboratory, 'Telecommunications Division, Hitachi Ltd. 
1-280, Higashi-koigakubo, Kokubunji-shi, Tokyo 185, Japan 

To improve the crystal quality of hetero-interfaces in InGaAs/InGaAsP strain-compensated quantum-well 

structures on (001) GaAs substrates, we added layers with intermediate levels of strain between the 

well and barriers. Photoluminescence measurements confirmed that the crystal quality of the hetero- 

interfaces was improved by adding these intermediate layers. The greatest improvement was attained 

with an intermediate layer thickness of 4 monolayers and a strain at about the midpoint between that of 

QWs and barriers. The mean time to failure of fabricated 0.98-(Xm laser diodes (LDs) with such 

intermediate-strain layers was found to be about five times longer than that of LDs without the 

intermediate-strain layer. 

1. INTRODUCTION 

Strain-compensated (SC) quantum-well (QW) structures have attracted much attention as the active layers 

of semiconductor laser diodes (LDs) [1-3]. It has been reported that the maximum number of QWs and 

the maximum strain that QWs can tolerate without misfit dislocation can be increased by strain 

compensation [3]. This has improved device properties [1-3]. However, strain-compensation has been 

reported to cause deterioration in the crystal quality of QW structures when the difference between strain 

in wells and strain in barriers is too large [4]. This is thought to be due to deterioration of crystal quality 

in the hetero-interfaces of the wells and barriers, caused by the introduction of opposite strains in the 

barriers and in the wells. In this paper we study the effect of strain compensation on the crystal quality of 

the hetero-interfaces by using time-resolved photoluminescence (PL) measurement. To improve the 

crystal quality in the hetero-interfaces of wells and barriers in SC-QW structures, we added layers 

between the wells and barriers that have intermediate levels of strain (hereafter referred to as 

intermediate-strain layers), thus reducing the difference in strain at the hetero-interfaces. We used low- 

temperature (77 K) photoluminescence measurement to investigate the effects of these layers on the 

crystal quality of the hetero-interfaces. We also fabricated two types of 0.98-(xm LDs with a strain- 

compensated InGaAs/InGaAsP QW active layer, one with intermediate-strain layers and the other 

without these layers. We examined the effect of intermediate-strain layers on the reliability of the LDs. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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2. EXPERIMENT 

InGaAsP 
barriers 

InO.49GaO.51P 

We grew SC-QW structures consisting of compressive-strain InGaAs wells and InGaAsP barriers on 

(001) GaAs substrates by using metal-organic vapor phase epitaxy (MOVPE). The growth temperature 

was 65CC and the growth pressure was 40 torr. Triethylgallium (TEGa), trimethylindium (TMn), 

arsine (AsH3), and phosphine (PH3) were used as source materials. Low-temperature PL measurements 

were done at 77 K using the 514.5-nmline of an argon-ion laser. The time-resolved photoluminescence 

measurements were done at 77 K using 3 ps pulses (output wavelength: 800 nm) produced,at a rate of 80 

MHz by a Ti:sapphire laser pumped by an argon-ion laser. The lattice mismatch (Aa/a) between the GaAs 

substrate and the InGaAsP barrier was 

measured by X-ray diffraction. 

For the PL measurements, a 50-nm-thick In0.49Ga0.51P 

GaAs    buffer    layer,    a    200-nm-thick 

InO.48GaO.52P layer lattice-matched to the 

GaAs,     an     active     layer,     and     an 

InO.48GaO.52P      layer      were      grown 

successively   on   the   GaAs   substrates. 

Figure 1 shows the SC-QW structure for p.g L   Schematic diagram of a strain-Compensated 
time-resolved    photoluminescence    (PL)  quantum-well structure; A a/a shows the lattice mismatch 
measurement.     Five-nm-thick    InGaAsP  between the layers and the GaAs substrate. The vertical 

direction shows comparative bandgap energies, 
layers were inserted between the InGaP 

layers   and   the   active  layers   to   avoid n  a  s 
J (Aa/a:0%) 

InGaP/GaAs   interfaces.   The   QW   was 5 nm 

In0.2Ga0.8As layer compressively strained   In0.49Ga0.5lp1   ^^     \^Jln0.49Ga0.51P 

on the  GaAs   substrate  with   a  lattice- 

InGaAsP 
(Aa/a:0%) 
5 nm 

InGaAs well 
(Aa/a: 1.4%, compressive) 
7 nm 

mismatch of about 1.4%. The InGaAs 

layer was 7-nm thick. Three types of 

barriers were examined: tensile-strain 

In0.l8Ga0.82As0.55P0.45 (Aa/a: 0.3%) 

barriers, tensile-strain 

InO.13GaO.87AsO.55PO. 45 

barriers, and 

In0.22Ga0.78As0.55P0.45 

InGaAs intermediate- 
strain layers 

InGaAsP 
barriers        j 
(Aa/a: 0.3%;       ^       ' (Aa/a: 0.33%, compressive) 
tensile)        InGaAs well 
8nm (Aa/a: 1.4%, compressive) 

7 nm 

(Aa/a:     0.6%)  Fig. 2.    Schematic structure of a strain-compensated 
unstrained quantum-well structure; A a/a shows the lattice mismatch 

between the layers and the GaAs substrate. The vertical 
barriers.     The direction shows comparative bandgap energies, 

composition of the barriers was determined by measurements of PL and X-ray diffraction. The barrier 

thickness was 8 nm. Figure 2 shows the SC-QW structure for low-temperature PL measurements. Five- 

nm-thick InGaAsP layers were also inserted between the InGaP layers and the active layers. The QW 

was InO.2GaO.8As layer compressively strained on the GaAs substrate with a lattice-mismatch of about 



105 

1.4%. The InGaAs layer was 7 nm thick. The barriers were tensile-strain InO.O3GaO.97As0.78PO.22 (Aa/a: 

0.6%) layers. The barrier thickness was 8 nm. The intermediate-strain layers were InGaAs layers with 

thicknesses of 0, 2, 4 and 8 monolayers (MLs). The Aa/a of these layers was 0.3, 0.45 and 0.6%. 

3. RESULTS AND DISCUSSIONS 

3.1 time-resolvedphotoluminescence measurement 

Figures 3 (a), (b), and (c) show the dependence of time-resolved PL time decay of the QW structures on 

the number of QWs: (a) for unstrained In0.22Ga0.78As0.55P0.45 barriers, (b) for tensile-strain 

In0.l8Ga0.82As0.55P0.45 (Aa/a: 0.3%) barriers, and (c) for tensile-strain InO.13GaO.87AsO.55Po.45 (Aa/a: 

0.6%) barriers. In the case of unstrained barriers (Fig. 3 (a)), there is only one lifetime for SQW and 

4QWs. For 7QWs and lOQWs, another fast decay appears. In the case of 7QWs and lOQWs, there was 

crosshatching on the grown surfaces. This fast decay, then, is related to the crystal defects caused by the 

stack of strain. In the case of strained barriers (Fig. 3 (b) and (c)), this fast decay appears even for SQW 

although, because of strain compensation, there was no crosshatching even on the surfaces of 15QWs. 

10QW 
,7QW 

cross-hatching on 
the crystal surfaces 

r10QW 
15QW 

1        2 3 
Time  (ns) 

(a) unstrained InGaAsP barriers 

1        2 3 
Time  (ns) 

(b) tensile-strain InGaAsP barriers 
(Aa/a: 0.3%) 

r10QW 
15QW 

1 2        3 
Time  (ns) 

(c) tensile-strain InGaAsP barriers 
(Aa/a: 0.6%) 

Fig. 3. Dependence of time resolved PL time decay 
of QW structures on the number of QWs: (a) for 
unstrained InGaAsP barriers, (b) for tensile-strain 
InGaAsP barriers (Aa/a: 0.3%) and (c) for 
tensile-strain InGaAsP barriers (Aa/a: 0.6%). 
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Figure 4 shows the dependence of time-resolved PL time decay on the strain of barriers. As can be seen, 

time decay for strained barriers is much faster than that for unstrained barriers. This implies that, 

although it is possible to improve overall crystal quality of strained QW structure by strain compensation, 

some deterioration in crystal quality will probably occur at the hetero-interfaces. 

3.2      low-temperature      (77     K) 

photoluminescence measurement 

Figure 5 shows the dependence of the 

peak PL intensity of the QW 

structures on the thickness of the 

intermediate-strain layers. In this case, 

the Aa/a of the intermediate-strain 

layers was 0.3%. The PL intensity 

reached a maximum when the 

thickness of the intermediate layer 

was 2 monolayers (MLs). Figure 6 shows the dependence of the PL full-width at half maximum 

(FWHM) of the QW structures on the thickness of the intermediate-strain layers. The Aa/a of the 

intermediate-strain layers was 0.3%. The PL FWHM reached a minimum when the thickness was 4 or 

more MLs. These results show that the crystal quality of the hetero-interfaces of wells and barriers in 

SC-QW structures is improved by adding intermediate-strain layers. When the thickness of intermediate- 

strain layers is 8 MLs, the PL intensity is smaller than the PL intensity of 2 or 4 MLs. This is thought to 

be due to deterioration of crystal quality because of total amount of strain of the stacked layers. The PL 

j 3 | i i i i i i i i i i i i ■ ■ i i ■ ■ ■ j 10.5 

0 12 3 
Time (ns) 

Fig. 4. Dependence of time-resolved PL 
time decay of SQW structures on the strain 
of barriers. 

5^ 

u 
0. 

Layer thickness (ML) 

Fig. 5. Dependence of peak PL intensity of 
strain-compensated quantum-well structures 
on the layer thickness of intermediate-strain 
layers (ML: monolayer, 2.83Ä).The Aa/a 
of the intermediate-strain layer was 0.3%. 

layer thickness (ML) 

Fig. 6.    Dependence of PL full-width at half 
maxmum (FWHM) of strain-compensated 
quantum-well structures on the thickness of 
intermediate-strain layers (ML: monolayer, 2.83Ä). 
The A a/a of the intermediate-strain layer was 0.3%. 
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FWHM is not small for a thickness of 2 MLs as it is for thicknesses of 4 or 8 MLs. When the thickness 

is 2 MLs, the uniformity of the intermediate-strain layers is thought to be insufficient. The quality of the 

hetero-interfaces is best when the thickness of the intermediate layers is 4 MLs. 

Figures 7 and 8 shows the dependence of the peak PL intensity and FWHM of the QW structures 

on the strain of intermediate-strain layers. The values for the QW without intermediate-strain layers are 

shown by arrows. The thickness of the intermediate-strain layer was fixed to 4MLs. As can be seen in 

these figures, the peak PL intensity is best and FWHM is smallest when the strain of the intermediate- 

strain layer is 0.45%. This value is close to the midpoint of the strain of wells and barriers and shows 

that the crystal quality of the QW structure is best when the difference of strain at the hetero-interfaces is 

smallest. 
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Fig. 7.   Dependence of peak PL intensity of 
strain-compensated quantum-well structures on 
A a/a of intermediate-strain layers. The thickness 
of the intermediate-strain layer was 4MLs. 

0.4      0.5 

Aa/a (%) 

Fig. 8.   Dependence of peak PL intensity of 
strain-compensated quantum-well structures on 
A a/a of intermediate-strain layers. The thickness 
of the intermediate-strain layer was 4MLs. 

3.3 Reliability of laser diodes 

To study the effect of intermediate-strain layers on the reliability of 0.98-p.m LDs, we fabricated 

two types of LDs: one with intermediate-strain layers (Aa/a: 0.3%, 4 MLs) and the other without 

intermediate-strain layers. For both structures, the active layers had a single quantum well. The LD 

structures are described elsewhere [5]. The percentage increase in the drive current at a constant optical- 

power output of 150 mW of fabricated 0.98-u.m LDs with the intermediate-strain layers was about five 

times smaller than the increase of those without these layers. The mean time to failure (MTTF) of LDs 

with intermediate-strain layers is thus about five times longer than those without intermediate-strain 

layers. This improvement in reliability can be attributed to the improvement in crystal quality of hetero- 

interfaces of SC-QW structures by the introduction of strain-intermediate layers. 
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4. SUMMARY 

Time-resolved PL measurements showed that the PL decay of InGaAs/InGaAsP SC-QW structures is 

much faster than that of InGaAs/InGaAsP QW structures which have unstrained barriers. This implies 

that strain compensation may cause the crystal quality of the hetero-interfaces to deteriorate because of 

the large difference of strain in the barriers and wells. To improve the crystal quality of the hetero- 

interfaces, we added layers with intermediate levels of strain between the well and barriers. PL 

measurements confirmed that the crystal quality of the hetero-interfaces was improved by adding these 

intermediate layers, and the greatest improvement was attained with an intermediate layer thickness of 4 

monolayers and the strain of midst of that of QWs and barriers. The mean time to failure of fabricated 

0.98-nm laser diodes (LDs) with such intermediate-strain layers was found to be about five times longer 

than that of LDs without the intermediate-strain layer. 
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1.3 um Wavelength GalnAsP/InP Distributed Feedback Lasers 
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Beam Epitaxy 
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Abstract. Successful growth of GalnAsP/InP multi-quantum well lasers directly on a distributed feedback 
(DFB) grating substrate using all solid source molecular beam epitaxy (MBE) was demonstrated. A 500 A 
thick 1.12 urn wavelength GalnAsP planarization layer was first grown on the DFB gratings at an elevated 
temperature to create a smooth surface for subsequent layer growth. Transmission electron micrograph 
showed smooth interfaces after the growth of this GalnAsP planarization layer. Low threshold current 
density and high quantum efficiency were obtained from these index-coupled DFB lasers grown by solid 
source MBE. 

1. Introduction 

Distributed feedback (DFB) lasers operating at 1.3 and 1.55 um wavelengths employing 
GalnAsP/InP materials are crucial components for wide-band single-mode optical fiber 
communications. This is because of their closely controlled and stable single longitudinal mode 
operation even at high output power range. Fabrication of a high quality DFB laser structure requires 
growth on a corrugated crystal surface with precise control of material composition and layer thickness. 
Although all presently utilized growth techniques can achieve high quality layers on planar surfaces, 
growth on grated or patterned substrates is far more challenging.1"3 Typically, a DFB laser can be 
constructed by growing a laser structure directly on a grated substrate or by making gratings on a 
grown laser structure and followed by a second step overgrowth. When growing a DFB laser structure 
directly on a grated InP substrate, the growth surface must be mechanically smooth and dislocation free 
after only a few hundred angstroms of the quaternary is deposited. Metalorganic chemical vapor 
deposition (MOCVD) is presently the most successful and dominate growth technique for fabricating 
DFB lasers. Recently, MBE growth of high quality GalnAsP layers and high performance 
GalnAsP/InP lasers have been achieved by using all solid sources.3"6 This technology subsequently 
enables the growth investigation of DFB lasers on InP grating surfaces. 

2. Experiments 

The growth of GalnAsP/InP index-coupled DFB lasers were carried out with a Riber 2300 
MBE system using elemental In, Ga, Si, and Be, and P2 and As2 supplied via solid phosphorous and 
arsenic valved sources. The valved P2 cell used is a three temperature zone Riber model KPC40 with a 
modified cracker head. The As2 flux is supplied via an EPI VC-IV valved cell with two temperature 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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zones. Growth temperatures were measured with an IRCON 6000 series optical pyrometer that was 
calibrated to a surface oxide desorption temperature of 460 °C with S-doped InP. First order gratings, 

with a periodicity of 0.202 urn, were optically patterned parallel to the [ 0 fl ] direction using 
holographic photolithography for the 1.3 urn wavelength DFB lasers. Wet chemically etching in 
HBr:HN03:H20 (1:1:20) for one minute was then used to define the grating on the InP surface. The 
etched depth of the V-grooves with (lll)A side-walls was about 600 Ä. A planar InP substrate was 
also placed adjacent to the grated InP substrate for each growth. Samples were affixed to the 
molybdenum block using indium. Both of the grated and planar InP wafers were etched in 
H2SO4 :H2C>2 :H20 (10:1:1) solution for 40 seconds before loading into the MBE system. 

Before initiating the growth, the S-doped InP substrates were heated at 470°C for 10 min under 
a ?2 flux of 1.0x10"5 Torr to desorb the native oxide. The substrate temperature was then ramped from 
470 °C to 510 °C in two minutes for growth of the Gao.15Ino.85Aso.32Po.68 (^-PL = 1-12 (im, denoted as 
1.12Q) quaternary planarization layer, Si-doped at 8><1017 cm"3. An As2 flux of 8.0><10"7 Torr was 
used in addition to the P2 flux during this substrate temperature ramping in order to preserve a proper 
grating depth. The higher growth temperature for the 1.12Q planarization layer is crucial for producing 
a flat surface for the subsequent growth of the MQW laser structure.6 After the planarization layer, a 
1200 Ä thick InP lower cladding layer (Si-doped at 8x 1017 cm"3) was then grown, followed by a 800 A 
thick undoped 1.12Q separate confinement layer, an undoped active region, a 800 Ä thick undoped 
1.12Q separate confinement layer, a 1.2 um thick InP (Be doped at 1*1018 cm"3) upper cladding layer 
and finally a 500 A thick Gao.47Ino.53As (Be doped at 4><1019 cm"3) contact layer. The active region 
consists of six (nine), 75 A thick GalnAsP quantum wells and five (eight), 100 Ä thick 1.12Q barrier 
layers. A growth interruption of 10 seconds was used at the interfaces between barriers and wells. The 
growth temperatures of the InP cladding layers and the active regions were 460 °C and 490 °C, 
respectively. Between the growth of the planarization layer and the InP lower cladding layer, a growth 
interruption of 90 seconds was employed to reduce the substrate temperature from 510 °C to 460 °C. 
The growth rates for InP, 1.12Q, and GalnAsP quantum wells were 1.20, 1.41, and 0.71 um/h, 
respectively. A P2 flux of l.OxlO"5 Torr was used for the growth of all layers except the GalnAs p- 
contact layer. The AS2 beam fluxes used for the growth of 1.12Q and quantum wells were 8.0xl0~7 

and 5.8X10"6 Torr, respectively. These group V fluxes were measured by an ionization gauge located 
in the beam path. Broad area stripe lasers (80 (im wide) were fabricated without any facet coating or 
lateral current confinement. 

3. Results and Discussion 

The transmission electron micrograph of a 6 quantum well DFB laser is shown in Fig. 1. The 
preserved grating depth is about 300 Ä and smooth interfaces were obtained between all epitaxial 
layers. When a deeper grating depth is required, a larger initial grating depth and a lower oxide 
desorption temperature can be used. For example, when performing the oxide desorption at 465°C for 
10 minutes from a 600 A deep grating, the preserved grating depth is about 550 A. The threshold 
current densities per-well as a function of inverse cavity length under pulsed operation are plotted in 
Fig. 2(a) for both lasers grown simultaneously on the grated and planar substrates. The transparency 
current density of the lasers grown simultaneously on grated and planar substrates are 68 and 94 A/cm2 

per well, respectively.   From Fig. 2(a), one can observe that lasers grown on grated and planar 



Ill 

Fig. 1      The transmission electron micrograph of a 6-quantum-well 1.3 um DFB laser. The preserved grating depth in this 
sample is about 300 A. Smooth interfaces are observed after the growth of a 1.12Q planarization layer. 
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Fig. 2 The threshold current density per-well as a function of the inverse cavity length, (a) and the inverse external 
quantum efficiency as a function of the cavity length (b) for 1.3 urn lasers grown simultaneously on a DFB grating substrate 
and a planar substrate. Each data point represents the average of 3 lasers with the same cavity length. 
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substrates with the same cavity length showed 
similar threshold current densities. The 
inverse external quantum efficiency as a 
function of the laser cavity length for these 
DFB lasers are shown in Fig. 2(b). The 
internal quantum efficiency, T),-, and internal 
loss, a,-, for these 6-quantum-well lasers are 
0.65 and 13.4 cm-1 for the grated substrate 
and 0.59 and 7.5 cnr1 for the planar substrate, 
respectively. The transparency current 
density, r|(- and a,- of the 9-quantum-well DFB 
lasers are 61 A/cm2 per well, 0.67 and 15.2 
cm-1, respectively. These results indicate that 
the properties of the lasers grown on the 
grated substrate are similar to that of the 
lasers grown on the planar substrate. The 
emission spectra of an uncoated DFB laser is 
shown in Fig. 3 with a side mode suppression 
ratio of more than 20. 

1310        1312        1314        1316        1318 

Wavelength   (nm) 

1320 

Fig. 3    The emission spectra of an uncoated DFB laser at 
three different current injection levels are shown. 

4. Conclusion 

Successful growth of GalnAsP/InP multi-quantum well (MQW) lasers directly on DFB grating 
substrates using all solid source MBE was achieved. After desorbing the surface oxide at 470 °C, a 
500 Ä thick 1.12Q planarization layer was first deposited on the DFB gratings at an elevated 
temperature to create a smooth surface for subsequent layer growth. Transmission electron 
micrographs show smooth interfaces after growth of the GalnAsP planarization layer. Low threshold 
current density and high quantum efficiency were obtained from these index-coupled MQW DFB 
lasers. Broad area lasers show room-temperature transparency current densities as low as 61 and 68 
A/cm2 per well for 9-well and 6-weIl DFB lasers, respectively. The measured internal quantum 
efficiency and internal loss for 9-well (6-well) DFB lasers are 0.67 (0.65) and 15.2 (13.4) cm-1, 
respectively. 
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The Growth of Mid-Infrared Emitting InAsSb/InAsP Strained- 
Layer Superlattices Using Metal-Organic Chemical Vapor 
Deposition 

R. M. Biefeld, A. A. Allerman, S. R. Kurtz, and J. H. Burkhart 
Sandia National Laboratory, Albuquerque, New Mexico 87185-0601 

Abstract. We describe the metal-organic chemical vapor deposition of InAsSb/InAsP strained-layer 
superlattice (SLS) active regions for use in mid-infrared emitters. These SLSs were grown at 500 °C, and 200 
torr in a horizontal quartz reactor using trimethylindium, triethylantimony, AsH3, and PH3. By changing the 
layer thickness and composition we have prepared structures with low temperature (<20K) photoluminescence 
wavelengths ranging from 3.2 to 5.0 um. Excellent performance was observed for an SLS light emitting diode 
(LED) and both optically pumped and electrically injected SLS lasers. An InAsSb/InAsP SLS injection laser 
emitted at 3.3 urn at 80 K with peak power of 100 mW. 

1. Introduction 

Chemical sensor and infrared countermeasure technologies would become viable with the availability of 
high power, mid-infrared (3-6 um) lasers and light emitting diodes (LEDs) operating near room 
temperature. However, the performance of mid-infrared emitters has been limited by nonradiatiye 
recombination processes (usually Auger recombination), which overwhelm radiative recombination in 
narrow bandgap semiconductors. Auger recombination can be suppressed in "band-structure 
engineered", strained InAsSb heterostructures. In order to reduce Auger recombination in mid-irrfrared 
(2-6 ^m) lasers, several narrow bandgap III-V, strained-layer superlattices (SLSs) have been explored 
using metal-organic chemical vapor deposition (MOCVD) and molecular beam epitaxy (MBE) [1-13]. In 
both type I and type II SLS laser active regions, holes are confined to compressively strained layers, 
producing a low in-plane, effective mass (l3/2,±3/2>) hole ground state. In compressively strained 
InAsSb SLSs, it is necessary to maximize the light-heavy (13/2+l/2> - 13/2,±3/2>) hole splitting to 
suppress Auger recombination. For example, we have investigated the electronic properties of InAsSb/ 
InGaAs SLSs, and we find that the light-heavy hole splitting (= 30 meV) is insufficient to achieve 
maximum suppression of Auger recombination[l,12-15 ]. InAsSb SLSs incorporating barrier layers 
with larger valence band offsets are required to maximize the light-heavy hole splitting through quantum 
confinement. In this work, we report the properties of InAsSb/InAsP SLS materials and devices. 
Incorporating InAsP as a barrier layer in the active region will introduce a larger valence band offset than 
either of the offsets between InAs or InGaAs and InAsSb. Compared with other compressively strained 
InAsSb devices, initial tests on InAsSb/InAsP SLS lasers and LEDs show state-of-the-art performance. 
We report on the synthesis of these materials by MOCVD and their use in improved 3-6 um, mid- 
infrared optoelectronic heterojunction emitters. 

2. Experimental 

This work was carried out in a previously described MOCVD system [16,17]. The InAsSb/InAsP SLSs 
were grown on n-type InAs substrates at 500 °C, and 200 torr in a horizontal quartz reactor using 
trimethylindium (TMIn), triethylantimony (TESb), 100 % AsH3 for the InAsSb layers, 10 % AsH3 in 
hydrogen for the InAsP layers, and 100 % PH3. The InAsSb layers were grown using a V/III ratio of 15 
to 21 and an TESb/(AsH3+TESb) ratio of 0.29 to 0.41 at a growth rate of 2.5 A/second. A 5 to 15 
second purge, with reactants switched in and out of the chamber, was used for different samples. The 
InAsP layers were grown using a V/III ratio of about 217 and an AsH3/(AsH3+ PH3) ratio of 0.015 to 

CCC Code 0-7803-3883-9/98/S10.00 © 1998 IEEE 



114 

0.025 with an identical growth rate of 2.5 Ä/second. The strain balanced SLSs were lattice matched to 
InAs with Aa/a < 0.0004 with the InAsSb layers in compression and the InAsP layers in tension relative 
to the InAs substrate. The SLS composition and strain were determined by x-ray diffraction. 

We used ethyldimethylamine alane (EDMAA), TESb and 10% arsine (AsH3) in hydrogen as the 
sources for Al, Sb and As respectively, for the growth of AlAsxSb,.x cladding layers. Triethylgallium 
(TEGa), arsine and TESb were used to grow a 400 to 2500Ä GaAsSb cap on all samples to keep the 
AIAS^SD!., layer from oxidizing and to serve as a semi-metal electron injector for the emitter 
structures.[10,13] Hydrogen was used as the carrier gas at a total flow of 8 slpm. 

Infrared photoluminescence (PL) was measured on all samples at 14 K up to 300 K using a 
double-modulation, Fourier-transform infrared (FTIR) technique which provides high sensitivity, 
reduces sample hearing, and eliminates the blackbody background from infrared emission spectra. 
Injection devices (both LEDs and lasers) also were characterized with double modulation FTIR. 

3. Results And Discussion 

The growth rate of the InAsSb/InAsP SLSs was found to be proportional to the TMIn flow into the 
reaction chamber and independent of the TESb, PH3, and AsH3 flow. The variation of the Sb 
composition for the InAsSb layer as a function of TESb /(AsH3 + TESb) ratio in the vapor is shown in 
Figure 1. The Sb composition could be varied between 0.12 to 0.23 while maintaining approximately 
constant layer thicknesses for both the InAsSb and InAsP layers. 

The PL peak wavelength dependence on Sb composition of the InAsSb layer in the SLSs is 
shown in Figure 2. For a change of composition from x = 0.12 to 0.23 the PL peak changes from 3.6 to 
5.0 |im. Room temperature photoluminescence, also shown in Figure 2, was observed from 4.2 to 5.8 
Urn. The variation of PL wavelength versus thickness of the InAsSb well is shown in Figure 3. The 
wavelength could be varied from 3.2 to 3.8 |im for a change in thickness from 45 to 108 A. For layers 
thicker than approximately 90 Ä the x-ray diffraction patterns broadened, indicating the presence of 
dislocations. The crystal quality of the SLSs was excellent with 3 to 4 orders of x-ray diffraction satellite 
peaks typically observed. The intensity of the PL peak and the surface morphology of the layers was 
found to be strongly dependent on the purge time between the growth of the layers of the SLS and 
whether or not AsH^ was present during the purge. We investigated purge times from 0 to 30 seconds 
with and without AsH3 in the reactor during the purges. The optimum growth conditions are a purge of 
15 seconds duration with AsH3 in the reactor. 

0.28      0.30       0.32       0.34       0.36      0.38       0.40 

TESttfAsHj ♦ TESb) Ratio 

0.10      0.12       0.14      0.16      0.18       0.20      0.22      0.24 

X In InAs. Sb 

Figure 1. Incorporation of Sb into the InAsSb 
layer as a function of TESb /(AsH3 + TESb) ratio 
in the vapor phase for the InAsSb/InAsP SLSs. 

Figure 2. Photoluminescence at 300 K and 16 K 
from 40 period 78-87 A InAs^Sb,/ 81-89 Ä 
InAs076P027 SLSs grown on InAs for different Sb 
contents in the InAsSb layer. 
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Figure 3. Low temperature PL ( < 20K) from 20 
period InAs0|6Sb014/ 84Ä InAs76PM SLS's grown 
on InAs for different InAsSb layer thicknesses. 

Figure   4.   Electrically   injected,   pulsed   laser 
emission spectra at 80 and 180 K for a 10 period 
LnAso.goSbo.n /InAsa74Pa26 ( 87 Ä  / 84 Ä) SLS 
active region. 

An LED was constructed with a 0.7 um thick, n-type, InAs0 88Sb012 /InAs0 75P0 25 ( 80 Ä / 82 A) 
SLS active region. As for the previously published MQW structures, [10] a semi-metal layer consisting 
of a 500 Ä thick GaAsSb (p-type) and a 500 Ä thick InAs (n-type) heterojunction provided electrical 
injection for the LED. A 1 mm2 piece of the wafer was mounted onto a header with a parabolic collector. 
The top contact of the LED was a 0.02" diameter Ti/Au dot. Operating the device at 1 kHz, 50% duty 
cycle, 200 m A average current, the average output power of the LED was 80 nW at 300 K. At 80 K the 
output power of the LED was 24x that observed at 300 K. The output power of our SLS device (300 K) 
was 5-6x that measured with the same current for LPE-grown, InAsSb alloy, commercial LEDs [18]. 

The electrically injected laser structure consisted of 2.5 |im of not intentionally doped p-AlAsSb 
(5xl016 cm"3) top and bottom claddings, a p-GaAsSb / n-InAs semi-metal electron injector, and a 10 
period InAsSb/InAsP SLS active region separated from the claddings by 3000Ä of InAs. Gain-guided, 
stripe lasers were fabricated with Ti/Au metallizations. The facets were uncoated. Under pulsed 
operation, lasing was observed in forward bias with 40x1000 or 80x1000 micron stripes. Devices were 
tested with 100 nsec pulse widths at 10 kHz (0.1 % duty-cycle). Several longitudinal modes were 
observed in the 3.3-3.4 p.m range, shown in Figure 4 for 80 K and 180 K operation. The wavelength of 
our laser shifts from 3.31 urn to 3.36 |im due to the decrease in bandgap over the 80-180K temperature 
range. At 80 K, peak powers of 100 mW could be obtained with a maximum average power of 0.5 mW. 
The temperature dependence of the SLS laser threshold is described by a characteristic temperature, T0 = 
39 K, over the entire temperature range. 

An optically pumped laser was grown on an InAs substrate with a 2.5 \im thick AlAs„ 16Sbog4 
lower cladding. The active region was a 1.0 |J.m thick, InAs089Sbon /InAs077P023 (83 A / 87 A) SLS. 
The SLS laser was pumped with a Q-switched Nd:YAG (1.06 um, 20 Hz, 10 nsec pulse, focused to a 
200 [im wide line), and emission was detected with an FTIR spectrometer operated in a step-scan mode. 
Due to the low rep-rate of the pump, approximately a 4 hour scan was required to obtain an interferogram 
with resolution > 2 cm"1. Laser emission was observed from cleaved bars, 1000 |im wide, with 
uncoated facets. A lasing threshold and spectrally narrowed, laser emission was seen from 80 K through 
240 K, the maximum temperature where lasing occurred. The PL linewidth is = 25 meV at 80K, but 
above threshold, the laser emission narrowed to 3-5 meV depending on the sample. The laser emission 
linewidth is limited by inhomogeneities in the material and the presence of multiple, unresolved 
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longitudinal modes; similar behavior was observed in optically pumped type II, GalnSb/InAs lasers 
[7,9]. The wavelength of our laser shifts from 3.57 urn to 3.85 jxm due to the decrease in bandgap over 
the 80-240K temperature range. At 80 K, peak powers >100 mW could be obtained. The temperature 
dependence of the SLS laser threshold is described by a characteristic temperature, T0 = 33 K, over the 
entire range. 

4.   Conclusions 

We have evaluated InAsSb/InAsP SLSs as active regions for MOCVD-grown, mid-infrared 
lasers and LEDs. X-ray and optical characterization of the SLSs indicate very high crystalline quality 
for the MOCVD-grown material and electronic properties consistent with our model of the SLS. 
Excellent performance was observed for an SLS LED, an electrically injected laser, and an optically 
pumped laser. The semi-metal injected, broadband LED emitted at 4 um with 80 nW of power at 
300K, 200 mA average current. The electrically injected laser emitted at 3.36 |im at 180 K with peak 
powers of 100 mW at 80 K and a characteristic temperature of 39 K. The optically pumped laser 
displayed 3.86 urn emission at 240 K, the maximum operating temperature of the laser, and a 
characteristic temperature of 33 K. InAsSb/InAsP SLS laser operating temperature, characteristic 
temperature, and threshold power values are state-of-the-art for InAsSb lasers at ~ 4 ^m. With 
nominal improvements in materials and processing and the further development of multi-stage active 
regions, MOCVD-grown InAsSb devices should be able to satisfy the system requirements for use 
in chemical sensor and infrared countermeasure technologies in the near future. 
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MOCVD Growth of (Gai.Jn^As - GaAs^Sby) Superlattices on InP 
showing Type-II emission at Wavelengths beyond 2 |im 

M. PETER, K. Winkler, N. Herres, F. Fuchs, S. Müller, K.-H. Bachern, J. Wagner 

Fraunhofer-Institut für Angewandte Festkörperphysik, Tullastrasse 72 
D-79108 Freiburg, Germany 

We report on (Ga,.,ln,As- GaAs^Sb,.) superlattices grown strain-compensated on (100) InP:Fe substrates using 
metal organic chemical vapor deposition. Low temperature photoluminescence measurements show a spatially 
indirect type-II recombination of electrons in the conduction band of the Gai.Jn^As and holes in the valence band 
of the GaAsi-ySb, layers at 2.20 p.m. Type-II emission was observed up to room-temperature with 300 K emission 
centered at 2.30 p.m. The valence and conduction band offsets between strain-compensated Gao.42Ino.5gAs and 
GaAs^Sb, (y = 0.2 to 0.3) layers were estimated to 0.21 eV and 0.33 - 0.39 eV, respectively. 

Introduction 

Gai.Jn.As and GaAsi^Sbj, can be grown both lattice matched and strained on InP. While 
Gai.JtajAs is a well established material system less work has been reported on GaAsi.jSb,,. This is 
mainly due to the wide miscibility gap of GaAs^Sb^ and the resulting difficulties in the preparation of 
high-quality epitaxial layers. In spite of this difficulties GaAsi.ySbj, has been grown succesfully 
throughout the whole compositional range with non-equilibrium growth techniques like molecular 
beam epitaxy (MBE) [1] and metal-organic chemical vapor deposition (MOCVD) [2]. 

Sai-Halasz et al. [3] and Klem et al. [4] grew (Gai^InxAs - GaAsi_ySby) superlattices (SL) lattice 
matched on InP-substrate using MBE. The (Gai.Jn^As - GaAs^Sb,,) system is known to show spatially 
indirect type-II recombination of electrons in the conduction band of the GaiJtajAs and holes in the 
valence band of the GaAs^Sb,, [3,4,5]. Calculations based on the Model Solid Theory [6,7] predict that 
this emission is expected at wavelengths between 2um (lattice-matched) and 3pm (strain-compensated, 
Gai^In^As compressively strained). This property makes (Ga^hvAs - GaAs^Sfy) SLs a promising 
system for mid-IR LEDs and laser diodes based on InP-substrate. 

Experimental 

We report on the growth of strain-compensated (Gai.JtarAs - GaAsi^Sby) SLs on (100) InP:Fe 
substrates using MOCVD. The SLs were sandwiched between Gao.28ln0.72As0.6Po.4 confinement layers 
with thicknesses varying from 110 to 300 nm. All samples were grown at a pressure of 100 mbar using 
hydrogen as a carrier-gas. TMGa, TMIn and AsH3 were used as precursors for Gai-Jn^As, TMGa, 
TBAs and TESb for GaAsi-ySb,. The SL was grown at a substrate temperature of 530°C. InP cladding 
and Gao.28hio.72As0.6Po.4 confinement layers were grown at 640°C using TMIn, TMGa, AsH3 and PH3 as 
precursors. 

CCC Code 0-7803-3883-9/98/$ 10.00 © 1998 IEEE 
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Nominal Sample Structure HRXRD FT-PL 

Sample Rperiod 
rfGalnAs j GaAsSb dSL (Ad/d)± 

p type-II 
c9 

r: GalnAs 
C9 

(nm) (nm) (nm) (eV) (eV) 

#8 10 26.0 4.0 30.0 2.8-10^ 0.562 0.772 
#7 10 15.6 5.3 20.9 -6.3-10"3 0.551 - 
#9 10 8.6 5.3 13.9 -2.7-10J 0.566 - 

#10 10 11.5 10.4 21.9 -3.1-10-3 0.588 - 
#15 10 8.8 3.4 12.2 1.1-10"3 0.615 - 
#16 20 4.0 2.2 6.2 -3.1-10^ 0.708 - 

Tab. 1: Number of periods Op«**, nominal thicknesses of the Ga^^l^As and GaAs^ySby layers, total 
thickness of a single period cfL, lattice mismatch (Adld)x and low temperature (10 K) PL peak positions 
of (Ga,.JnxAs - GaAs^ySby) SL on (001) InP substrates. The Ga,.xlnxAs and GaAsLySbj, layer 
thicknesses were deduced from dSL taking nominal thickness ratios into account. 

All samples have been investigated by high resolution X-ray diffractometry (HRXRD). X-ray 
rocking curves were taken around the 002 and 004 reflection of the (100) InP substrate to determine the 
SL period dSL and the average lattice mismatch (Ad/d)± perpendicular to the substrate surface. The 
surface of all samples was investigated by Nomarski interference microscopy and selected samples 
have been examined by atomic force microscopy (AFM) to obtain the surface-roughness. Temperature 
dependent Fourier-transform photoluminescence spectroscopy (FT-PL) was used to characterize the 
samples which were mounted in a variable temperature cryostat. The 1.064 um line of a Nd:YAG laser 
was used for optical excitation with a power density of about 10 W/cm . 

Results and Discussion 

A series of (Gai.xInxAs - GaAsi.ySbj,) SLs surrounded by Gao.28lno.72Aso.6P04 confinement layers, 
was grown strain-compensated on InP. Within this series the thicknesses of the Gai-Jn^As and 
GaAsi-ySfy layers were varied (see Tab.l). The Sb concentration y of all GaAsi->,Sb>, layers was kept 
constant at nominally y = 0.42, while the In concentration x in the Ga^hvAs was adjusted in order to 
obtain strain balancing relative to the InP substrate. 

The surface morphology of all samples is excellent. RMS-roughnesses of less than 0.3 nm 
averaged over a 2 um x 2 urn area were measured by AFM. Fig. 1 shows a X-ray rocking curve of a 
nominal 10 x Gao.46lno.54As (26nm)/GaAs0.58Sb0.42 (4nm) SL (sample #8) around the 002 reflection of 
the (100) InP substrate. SL diffraction peaks up to the 19th order give evidence of the high structural 
quality of the layers. The average lattice mismatch of the SL is (Ad/d)± = 2.8-10"4 indicating a good 
lattice match to InP. 

Fig. 2 shows normalized low-temperature PL spectra (10 K) of the (Ga^Li^As - GaAsi^Sb,,) SLs 
(see Tab. 1). The dominant peak in all spectra arises from spatially indirect type-II recombination of 
electrons in the conduction band of the Gai.JüvAs and holes in the valence band of the GaAsi^Sb,,. The 
SL of sample #8 is very asymmetric in its individual layer thicknesses with ^GaMl/jc^s» = 26 nm : 
4 nm. This sample shows besides the type-II emission at 0.562 eV (2.20 nm) also the spatially direct 
type-I recombination within the Gai.Jn^As layer at 0.772 eV (1.61 urn). At higher temperatures this 
peak vanishes while the type-II emission was observed up to room-temperature. The 300 K emission is 
centered at 2.30um. The Gai-Jn^As and GaAsi^Sb, layer composition and the thickness ratio 
dGainAs/dGoAssb _ 2 3 js identical in sample #15 and #16, while the SL period dSL has been reduced from 
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12.2 nm (#15) to 6.2 nm (#16) with the number of periods doubled in sample #16. Therefore the 
volume of the SL stack was kept constant while the number of interfaces was doubled. Due to the 
enhanced wavefunction overlap the PL intensity of sample #16 was more than a factor of two larger 
than that of sample #15. The 93 meV blue-shift of the type-II emission from 0.615 eV (#15) to 
0.708 eV (#16) is caused by an increase in confinement energies with the smaller period of the SL. 

From the PL of sample #8 it is possible to give a rough estimate of the band alignment of strained 
GaAsi.ySbj, relative to GaiJ^As and InP. Assuming the low-temperature band-gap energy of 
Gai.JfajAs to be E(x) = 1.519 + 1.584 x + 0.475 x2 [8] and including the splitting of the valence band 
due to tetragonal strain [9], an In concentration x = 0.58 is obtained from the PL spectrum of sample #8. 
Confinement effects in the conduction band of the 26 nm wide Ga^LvAs layer have been neglected. 
Based on the average lattice mismatch (Ad/d)± = 2.8-10"4 and the nominal thickness ratio 
dGainAs. jGaAsSb = 26 nm : 4 nm the actual Sb concentration y in the GaAsi-ySby layer can be estimated 
to 0.2. A slight variation of this ratio, such as e.g. dGa,nAs: dGaAsSb = 24.3 nm : 5.7 nm, results in an 
increase of the Sb concentration to y = 0.3. The composition dependence of the band-gap energy of 
GaAsi.ySbj, is given by E(y)= 1.519+ 1.2 y+ 1.2/ [8]. Taking strain effects into account [9] one 
obtains a low-temperature band-gap for GaAsi^Sb^ of Eg = 0.98 eV (y = 0.2) or Eg = 0.89 eV (y = 0.3). 
From the difference between the type-I and the type-II emission energies a valence band offset between 
GaiJtajAs and GaAs^Sby (y = 0.2 to 0.3) of 0.21 eV is obtained. These values result in a conduction 
band offset between GaiJfoxAs and GaAsi.ySb,, of 0.33 eV to 0.39 eV. Assuming a valence band 
discontinuity Qv = AEV/(AEV + AEC) = 0.6 for GaiJtajAs relative to InP [6,7,10] the valence band 
discontinuity Qv of GaAsi.^Sby relative to InP is found to be between 1.1 and 1.3. 

For calibration purposes a sample with a 60 nm thick layer of GaAsi^Sbj, was grown 
pseudomorphically strained on InP substrate. The Sb content was determined by HRXRD as y = 0.42. 
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Fig. 1: HRXRD reflection profile of a 10x(Ga1JnxAs- 
GaASi-ySby) SL (sample #8) around the 002 reflection of InP 
(upper profile: measurement, lower profile: simulation). The inset 
shows a magnification of the region around the InP-substrate 
peak. 
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Though exactly the same nominal growth parameters were used for the (Gai.JtajAs - GaAsi„ySby) SL 
the Sb incorporation is significantly lower in the SL structure than in the thick GaAso.5sSbo.42 layer. The 
Sb incorporation into GaAsi.^Sbj, is known to depend strongly on the V:HI ratio [2,11,12]. It is likely 
that the V:m ratio during the growth of the SL stack is larger than during the growth of a single 
GaAsi.^Sbj, layer (V:HI = 1.6), since the Gai-Jta^As layers of the SL were grown with a V:m ratio of 70. 
Thus the Sb concentration into the GaAs^Sb^ layers of the SL might be less than 42% due to a higher 
As background in the MOCVD reactor. This also explains why most SLs are compressively strained, 
i.e. (Ad/d)x < 0 (see Tab. 1) even though strain compensation is expected on the basis of the bulk 
calibration data. 

Klem et al. [4] used low-temperature PL to derive values for the conduction and valence band 
offsets in (Gai.^InxAs - GaAsi^Sbj SLs lattice matched to InP. Direct band-gaps of Eg

GaAsSb = 0.80 eV 
and Eg 

Ga,nM = 0.81 eV and a type-H band-gap Eg*""'" = 0.43 eV were found which result in band offsets 
between Gai^As and GaAs^Sb^ of AECB = 0.37 eV and AEVB = 0.43 eV. Sai-Halasz et al. [3] 
investigated Gao45In055As (3.7 nm) / GaAs04sSbo.55 (3.1 nm) SLs by absorption spectroscopy at 10 K 
and obtained Eg

m'-" = 0.27 eV, AEra = 0.54eV and AECB = 0.65eV {EgGaAsSb = 0.81 eV and 
Eg 

GaInAs = 0.92 eV). It is difficult to compare the results of the present study with the data reported in 
Ref. 3 and Ref. 4 since all investigated SLs have the different nominal compositions. 

In conclusion, (GaiJtajAs - GaAs^Sb,) SLs were grown by MOCVD strain compensated onto 
InP. All samples showed excellent surface morphology with RMS-roughnesses less than 0.3 nm. The 
SL period was varied from 6.2 nm to 30 nm. X-ray rocking curves of all samples show well resolved 
SL diffraction peaks. FT-PL measurements reveal strong type-II emission beyond 2 um at 10 K, which 
persists up to room temperature. Assuming a valence band discontinuity Qv between Gao^Ino.ssAs and 
InP of 0.6 [6,7,10], the valence and conduction band offsets between Gao.42Ino.58As and GaAsi^Sbj, (y ~ 
0.2 to 0.3) are estimated to be 0.21 eV and between 0.33 eV and 0.39 eV, respectively. The Sb 
incorporation into the (Gai^IrijAs - GaAsi.ySb>,) SL was found to be smaller than in thick GaAsi_->,Sbj, 
layers grown with identical growth parameters. This is due to the growth of GaiJOijAs layers in- 
between the GaAsi.^Sbj, layers which results in a higher As background in the MOCVD reactor 
chamber and therefore reduces the Sb incorporation into the SL. 
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VCSEL Structures for the 1.5/im Range 
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Universität Würzburg, D-97074 Würzburg, Germany 

We have investigated the growth of VCSELs based on the GaAlSb material system by solid source 
molecular beam epitaxy. Laser structures with different numbers of mirror layers have been analyzed 
by reflectivity experiments. We observe a systematic narrowing of the cavity resonance with increasing 
number of mirror layers down to a FWHM of 0.9 meV (50 K). The dependence of the FWHM of the 
cavity resonance on the number of mirror layers and the temperature dependence of the resonance 
energy are found to be in good agreement with results of transfer matrix theory calculations. 

1 Introduction 

Recently there has been an increasing interest in the GaSb material system caused by the search 
for novel emitters and detectors for the near and mid infrared. The most important material 
system for wavelengths in the range of telecommunication InGaAsP shows severe limitations for 
devices operating at wavelengths beyond 1.6 /im as far as vertical cavity surface emitting lasers 
(VCSELs) are concerned. VCSEL structures are of particular interest for massively parallel optical 
transmission systems. In these structures a vertical cavity is formed by Bragg mirror layer stacks 
of materials with different refractive index. Low threshold lasers can be obtained for properly 
tuned cavities and Bragg mirror stacks with reflectivities in excess of 99.99%. Due to the rather 

small refractive index difference in the InGaAsP system this requires the growth of very thick 
(11.5/im, 45 InP/GalnAsP pairs [1]) lasers or the use of hybrid mirror laser structures [2]. 

Heterostructures based on GaAlSb permit to use a very large refractive index difference of up 
to 0.7 between the binary materials and therefore constitute very good candidates for VCSEL 
fabrication at telecommunication wavelengths and beyond. In the present paper we report the 
growth and the reflectivity characterization of these structures. 

2 Growth of GaAlSb VCSELs 

The present VCSEL structures were grown in an Eiko EV-100 S MBE with eight solid source 
Knudson cells. In order to grow layers with different Al contents the system is equipped with two 
Al Sources. As and Sb are provided by solid sources. The growth temperature was controlled by 
a pyrometer and especially at lower temperatures by a thermocouple. Prior to the growth of the 
buffer layer the surface oxide of the GaAs substrates was removed by heating the samples for one 
minute at 620° C under As pressure. The growth temperatures of the GaSb and Gao.86Alo.14Sb 
layers were about 500°C. For AlSb layers the substrate temperature was raised to 540°C. Growth 
rates for GaSb of about 1.07 fim/h, 1.17 ^m/h for Gao.s6Al0.i4Sb and of 0.45 jum/h for AlSb were 

used. 
Fig. 1 shows schematically the layout of a typical VCSEL structure. On top of a nominally 

undoped (100) oriented GaAs substrate a 300 nm thick GaAs buffer layer is deposited. On top of 
the buffer layer lies the bottom mirror with up to 15 alternating layers of AlSb (119 nm thick) and 

CCC Code O-78O3-3883-9/98/$10.0O © 1998 IEEE 
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FIG. 1: Schematic bandstructure of a GaSb/AlSb VCSEL as presented here. The bottom mirror consists 
of up to 15 and the top mirror of 14 mirror pairs. The active region is a 9 nm multi quantum well 
(MQW). 

of Gao.86Alo.14Sb layers (93 nm thick). Due to the large lattice mismatch of 7 % between GaSb 
and AlSb and GaAs the lower mirror contains a high density of misfit dislocations. On the lower 
Bragg reflector a one A-cavity of Gao.86Alo.14Sb is grown, which includes in its center three GaSb 
quantum wells (thickness 9 nm), serving as active layers in the devices. The upper Bragg reflector 
includes similar mirror stacks as the bottom one. Due to the additional reflectivity at the surface, 
we typically grow the upper reflector with one mirror pair less than the lower one. Gao.86Alo.14Sb 
is used for the cavity and the low band gap/high refractive index sections of the mirrors in order 
to avoid absorption of the light emitted by the quantum wells. The complete structure is covered 
by a thin GaSb cap layer (5 nm) to avoid degradation due to Al oxidation. 

3    Reflectivity Studies 

VCSEL structures with different numbers of mirror pairs were characterized by reflectivity mea- 
surements using a standart halogen lamp as a light source. As a detector a LN2 cooled Ge 
photoconductor connected to a lock-in amplifier was used. The reflectivity of the samples was 
calibrated with respect to that of an Au-coated mirror. For temperature dependent measurements 
the samples were mounted inside a variable temperature cryostat, which permitted investigation 

between 2K and room temperature. 
Fig. 2a shows reflectivity spectra measured on a VCSEL structure containing 15 mirror pairs at 

the bottom Bragg reflector and 14 at the top. The spectra show a large stopband of about 100 meV 
between approximately 0.77 eV and 0.875 eV. In the center of the stopband a very sharp cavity 
resonance is observed. The FWHM of the cavity resonance at 50 K is 0.9 meV. With increasing 
temperature the stopband and the cavity resonance shift to lower energy due to the temperature 
dependence of the refractive indices of the cavity and mirror materials. Simultaneously the depths 
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FIG. 2: a) Reflectivity spectra for several temperatures. The measured structure contains 15 bottom and 
14 top mirrors. It has a large stopband of 100 meV and a narrow FWHM of the resonance peak of about 
0.9 meV at a temperature of 50 K. b) Comparison of the measured values with transfer matrix theory. 

of the resonance decreases and FWHM increases which arises due to differences in the temperature 

dependences of the refractive indices of cavity and mirrors. 
Fig. 2b shows a comparison of the temperature dependence of the cavity resonance as determi- 

ned from experiment with transfer matrix theory. Due to the rather weak temperature dependence 
of the refractive indices the shift of the cavity resonance between He and room temperature ob- 

served experimentally amounts only 18 meV. 
In order to modell the data a values of 

dn/dT=1.14 10-4K-> 

has been used for the temperature dependence of the refractive index and the room temperature 

value of n [3]. For GaSb we used values of 

1/n • dn/dT=9.7 lO^K"1 

from [4]. The value of the refractive index of Gao.86Alo.14Sb and of its temperature dependence 
have been interpolated linearly from the values for the binary systems. As can be seen from 
the good agreement of the experimental data and the calculated curve the observed temperature 
dependence of the resonance position can be described quantitatively by the calculations. 

Fig.   3a shows on an enlarged scale the energetic region of the cavity resonance taken from 
reflectance spectra of samples with a varying number of mirror pairs. For the VCSEL structure 
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FIG. 3: a) Dependency of the FWHM from the number of mirror pairs, b) The solid line in the plot on 
right hand was calculated using matrix theory. 

containing 5 bottom and 4 top mirror pairs (bottom trace in the figure) the cavity resonance has a 
very large halfwidths of 33 meV. As the number of mirror pairs is increased the FWHM decreases 
dramatically. For a VCSEL with 8 bottom and 7 top mirror pairs the resonance FWHM is 8.4 
meV, which decreases to 0.9 meV for the structure with 15 and 14 mirror pairs in the top and 
bottom Bragg reflectors. The narrowing of the cavity resonance reflects the increase of the quality 
factor of the cavity with an increasing number of mirror pairs. Fig. 3b shows a comparison of 
the measured values of the FWHM of the resonances at 300 K with the results of transfer matrix 
calculations. The values of the refractive indices at 300 K were obtained as described above. We 
observe a very good agreement between the experimental results and the calculation. 
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Abstract. Thallium incorporation in GaTlAs and InTlAs was systematically studied in solid source MBE by 
RHEED, Auger Electron Spectroscopy and X-ray diffraction as function of thallium concentration, substrate 
temperature and III/V flux ratio. Low temperature growth exhibits a (2x2) thallium-induced structure and also 
shows surface thallium accumulation. No evidence of binary TIAs formation was found. Auger electron 
spectroscopy measurements show limited thallium solubility in GaTlAs and InTlAs. X-ray diffraction 
measurements show the successful growth of epitaxial layers of TIGaAs with a molar fraction of Tl=0.05 and a 
second metal phase on the surface. 

1.  Introduction: 
A new family of thallium-based III-V semiconductor compounds such as InTIP, InTlAs and 

InTlSb has been proposed recently as an alternative low band gap material system [1,2]. According to 
theoretical calculations, the stable zinc-blend binary compounds TIP, TIAs and TISb, lattice 
mismatched less than 2% to InP, InAs and InSb, are semimetals with negative band gaps, similar to 
HgTe. Therefore these thallium alloys may be analogous to HgCdTe, spanning the far- and mid- 
infrared spectral regions. It has been predicted that the alloys Ino.33Tlo.67P, Ino.85Tlo.15As and 
Ino.91Tlo.09Sb each reach a bandgap of 100 meV and are nearly lattice-matched to InP, InAs, and 
InSb, respectively, with 5a/a<l%. However, there is currently little information about phase diagrams 
for these alloys [3], and there have been few reports of attempts to grow them. TIP, InTIP and 
InGaTIP have been grown successfully by gas-source molecular beam epitaxy [4,5] and also the mj. 
xTlxSb system has been studied for 0<x<l in metal-organic chemical vapor deposition [6,7]. 

Thallium is a volatile material with a high equilibrium vapor pressure at low temperatures by 
molecular beam epitaxy (MBE) standards ( P= 10"6 torr at 350 °C [8]), which stimulates thallium 
reevaporation from the grown surface even at low substrate temperatures. The covalent radius of the 
thallium valence -3 ion (0.095 nm) is bigger than the radius of either Ga or In (0.062 and 0.081 nm). 
This large covalent radius can enhance the accumulation and segregation of thallium on the growing 
surface, from which it can re-evaporate. This combination of segregation to the surface and re- 
evaporation can make it difficult to incorporate significant amounts of thallium into the layer. 
Fortunately, the molecular beam epitaxy technique can grow thermodynamically metastable 
compounds under strongly non-equilibrium conditions by using a very low substrate temperature and a 
large HI/V element flux ratio. 

In this work, we have studied thallium incorporation in InTlAs and GaTlAs grown by solid- 
source MBE. The thallium behavior was determine by reflection high-energy electron diffraction 
(RHEED), Auger electron spectroscopy (AES) and x-ray rocking-curve measurements. InTlAs was 
grown over InAs buffer layer, while GaTlAs was grown on both GaAs and InAs. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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2. Experimental procedure: 
We grew epitaxial layers using conventional solid-source MBE with AS4 and elemental column III 
metal sources. The incorporation of thallium in TIAs, InTlAs and GaTlAs was studied by the growth 
of epitaxial films over InAs and GaAs buffer layers on (lOO)-oriented surfaces. The substrate 
temperature was varied from 450 °C to 150"C. The growth rate of InAs and GaAs was determined by 
observing RHEED oscillations and was set to 1.0 ML/s. The fluxes of Tl, Ga, In and As4 were 
measured by a molecular beam flux monitor (ion gauge) which was rotated into the substrate position. 
The growth temperature was measured by a thermocouple located near to the substrate, calibrated 
from the temperatures of superstructure transitions on GaAs and InAs in ultrahigh vacuum [9] and also 
from the temperature of native oxide evaporation from GaAs. 

The surface concentration of thallium was estimated from AES spectra taken in situ. The 
lattice parameter of the epitaxial films was determined by X-ray diffraction rocking curves of (400) 
and (511) reflections. Surface morphology was observed using optical microscopy with Nomarski 
contrast. 

3. Attempts to grow the binary compound TIAs: 
Substrate temperatures ranging from 450 °C to 150"C, as well As/Tl beam flux ratios from 1500 

to 100 were employed for synthesis of TIAs over InAs and GaAs. These beam flux ratios correspond 
to a much larger excess of arsenic than is typically used for the growth of GaAs or InAs. 
Reevaporation caused a rapid decrease of thallium sticking coefficient at temperatures above 350 °C. 
In this temperature range, the surface reconstruction of both GaAs and InAs transformed under a Tl 
flux from c(4x4) to (2x2), but we found no evidence of TIAs formation. 

Reduction of substrate temperature to the range below 350 °C caused thallium to accumulate on 
the surface in form of metallic droplets. During epitaxial growth at these temperatures, the brightness 
of the RHEED pattern decreased monotonically with time, and the surface became covered by 
thallium droplets. The size and density of Tl droplets increased as substrate temperature was reduced 
and as the length of time increased during which Tl was deposited. It is interesting to note that 
reduction of the substrate temperature to 150 °C, which is less than the thallium melting point of 
305°C, still results in thallium droplet formation. We suggest that this phenomenon be caused by a 
very high surface mobility of thallium adatoms. 

To further clarify the interaction of thallium with arsenic flux on the InAs and GaAs surfaces, 
we deposited about ~ 0.5 ml of thallium in the absence of arsenic flux on these epitaxial surfaces at 
300°C. This coverage of Tl converted the surface reconstruction from c(4x4) to (2x2) for both GaAs 
and InAs. We observed a strong reduction of the diffuse background in the RHEED patterns for these 
surfaces, which is typical of (4x2) metal-stabilized structures on GaAs and InAs. Cooling these 
samples in ultrahigh vacuum from 300 °C to room temperature did not result in any observed changes 
in surface reconstruction. Maintaining this thallium stabilized-surface in an arsenic flux in the 
temperature range 300°C-20°C also caused no change in surface structure. The exposure of this 
surface to an arsenic flux at room temperature for a long time resulted only in arsenic accumulation. 
Increasing the substrate temperature to above 350 *C rapidly converted the Tl-induced (2x2) structure 
to C(4x4) for GaAs and to (2x4) for InAs. RHEED patterns observed on InAs under Tl deposition are 
shown in Fig. la and Fig.lb. The surface structure after thallium desorption is shown in Fig.lc. 
Based on these measurements, we suggest that thallium on GaAs and InAs surfaces does not react with 
As4 flux at temperatures below 350 °C and is easily sublimed from these surfaces at temperatures 
above 350T. 
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(c) 
Fig.l. RHEED pattern of InAs surface, taken in along the [110], [010] and [110] azimuths: a)- before thallium deposition, 
b)- after deposition of 0.5 ml of Tl at 300°C and c)- after Tl desorption at 350°C 

4. The growth of InTlAs and GaTlAs: 
In an initial attempt to determine the solubility of thallium in InAs and GaAs, these compounds 

were grown on Tl-rich surfaces at 300 °C, a temperature at which no thallium reevaporation takes 
place. The surface concentration of thallium was measured in situ by AES following deposition of 
InAs and GaAs layers of increasing thicknesses. The AES measurements show a monotonic decrease 
of the thallium surface concentration as a function of InAs or GaAs deposition time (see Fig.2). 
Assuming that the surface thallium initially present either rides along the surface or is incorporated 
into the growing layer, we determined that the fractional solubility limit of thallium in InTlAs and 
GaTlAs at 300 °C is 0.006 and 0.009 respectively. 

To synthesize InTlAs and GaTlAs with larger fractional Tl compositions, lower substrate 
temperatures were used. A series of samples was grown at Ts= 180°C, 220°C and 245 °C with a 
thallium molecular beam flux of about -3% of the Ga or In beams (Tl source temperature 480 °C). 
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Fig.2. Thallium surface concentration dependence determined by AES as a function of deposited thickness of InAs and 
GaAs. 

Fig.3. RHEED pattern of GaTlAs taken along the [110] azimuth a) before growth, b) after 5 min growth, c) after 20 min 
growth and d) after 30 min growth. 



129 

RHEED patterns and subsequent optical microscopy showed a rapid segregation of thallium on 
the growing surface in the form of Tl droplets when Tl/Ga or Tl/In ratios exceeded 0.03. 

The evolution of the RHEED pattern of GaAs:Tl at 180 °C is shown in the Fig. 3. An initial 
arsenic-stabilized c(4x4) structure converted to a (2x2) Tl-induced structure during approximately the 
first five minutes of growth. As growth continued, the intensity of the RHEED pattern decreased due 
to thallium accumulation and surface roughening. Microtwin crystal formation was detected after 
deposition about 0.6 urn of GaTlAs. "When growth took place at higher Ts, we observed only the 
transition to the Tl-induced structure and subsequent reduction of RHEED intensity due to Tl droplet 
accumulation, but no microtwins. Qualitatively similar RHEED behavior was observed during the 
growth of InTlAs. 

The evolution of surface morphology as function of growth temperature for GaTlAs and 
InTlAs is shown in Fig.4. All epitaxial films have a thickness of 0.7 um. No thallium droplets were 
found on GaTlAs surfaces grown at TS=180°C, but they were present on InTl As grown at that 
temperature. At Ts increased, the size of droplets and the average distance between them expanded, 
which reflects an increase in the thallium surface diffusion length. 

Fig.5 shows double-crystal X-ray diffraction (400) rocking curves for GaTlAs layers grown on 
GaAs substrates at Ts= 180°C, 220°C and 245°C. The peaks from the ternary alloys are clear visible, 
indicating thallium incorporation into the film. The peak separation is 623 arc sec for samples grown 
at Ts =180°C, 617 arc sec for Ts =220°C, and 160 arc sec for the sample grown at 245°C. The rapid 
reduction in peak separation as Ts increases reflects the redistribution of thallium away from 
incorporation into the solid and toward formation of Tl droplets. We estimate the maximum Tl molar 
fraction to be 2.5% in GaTlAs, based on a predicted TIAs lattice constant of 0.618 nm [1]. An 
increase of Tl/Ga flux ratio to -0.06 (thallium source temperature 500 °C) caused an increase in Tl 

(a) 

(d) 

(b) (c) 

(e) (f) 
Fig.4. Surface morphology (xlOOO with Nomarsld contrast) of GaTlAs and InTlAs grown at three substrate temperatures: a) 
GaTlAs grown at Ts =180°C, b) Ts =220°C, c) Ts=245°C, d) InTlAs grown at Ts =180°C, e) Ts =220°C, f) Ts =245°C. 
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Fig.5. X-ray diffraction (400) rocking curves for GaTlAs, grown a)- at Ts =180C, b)- at Ts =220°C and c)- at 245°C. 

droplet density and also an increase in peak separation in X-ray rocking curves to 1260 arc sec, which 
corresponds to a Tl molar fraction 0.05 in GaTlAs. 

Since predicted lattice constant of TIAs is close to one of InAs, this makes difficult to apply X- 
ray technique for characterization of InTlAs. The bandgap determination of InTlAs and GaTlAs by 
photoluminescence and transmission measurements is stills in progress and will subject of separate 
paper. 

5. Conclusion: 
Using conventional solid source MBE with As<t, we were not able to synthesize the binary 

compound TIAs. We have, however, grown GaTlAs and InTlAs for the first time using conventional 
solid source MBE. X-ray diffraction showed the successful growth of GaTlAs with a Tl molar 
fraction of 0.05. The typical MBE growth conditions for GaTlAs and InTlAs lie in a two-phase 
region, bounded by the ternary alloy GaTlAs (or InTlAs), and the liquid Ga(In)+Tl+As. Thallium 
incorporation in the solid films suffers from the metal phase accumulation on the surface due to the 
very low stability of TIAs relative to the liquid phase and also due to differences between the atom 
covalent radii of Tl and Ga or In. 
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Abstract High quality interfaces are the workhorse of the semiconductor industry. Structural and electronic 
interface properties have a significant impact on device performance. This paper investigates the effect of the 
As cap deposition/removal process on electronic interface properties. The electronic interface properties were 
investigated by photoluminescence power spectroscopy. It was found that the As cap deposition/removal 
process with wafer storage in air causes significant degradation of the electronic interface properties (Nit > 10 
cm"2) although structural degradation of the GaAs surface could not be observed. Thus, the impact on electronic 
interface properties needs to be considered when designing electronic or optoelectronic devices using the As 
cap deposition/removal process. 

1. Introduction 

For compound semiconductors such as GaAs, the fabrication of abrupt and atomically ordered interfaces 
is routinely performed using in situ overgrowth. Alternatively, the As cap deposition/removal technique 
was suggested to add flexibility to a variety of processes used in the compound semiconductor industry 
[ 1]. The latter technique is based on in situ deposition of an As cap layer which protects the wafer surface 
in the fabrication facility. Following wafer processing and/or storage, the As cap is thermally desorbed 
under As over pressure or in ultra-high vacuum (UHV) prior to overgrowth. While the thermal desorption 
of the As cap is preferentially done under As over pressure, the process of thermally desorbing the As 
cap was also investigated under UHV conditions. Previous in situ studies established that the As cap de- 
sorption technique can provide surface properties such as surface atomic order and roughness which are 
comparable to those of as-grown surfaces (e.g., [2]). Although electronic interface properties have a sig- 
nificant impact on device performance, there have been no reports on electronic properties of interfaces 
which were fabricated using the As cap deposition/removal technique. 

In this article, we investigate the electronic properties of GaAs homointerfaces grown by molec- 
ular beam epitaxy (MBE) using the As cap deposition/removal technique. Interface properties such as 
surface recombination velocity S and interface state density Nit are reported and compared to those ob- 
served for in-situ grown GaAs homointerfaces. 

2. Wafer Fabrication 

The epitaxial layers were grown by MBE on 2-in n+ (100) GaAs wafers. The layer sequence is shown in 
Fig. 1 for (a) the structure using the As cap deposition/removal process and (b) a standard reference struc- 
ture. For the structure depicted in Fig. 1(a), the epitaxial growth was interrupted after completion of the 
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30 Ä GaAs 

450 Ä Al0 61Gao 39As 

100ÄGaAs:Si,2xl016cm-3 

1.3nmGaAs:Si,2xl016cm-3 

0.2 um GaAs:Si, 2 x 1018 cm"3 

n+ GaAs substrate 

30 Ä GaAs 

450 Ä Al0 61Gao 39AS 

1.3umGaAs:Si,2xl016cm-3 

0.2 um GaAs:Si, 2 x 1018 cm"3 

n+ GaAs substrate 

(b) 

(a) 

Fig. 1. Test structures using (a) the As cap deposition/removal process, and (b) a standard 
reference structure. The dashed and dashed-dotted lines indicate the GaAs 
homointerface and the AlGaAs-GaAs heterointerface, respectively. 

1.3 |J.m thick GaAs active layer, an As cap was deposited under various conditions and the wafers were 
stored in ultra-high vacuum or air for 3 to 10 days. The deposition/storage conditions for the As cap layer 
are summarized in Table 1. Subsequently, the wafers were loaded into the growth chamber, the As cap 
was desorbed under As over pressure when the substrate temperature Ts was raised to 600 °C, and the 
layers above the dashed line in Fig. 1(a) were grown at Ts = 600 °C. The As desorption was monitored 
by reflection high-energy electron diffraction (RHEED). The standard reference structure shown in Fig. 
1(b) was fabricated without growth interruption. 

The doping concentration of the GaAs epitaxial layers was measured by an electrochemical pro- 
filing technique. The AlxGai_xAs thickness and composition were determined by x-ray diffraction, and 
the As cap layer thickness was verified by cross-sectional scanning electron microscopy (SEM). 

Table 1. Parameters of As cap deposition/removal 

Wafer* 

As deposition conditions 
As layer 

Thickness 
(Ä) 

Storage 
Conditions 

RHEED after 
As desorption Substrate       _ 

„,                      Deposition        .   „ 
Temperature         \                  As Species 

Time      .    ,.   . 
..     .     Ambient 
(days) 

298 90 °C             15 min                As4 n/d 3           UHV streaky (2x4) 

313 90 °C             15 min                As4 n/d 7            Air streaky (2x4) 

314 36 °C             15 min                As4 n/d 7            Air streaky (2x4) 

327 50 °C             15 min                As2 n/d 4            Air streaky (2x4) 

351 33 °C             60 min                As4 371 4            Air streaky (2x4) 

367 -1 °C             60 min                As4 1400 3           Air streaky (2x4) 

384 0 °C             150 min               As2 23800 3           Air streaky (2x4) 

n/d: not determined, * Thermocouple reading 
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3. Characterization of Electronic Interface Properties 

We have introduced a photoluminescence power spectroscopy (PL-PS) technique as a standard tool to 
study interface recombination velocity S and to monitor the interface quality during device fabrication. 
The optoelectronic PL-PS method comprises the measurement of the photoluminescence spectra and the 
integrated intensity IPL over a wide range of laser excitation power density P0. The subsequent analysis 
of the measured IPL versus P0 is based on a numerical Poisson and continuity equation solver for semi- 
conductor heterostructures and provides the dependence of the internal quantum efficiency T| on P0, the 
recombination velocity S and related quantities of interest such as interface state density Nit (in units of 
cm"2) [3]. The technique is in particular advantageous for (i) systems with relatively small band discon- 
tinuities such as AlxGa[.xAs-GaAs where capacitance-voltage measurements are impractical or incon- 
clusive [3], and (ii) semiconductors with a small effective density of states such as GaAs (Nc = 4.7 x 1017 

cm"3). The latter advantage is illustrated in Fig. 2 which shows a simulated PL depth profile for an 
Al0 6iGa0 39As-GaAs structure. Because of the strong degeneracy of the 0.2 \im thick buffer layer and 
the substrate (ND = 2x10 cm ), the PL signal emitted from the structure stems primarily (= 88%) from 
the lightly doped epitaxial layer and substrate effects are virtually excluded. Also, the impact of the non- 
radiative lifetime of the epilayer is only marginal. Thus, the quantum efficiency depends mainly on two 
parameters only, namely (i) the radiative lifetime of the GaAs epilayer, and (ii) the nonradiative carrier 
lifetime at the interface [3]. The first parameter is easily determined from the doping concentration of the 
epilayer and the second parameter is used to fit the simulated results to the measurement. 

The standard reference structure shown in Fig. 1(b) is designed such that S at the AlGaAs-GaAs 
interface (dashed-dotted line) can be inferred [3]. The structure depicted in Fig. 1(a) exhibits a second 
interface (dashed line), the GaAs homointerface which was fabricated using the As cap deposition/re- 
moval process. Since the homo- and heterointerfaces in Fig. 1(a) are separated by a distance which is 
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Fig. 2.   Simulated PL depth profile of an 
Al06iGao29As-GaAs structure. The GaAs 
surface is located at a distance of 100 nm. 

Fig. 3. Internal quantum efficiency as a function of 
excitation power density. The symbols show the 
measurement results; the dashed lines represent the 
simulation results with S as a parameter. The symbols 
are explained in Tab. 2. 
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much shorter than the minority carrier diffusion length (LDh = 5 urn), both interfaces virtually act as one 
source of interface nonradiative recombination S. Fig. 3 shows the measured and simulated internal 
quantum efficiency T| as a function of excitation power density P0'. The excitation wavelength \Q is 514.4 
nm. Virtually identical results (1000 < S < 1200 cm/s) have been obtained for the standard reference 
structure (diamonds) and the structure using the As cap deposition/removal process and UHV storage 
(circles). This clearly indicates that the GaAs homointerface is of better quality than the AlGaAs-GaAs 
heterointerface in this case and device performance will not be affected. However, the GaAs homointer- 
face dominates S (> 104 cm/s) for all structures using the As cap deposition/removal technique and air 
storage. Neither the deposition of a thicker As layer of up to 2.38 |im thickness (triangles left) or using 
As2 instead of As4 (squares and triangles left) improved the homointerface. The corresponding Nit at the 
GaAs homointerface for the latter structures is higher than 101' cm"2. The uniformity across a wafer and 
the wafer-to-wafer reproducibility are also affected as outlined in Table 2 which summarizes the results 
of the interface analysis. Note that the RHEED patterns observed on the UHV and air stored samples 
were virtually identical after As cap desorption indicating identical structural surface properties such as 
atomic order and roughness. 

Table 2. Electronic interface properties 

Wafer # 
Symbol 
in Fig. 3 

S (cm/s) Nit(cm-2) Uniformity Comments 

309 Diamond 1000 - 1200 109range ±2% In-situ reference 

298 Circle 1000 - 1200 109 range ±2% As cap, UHV 

313 Triangle up = 5xl04 >10" ±20% As cap, Air 

314 Triangle down >104 >10" ±20% As cap, Air 

327 Square = 5xl04 >10n ±20% As cap, Air 

351 Plus = 5xl04 >10» ±20% As cap, Air 

367 Triangle right >104 älO" ±20% As cap, Air 

384 Triangle left S105 >10" ±20% As cap, Air 

4. Conclusions 

In conclusion, the As cap deposition/removal process and storage in air causes significant degradation 
(Nit > 1011 cm"2) of the electronic interface properties of GaAs homointerfaces although identical, 
streaky RHEED pictures have been observed for wafers stored in UHV or air. Thus, the impact on elec- 
tronic interface properties needs to be considered when designing electronic or optoelectronic devices 
using the As cap deposition/removal process. 
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Abstract. Compositional control of precipitate position by preferential precipitation in a GaAs well 
sandwiched between low-temperature grown AlGaAs arsenic supply layers is examined for single-electron 
tunneling applications, where closely spaced particles a few nanometers in diameter are required. Control of 
small particles formed at low annealing temperatures where positional control is expected to be more difficult 
is examined. The use of a superlattice supply layer to intentionally increase the arsenic diffusion from the 
AlGaAs into the GaAs well is also examined. The results suggest useful directions for realizing controlled 
precipitation at scales of interest for single-electron tunneling applications. 

1. Introduction 

Nanometer-scale arsenic particles can be formed in GaAs by molecular beam epitaxy at low growth 
temperatures and subsequent high temperature annealing [1,2]. It has been shown that the position of 
particles in the growth direction can be controlled by composition while the lateral position can be 
controlled by strain produced by a surface stress structure. One-dimensional arrays of arsenic particles 
have recently been demonstrated by combining these effects in a patterned self-assembly process [3]. 

We are studying applications of this self-assembly technique to the fabrication of single-electron 
tunneling devices in which the arsenic particles serve as small metallic islands separated by GaAs 
tunneling barriers. For such applications, closely spaced particles a few nanometers in diameter are 
required, which is one order of magnitude smaller than used in Ref [3]. In this paper, we focus on 
issues concerning the effectiveness of compositional control for these applications. First, we examine 
the use of an arsenic supply layer comprised of an AlGaAs/GaAs superlattice (SL) to intentionally 
increase the diffusion of arsenic into the GaAs well. This experiment follows up on a previous report by 
Melloch et al for a short-period (5 nm) AlGaAs/GaAs LT superlattice layer in which virtually no 
precipitates formed [4]. Those authors suggested that precipitation is energetically unfavorable in such a 
SL because the layer thicknesses are less than the critical size for nucleation and that this leads to the 
diffusion of arsenic to adjacent layers. Second, we examine control of small particles (~ 4 nm). The 
diameter of arsenic precipitates in GaAs decreases with decreasing annealing temperature [4]. At the 
same time, the control of precipitate position is expected to be weaker at lower temperatures, due to the 
rapid decrease in the diffusion coefficient. Hence, in this case we examine compositional control as a 
function of annealing time. 

2. Film Growth and Analysis Techniques 

The films used in this work were grown in a Varian GEN. II MBE system on a two-inch diameter 
substrate. The grown rates were typically 0.15 (xm/hr and 0.27 |xnVhr for GaAs and AlGaAs, 
respectively. The ratio of group V to group III beam equivalent pressures used was 36, as measured 
with an ion gauge at the substrate growth position. A 200 nm thick epi-GaAs buffer layer was first 
grown to eliminate the defects from the substrate. Then, MBE grown structures containing three 200 "C 
low-temperature (LT) layers: 200 nm of AlGaAs, 10 nm of GaAs, and 50 nm of AlGaAs; followed by a 
thin InGaAs cap grown at 450 "C. For our purposes, the low temperature grown AlGaAs layers serve as 
"arsenic supply layers" for the thin GaAs well where preferential precipitation is desired.   Samples were 
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capped by a SiN layer deposited at 350 °C by chemical vapor deposition and annealed at high temperature 
in the ambient of nitrogen and forming gas. Rapid thermal anneals (RTA) and furnace (quartz tube) 
anneals were used for the short-time anneal and long-time anneal, respectively. The distribution of 
arsenic precipitates in the structure was examined by transmission electron microscopy (TEM) in <110> 
cross section. The specimens were prepared by mechanical polishing, dimpling, and then standard Ar 
milling until perforation. All samples were examined in Philips CM20 and EM430 electron microscopes. 

3.    Results and Discussion 

Precipitation in a structure with 5 nm period AlogGa^As/GaAs SL supply layers was compared to that in 
a control structure with uniform AL^Ga^As supply layers after an 850 "C / 30 s anneal. The mole 
fraction in the SL supply layer was chosen to provide the same average mole fraction as the uniform 
supply layer. The cross-sectional <110> TEM image for the uniform supply layer sample in Fig. 1(a) 
shows precipitate-free regions -40 nm wide around the GaAs well and a strong preferential precipitation 
in the well. In contrast, no precipitate-free regions were found in the SL structure, as shown in Fig. 
1(b). The precipitate distribution is uniform with a high density of As precipitates formed in the 
AlGaAs/GaAs SL supply layer beneath the well, in contrast to earlier results for similar SL layers. A 
possible cause for the difference between the two sets of results is the higher AlAs mole fraction in the 
present superlattice (A^Ga^As vs Al^Ga^As). Because of the high mole fraction, arsenic diffusion 
into the well may be suppressed in our SL by a competing mechanism whereby the AI0 8Ga„ 2As layers 
act as arsenic diffusion barriers [5]. If this is the case, SL supply layers with an optimal, lower AlAs 
mole fraction should be useful in obtaining the desired enhancement in preferential precipitation. 

1 ( a) — .10 

* 'W *W0 " ■^^•'l^^^WfflP 
£ 

«;-'. 

Fig. 1 Cross-sectional TEM showing precipitate distribution for a GaAs well surrounded by (a) uniform Al„4Ga,16As 
supply layers and (b) AlogGa,)2As / GaAs superlattice supply layers. Both structures have the same average composition. 

The annealing cycle was 850 °C / 30 s. 
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Fig. 2 (a) Cross-sectional TEM showing preferential precipitation in a GaAs well surrounded by A^Ga^As supply layers 
for an annealing cycle of 600 "C / 30,000 s. Histograms showing the effect of annealing time on the precipitate 
distribution. The annealing time is 600 "C for (b) 30 seconds and (c) 30,000 s. 

In the second experiment, samples were annealed at a low temperature of 600 "C, where small 
precipitates with diameters of approximately 4 nm form. Precipitate profiles were compared for 30 and 
30,000 s anneals. In contrast to the strong compositional control seen in Fig. 1(a) for large precipitates 
(~ 14 nm) formed after a 30 s anneal at 850 "C, only a weak control was observed for 30 s at 600 "C, as 
shown in the histogram of Fig. 2(b). Increasing the annealing time by a factor of 1000, however, 
produces a significant improvement in preferential precipitation, as shown in the histogram and the 
<110> cross-sectional TEM image in Figs. 2 (a) and (c). These results demonstrate that strong 
compositional control can be obtained for small precipitates formed at low annealing temperatures, 
provided that the annealing time is sufficiently long. 

Some comparisons can be made between the diffusion lengths involved in these experiments and 
those estimated from earlier work. Diffusion in these structures is a complicated process in that LTG 
GaAs and AlGaAs results in the incorporation of a high density of vacancies and other defects with 
concentrations greatly exceeding equilibrium values in addition to the large fraction of arsenic antisite 
defects. These enhance the diffusion process in LTG III-V materials and affect the rate of excess arsenic 
clustering. In addition, due to the annihilation of the supersaturated vacancies during the anneal, the 
density of vacancies decreases with time. Thus, there is strong time dependence for the diffusion 
mechanism for the LTG III-V materials. The time- and temperature-dependent diffusion length LD for 
the interdiffusion of Al and Ga described by 

2 
LD(/) = D,Texp(-ffm/fcBr)l-exp(^) 

has been estimated from experimental data for interdiffusion in nonstoichiometric AlAs/GaAs quantum 
wells [6,7]. In the above formula, D, is the diffusion constant contributed from the supersaturated 
concentration of group III vacancies, 1/T is the rate for the annihilation of the supersaturated vacancies, 
and Hm is the migration enthalpy for the group III vacancies. According to Lahiri et al observations [6], 
Hm has a value of 1.8+0.2 eV. Fitting their data with a temperature dependent T and temperature 
independent D, we obtain : D, = 9.65xl0"8 cm2/s and x = 184 seconds at T = 600 "C and T = 43 seconds 
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at T = 850 °C. Although D, would be different in the case of As antisite diffusion, the diffusion length 
for As antisites should have a proportional relationship with Lp since the diffusion of arsenic antisites 
during arsenic precipitation is also dominated by the motion of group III vacancies. Using the formula 
of LD, the ratio of LD(600 °C, 30,000s) / LD(850 "C, 30s) is found to be 0.2, meaning that the diffusion 
lengths of excess arsenic for the 600 °C / 30,000s case would be expected to be about 1/5 of that for the 
850 "C / 30s case. While an accurate quantitative estimate of diffusion lengths is not possible from our 
experimental data, comparison of Figs. 1 (a) and 2 (a) and of the histograms for the two cases indicates 
that this estimate is in line with our results. 

4.    Conclusion 

We have examined compositional control of precipitate position by preferential precipitation in a GaAs 
well sandwiched between low-temperature grown AlGaAs arsenic supply layers for potential use in 
fabricating closely spaced particles a few nanometers in diameter. Our results show that, despite the 
reduced diffusion at low annealing temperatures, strong compositional control can be obtained for small 
precipitates provided that the annealing time is sufficiently long. This suggests that it should be possible 
to scale self-assembly processes based on controlled precipitation to the small particle regime. It was 
found that a superlattice containing high AlAs mole-fraction layers is not effective as an arsenic supply 
layer, apparently because of the reduced arsenic diffusion through high mole-fraction barriers. The 
desired enhancement in preferential precipitation may be possible, however, with optimized superlattice 
parameters. 
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Abstract. We report on the successful GaAs surface passivation with GaS thin film grown by MBE 

employing the single precursor, tertiarybutyl-galliumsulfide-cubane ([(t-Bu)GaS]4). GaAs bandgap PL 

intensity increased by passivating with GaS and has been maintained for a year. Furthermore, we investigated 

the relationship between the interface state density and the GaAs surface reconstruction before GaS 

passivation. The PL intensity for c(4x4)As was largest among the surface reconstructions investigated. Also, 

a minimum interface state density as low as 5xl010 eV'cm'2 was obtained for an Al/GaS/n-GaAs MIS 

structure of c(4x4)As. In addition, we demonstrated the feasibility of GaS passivation for device applications. 

1. Introduction 

In the field of IH-V compound semiconductors, MISFETs such as Si MOS devices have not yet 

been made practical. This is caused by the poor quality of insulator/semiconductor structures because 

of a large state density that is generated at the interface. Therefore, although GaAs has a high potential, 

i.e., a higher electron mobility than Si, it is not enough to draw performance in the views of power 

consumption and circuit integration. Hence, trials to reduce the interface state density were performed 

using various methods [1-3]. Among them, cubic GaS near-epitaxially grown on GaAs using the 

single precursor, tertiarybutyl-galliumsulfide-cubane ([(t-Bu)GaS]4), by MOCVD is an attractive 

passivation material [4-6]. However, the vapor pressure of the precursor is very low, and the 

sublimation temperature of 225°C is too high for the precursor of MOCVD. Therefore, we regard MBE 

as superior to MOCVD for GaS growth on GaAs using this precursor. In this paper, we report on the 

successful GaAs surface passivation with MBE grown GaS thin film employing the single precursor. 

Furthermore, we demonstrate the feasibility of GaS passivation for device applications. 

2. Experiment 
Our equipment consisted of a conventional MBE and our own designed gas handling system. The 

single precursor, [(t-Bu)GaS]4, which is a stable white powder, was loaded in a PBN crucible. We 

used an (NH4)2SX solution for ex-situ S-termination. Furthermore, trisdimethylaminoarsine (TDMAAs) 

and bisdimethylaminochloroarsine (BDMAAsCl) were used as GaAs surface cleaning gasses. We also 

used ditertiarybutylsulfide (DTBS) as the in-situ S-terminating gas. We used epiready GaAs (100) 

substrates and MOCVD grown n-GaAs epitaxial layers. During GaS growth, the substrate temperature 

(Ts) was kept at 400 to 420 °C and the cell temperature was 70 to 120°C. The GaS growth rates were 

30 to 50 nm/h. We observed the GaAs surface reconstructions by RHEED. GaS/undoped GaAs 

structures were evaluated by PL measurements at room temperature (RT). We estimated the interface 
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state density of Al/GaS/n-GaAs MIS structures by Terman's method [7] of the 100 kHz C-V 

characteristics at RT. 

3. Results and Discussion 

3.1   Long-term stability of GaAs bandgap PL intensity of GaS passivated GaAs 

First, we used (NH4)2SX pre-treated (55 *C, 15 minutes) and untreated GaAs semi-insulating 

substrates. GaS films were grown on these wafers after being heated in the growth chamber without 

As overpressure at a Ts of 575°C for 10 minutes. Figure 1 shows the long-term stability of the GaAs 

bandgap PL intensity of 90 nm-thick GaS/undoped GaAs. By passivating with GaS, the PL intensity 

increased about 40 and 20 times, for (NH4)2SX 100 
*■":;*■■, (NH4>A Pre,reated 

1 *_ n rj      D Thermal cleaning 
without As 

A A A A GaS-removed   . 

~ Untreated GaÄs substrate 

pre-treatment and only thermal cleaning without As, >, 

respectively,  compared  with that  of untreated £ 

GaAs.   This   indicates   that   GaS   passivation 1 

suppresses non-radiative recombination due to the "■ 
interface state. Furthermore, the PL intensity of =     1 

(0 

GaS-passivated GaAs has not been seen to degrade     £ 

over the period of a year.  However, the PL 0.1 y * 0 3 6 9 12       15        18 
intensity    of   GaS-removed    GaAs    gradually Tjme after GaS passivation (months) 

degraded.   These   results   imply   that   GaS   is   a       pig. 1. GaAs PL intensity of GaS/GaAs structures. 
.      . . , r     _   . PL intensity is normalized to that of untreated GaAs. 

long-term, stable passivation material for GaAs. 

By Terman's method, the interface state density of a MIS structure for thermal cleaning without As 

was estimated to be 2x10" eV'cm"2 near the GaAs midgap. However, this value is still too large to be 

applicable to MISFETs. According to SIMS analysis, a high density (mid 1013 cm"2) of impurities 

(especially oxygen) existed at the interface of a GaS/GaAs structure for thermal cleaning without As. 

As a result, the residual impurities interfered with the reduction of the interface state density. 

So far, we performed GaAs surface cleaning by TDMAAs and BDMAAsCl [8]. In this case, 

wafers were cleaned at a Ts of 500 °C using 0.5 seem TDMAAs for 15 minutes. After TDMAAs 

cleaning, the wafers were etched by a gas mixture of 0.1 seem BDMAAsCl and 0.4 seem TDMAAs at 

a Ts of 500 °C for five minutes, corresponding to an etching depth of about 5 nm. This method can 

reduce the interfacial oxygen density of a GaS/GaAs structure by two orders of magnitude over thermal 

cleaning without As. 

3.2   Relationship between interface state density and GaAs surface reconstruction 

After cleaning GaAs surfaces by TDMAAs and BDMAAsCl, we controlled the GaAs surface 

reconstructions such as c(4x4)As, (2x4)As, and (2xl)S using TDMAAs and DTBS. We will describe 

the details of the preparation methods for surface reconstruction elsewhere [9]. Figure 2 shows the 
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surface reconstruction dependence of the GaAs bandgap PL intensity of GaS/undoped GaAs 

structures. The relative PL intensity was plotted after normalizing to the maximum PL intensity of an 

untreated GaAs substrate. We observed that the PL intensity for c(4x4)As was the largest among the 

surface reconstructions we investigated. We had expected that in-situ S-termination would increase the 

PL intensity the most, because S molecules/atoms generated from DTBS must passivate the GaAs 

surface more completely than GaS molecules generated from [(t-Bu)GaS]4. However, the in-situ S 

termination by DTBS did not further improve the PL 

intensity. 
Next, we fabricated an Al/GaS/n-GaAs MIS 

structure on MOCVD grown n-GaAs layers (500 nm, 

9xl016 cm'3). The GaS thickness was 50 nm, and the 

capacitor area was 3.14xl0"4cm2. Figure 3 shows the 

high-frequency C-V characteristics of the MIS structure 

for c(4x4)As. The solid and dashed lines show the 

experimental data and an ideal curve, respectively. We 

obtained an interface state density as low as 5x10 

eV'W2 near the midgap for c(4x4)As. Whereas, for 

(2x4)As, it was 1.8x10" eV'cm"2. Apparently the 

optimum surface reconstruction was c(4x4)As. These 

results correspond to the PL results shown in Figure 2. 

Also, the surface potential calculated from the 

capacitance at a zero bias voltage was about 50 meV at 

the depletion, which implies a very small band-bending 

. due to the elimination of Fermi level pinning at the 

Al/GaS/n-GaAs interface. 
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Fig. 2. Dependence of PL intensity for GaS/undoped GaAs 
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Fig. 3. 100 kHz C-V characteristics of Al/GaS/n-GaAs 
3.3    GaS/GaAs MISFET MIS structure for c(4x4)As. 

The bandgap of MOCVD grown GaS was reported to be above 3.5 eV [6]. We fabricated a 

GaS/GaAs MISFET to confirm the effects of GaS passivation. The surface reconstruction of the 

MESFET structure before the GaS growth was controlled to be c(4x4)As. We grew a 25 nm-thick GaS 

film on a MOCVD grown MESFET wafer, which consisted of an n-GaAs active layer (160 nm, 3x10' 

cm'3) and an undoped AlGaAs buffer layer. The sheet resistance of the MESFET wafer was determined 

to be 1.6 kfl/D by eddy current measurements. By passivating with GaS, the sheet resistance 

decreased to 1 kß/D. This was attributed to the remarkable reduction of the depletion layer width from 

the surface. We fabricated a MISFET and a MESFET with the same process for a direct comparison. 

These FETs consisted of a WSi gate and source/drain contacts formed by alloyed AuGe/Au. The gate 
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widths were 10 [im and the gate lengths were 0.8 urn. The gate turn-on voltage (Vf), which is defined 

as the voltage at which the leakage current density exceeds 1 uA/|im, was 0.4 V for the MESFET. 

However, the Vf of the MISFET increased up to 1.4 V. Figure 4 shows the drain current versus 

drain-source voltage characteristics of the MISFET 

and the MESFET. The gate bias (Vg) was varied 

from 0 to -3 V in 0.5 V steps. The threshold 

voltage (Vth) of the MISFET was -2.7 V, while that | 

of   the   MESFET   was   -1.5   V.   The   both 

transconductances were 60 to 70 mS/mm. The 

saturated drain current of the MISFET at a Vg of 0 

V was larger than that of the MESFET, and did not 

change even when increasing Vg to a forward 

voltage. This result is further evidence that the 

surface band-bending was flat. 
Fig. 4. Drain current vs. drain-source voltage characteristics 

M    „        ,     . of GaS/GaAs MISFET and GaAs MESFET. 
4. Conclusion 

We demonstrated a successful GaAs surface passivation with MBE grown GaS thin film using the 

single precursor, [(t-Bu)GaS]4. By GaS passivation, the GaAs bandgap PL intensity increased and has 

remained steady for a year. Among the various GaAs surface reconstructions before GaS passivation, 

the highest PL intensity and the lowest interface state density (5xl010 eV'cm"2) were obtained with 

c(4x4)As. Furthermore, we demonstrated the feasibility of GaS passivation for device applications. 
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Abstract. A reaction model for the epitaxial growth of GaAs by chemical beam epitaxy using 
triethylgallium and tris(dimethylamino) arsine is presented. The model is developed by properly combining 
surface decomposition mechanisms of the two metalorganic species. Computer simulations based on the 
model are carried out to make comparison with the experimental observations for this growth system. The 
model is shown to provide very good agreement with the growth kinetics observed. 

1. Introduction 

The mechanism of GaAs growth using the ultra-high vacuum (UHV) technique of metalorganic 
molecular beam epitaxy (MOMBE) with solid arsenic and triethylgallium (TEGa) has been extensively 
investigated in recent years. Robertson et al. [1] proposed a stepwise mechanism for TEGa 
decomposition, estimated the relative magnitudes of the kinetic parameters, and fitted these parameters 
to observed GaAs growth rates. The data for the incident flux in monolayer per second (ML/s) 
corresponding to one mass flow controller (MFC) setting was obtained by including the flux as a 
fitting parameter along with the kinetic parameters. The incident fluxes at other flow rates were then 
derived by scaling as were done experimentally. Donnelly and Robertson [2] extended Robertson's 
previous model by including new reactions and Arrhenius parameters reported in UHV studies. Foord 
et al. [4-6] developed a numerical model of GaAs MOMBE growth with TEGa and As2. Their model 
included physical effects, which had been partially or totally neglected in earlier studies, involving site- 
blocking effects, lateral interactions between adsorbed species and a role for chemisorbed As in 
inhibiting growth. The most important criterion used by them in the determination of the kinetic 
parameters for TEGa decomposition was that they simulate satisfactorily the temperature programmed 
desorption (TPD) and other experimental surface-science data of Murreil et al. [4] 

Tris(dimethylamino) arsine (TDMAAs) is believed to be a promising alternative to the toxic, 
gaseous arsine [7]. Epitaxy of III-V semiconductors with TDMAAs has shown that it possesses unique 
and superior characteristics for lowering background carbon incorporation, improving electrical 
properties of semiconductors and in situ etching [8-9]. In this paper we report a reaction model of 
chemical beam epitaxy of GaAs with TEGa and TDMAAs. 

2. Triethylgallium and Tris(dimethylamino) arsine surface decomposition 

The reactions chosen to describe TEGa decomposition on a GaAs(lOO) surface and assumptions in 
chemical physics for deriving reaction rates are identical to those outlined by Foord et al. [6]. The 
arguments presented by them for developing their model were based on surface spectroscopic data. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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The coverage terms for reactions (4) and (6) of their report are modeled as 6D09El/( 1 -8DEOa) and 6D0(1- 
e)/(l-9DECJ in our model respectively, where 6Ec, 6DEOa and 6D0 are dimensionless surface coverage [10- 
11] of ethyl radicals, DEGa and nearest neighbor pairs formed by adsorbed DEGa and non-DEGa 
species respectively with 9 being the dimensionless total surface coverage. The reaction kinetic 
parameters for TEGa decomposition are taken from their report [6], which were derived from 
temperature programmed desorption data of TEGa. 

Shi and Tu [7] recently reported a kinetic model for TDMAAs decomposition on a Ga(100) 
surface. They demonstrated that the model can explain well the behavior of desorption data from 
surface science studies of TDMAAs thermal decomposition on a GaAs(lOO) surface. The kinetic 
parameters were derived based on TPD data reported in literature. The kinetic model is incorporated 
into the reaction model we are reporting. 

3. Reaction schemes for TEGa and TDMAAs interactions on GaAs surfaces 

Co-dosing experiments carried out by Salim et al. [13] with TDMAAs and trimethylgallium or 
deuterium-labeled trimethylgallium (Ga(CD3)3) revealed that methane and methylarsenic were major 
reaction products in addition to nitrogen-containing species, specifically methylmethyleneimine 
(H,C=NCH3) and dimethylamine (HN(CH,)2). Since the recombination reaction of an ethyl radical 
with a hydrogen atom is included in the TEGa decomposition model, the effect of TDMAAs as a 
hydrogen atom provider on GaAs growth is thus explicitly taken into account with the TDMAAs 
decomposition model we developed. Evidence of desorption of ethyl-arsenic radicals was found using 
mass spectroscopy during GaAs growth with TEGa [14], but these species were present in 
concentrations several orders of magnitude lower than ethylene (C2H4). Reactions between adsorbed 
arsenic atoms and ethyl radicals are ignored in our model. 

Before Salim et al.'s work [13], it had been hypothesized that CBE GaAs growth with TMGa 
and TDMAAs involves a simple transfer of methyl from TMGa to the dimethylamine, leading to the 
formation of the stable compound, trimethylamine (HN(CH,)3). But no trimethylamine was detected as 
a surface reaction product in their experimental investigation. Based on their finding we suppose that 
interactions between dimethylamino ligands of TDMAAs and TEGa or its decomposition products 
including ethyl radicals are not important and assumed not to occur. 

The GaAs growth rate is equated to the rate at which adsorbed TEGa species become converted 
to surface Ga. It is also assumed in our model that with every Ga atom incorporated into the lattice of 
a substrate, an adsorbed arsenic atom is also incorporated into the lattice, yielding an empty surface 
site. Apart from the role as a provider of surface hydrogen atoms which TDMAAs species play, they 
affect the growth rate also by occupying surface sites and therefore inhibiting TEGa adsorption and 
decomposition processes. TDMAAs decomposition is also dependent on the growth rate since Ga 
incorporation into the lattice depletes adsorbed arsenic atoms and TDMAAs surface decomposition 
critically depends on the number of surface sites available. 

4. Simulation, experiment and comparison 

Experimental growth rates were measured by means of in situ intensity oscillations of reflection high- 
energy electron diffraction (RHEED). In our experiment, TEGa is introduced into the growth chamber 
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through a vapor source mass flow controller, while TDMAAs is carried by hydrogen and injected into 
the chamber through a leak valve. Detailed experimental procedures have been reported elsewhere [8]. 
The absolute TDMAAs fluxes in ML/s were determined by measuring group-V induced growth rates 
when the substrate temperature was somewhere between 420 °C and 470 °C. The incident flux of 
TEGa in ML/s corresponding to one flow rate was obtained by treating the flux as a fitting parameter 
to reproduce the profile of growth rate vs. substrate temperature, while incident fluxes at other flow 
rates were then calculated by means of linear scaling. 

Fig. 1 shows the simulated variation of the growth rate with the substrate temperature 
corresponding to the growth conditions of Tu et al. [8]. Also displayed are the experimental data 
points reported by them. The TDMAAs flux used, 1.7 ML/s, was read from Fig. 4 of their paper. An 
incident flux of 1.45 ML/s corresponding to TEGa MFC setting at 0.5 seem was found to agree well 
with the experimental data. As described above, the kinetic parameters of this reaction model were all 
obtained based on data from surface-science desorption studies. Yet, with the TEGa incident flux as 
the only adjusting parameter, variation of the GaAs growth rate with the substrate temperature is 
reproduced. 

Fig. 2 gives simulated growth rates under a different set of incident fluxes of TEGa and 
TDMAAs. The TDMAAs ML/s flux, 0.79 ML/s, was determined experimentally as discussed above. 
With TEGa MFC setting at 0.3 seem, a linear scaling gives us the value of the absolute TEGa incident 
flux, which is 0.87 ML/s. We can see from Fig. 2 that even without any adjustable parameters, the 
simulated growth rate as a function of substrate temperature agrees very well with the experimental 
data. 
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Fig.   1.      growth   rate   as   a   function   of   substrate 
temperature.   TEGa = 0.5 seem and TDMAAs =1.7 
ML/s 
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Fig.   2.      growth   rate   as   a   function   of   substrate 
temperature.   TEGa = 0.3 seem and TDMAAs = 0.79 
ML/s. 

Fig. 3 displays coverage of surface species under incident fluxes of Fig. 1. The surface 
coverage of the parent molecules (TEGa and TDMAAs) is very small because they dissociate 
immediately once chemisorbed onto a GaAs(100) surface. The intermediate decomposition products 
Ga(C2H5)2 and As(N(CH3)2)2 also decompose quickly and thus exhibit small surface concentrations. 
Surface species which have relatively longer lifetimes are chemisorbed As atoms, ethyl radicals and 
mono-dimethylamino arsine (AsN(CH,)2). The coverage of AsN(CH3)2 and As is significant up to 420 
°C. Since the TEGa decomposition chemistry depends on the number of surface sites available, the 
agreement in the growth rate with experiment as shown in Figs. 1 and 2 implies that this reaction 
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model delineates the underlining surface chemistry well and that the TDMAAs kinetic model can well 
be applied to simulate epitaxial growth in addition to its ability to reproduce the behavior of desorption 
data from surface science studies of TDMAAs thermal decomposition. 
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Fig. 3.    Surface coverage as a function of substrate 
temperature during GaAs growth. 

5. Summary 

We have reported a GaAs CBE reaction model. 
This model is different from the GaAs epitaxial 
growth models which have been reported in 
literature in that it involves surface 
decomposition and interaction of two 
metalorganic species, each of which possesses 
complicated surface decomposition kinetics. 
We have demonstrated that properly combining 
reaction mechanisms derived from surface- 
science desorption studies enables us to predict 
well the growth rate without adjustable 
parameters. 
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Abstract. A comprehensive, quantitatively accurate, atomic-level simulator for AlGaAs/GaAs (001) MBE 
has been developed. The kinetic Monte Carlo method was applied within the solid-on-solid approximation, 
explicitly accounting for deposition, desorption and surface diffusion of both the group IH and group V 
species. In contrast to previous efforts, the kinetic parameters of the model (neighbor interaction energies) 
were determined by matching model results to gallium desorption transients measured by desorption mass 
spectrometry (DMS) during GaAs/AlGaAs/GaAs heterointerface formation. The model reproduces these 
complex transients, and predicts the stoichiometry profile near the GaAs/AlGaAs heterointerface. 

1. Introduction 

The advent of quantum well-based devices has put increasing demands on the structural and 
stoichiometric control of semiconductor thin-film materials grown by Molecular Beam Epitaxy (MBE). 
Of particular interest is the structure of the heterointerfaces within these materials. In general, it is 
desired that these be atomically abrupt. However, even the precise on-off flux control provided by MBE 
does not guarantee atomically abrupt interfaces, due to growth-driven surface roughening and layer 
intermixing. In this work, we have developed a model for both GaAs and AlGaAs MBE growth. The 
model was then used to explore the effect of various MBE growth strategies on the atomic-level 
abruptness of the GaAs/AlGaAs interface. 

2. Model 

A kinetic Monte Carlo (kMC) model of ITI-V MBE growth was developed for this study. In contrast to 
most previous efforts [1,2], the kinetics of arsenic, including deposition, physisorption, desorption and 
diffusion were included. An innovation of this work is that the kinetic parameters of the model were 
determined by matching predicted gallium desorption profiles with those obtained by experiment for 
high-temperature GaAs and AlGaAs growth. 

Our initial efforts consisted of matching the experimentally determined Ga desorption behavior during 
GaAs growth at temperatures high enough for significant Ga desorption. Using the conventional 
approach to kMC modeling of D3-V MBE [1] yielded poor agreement with experiment. We determined 
that a previously unconsidered mechanism was responsible for this disparity. In the earlier work, only 
typical GaAs MBE conditions were considered, meaning that high arsenic surface coverages were always 
assumed. At high temperatures and/or low arsenic fluxes, much lower arsenic surface coverages are 
evident. This leads to the possibility of a physisorbed state for the group IB component, defined as the 
condition where a group in adatom is located at a group IB-terminated site. Gallium adatoms in this state 
would have both much higher diffusion rates and much higher desorption rates. This was implemented 
in the model by allowing physisorbed atoms a temperature-dependent number of diffusive hops to find a 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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chemisorption site (a group V-terminated site) before desorbing. Excellent agreement with experiment 
was obtained after this mechanism was included. 

Following this work, the model was extended to the AlGaAs system. Kinetic parameter values from 
the GaAs work were directly adopted for the case of AlGaAs, thereby reducing the number of adjustable 
parameters used to fit the desorption data for the case of AlGaAs growth. Another mechanism was 
introduced to account for the experimentally observed vertical exchange between Al and Ga [3]. This 
was implemented in the model by immediately exchanging any depositing or diffusing Al atom which 
comes in contact with a Ga-terminated site. 

Taking the typical kMC approach, all processes except deposition (atom arrival) were taken to be 
thermally activated with an activation energy related to the configuration dependent binding energy of the 
atom in question. The binding energy is determined by summing the nearest neighbor (Ga-As, Al-As) 
interaction energies and the next-nearest neighbor (Ga-Ga, Al-Al, Al-Ga, As-As) interaction energies for 
all nearest and next nearest neighbors present. The following values were determined (by fit to DMS 
data) for these interaction energies: Ga-As 0.85eV; Al-As 0.97eV; Ga-Ga 0.17eV; Al-Al 0.25eV; Al- 
Ga 0.21eV and As-As 0.12eV. Additional model details are available elsewhere [4,5]. 

3. Gallium Desorption Behavior 

The complex behavior of the DMS-measured gallium desorption signal during growth of an AlGaAs 
layer at 990K is shown in Figure 1. In attempting to match this experimental data two different versions 
of the model were explored. Model I includes the Al-Ga exchange mechanism and uses the interaction 
parameter values listed above. Model II does not include exchange, and uses a smaller value for the Al- 
Ga interaction energy (0.17eV). Both models show good agreement with the experimental results. 
Analyzing these results yields a qualitative picture of the physics of Ga desorption during AlGaAs MBE. 

In examining the causes for the various features of the Ga desorption signal, it is important to keep in 
mind that the model predicts that the arsenic surface coverage (plot not included due to space 
considerations) changes in near step-like fashion upon opening or closing the Al shutter. Specifically, 
when the Al shutter is opened, the decrease in the V/III flux ratio causes a nearly instantaneous decrease 
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Figure 1. Comparison of kMC model results with DMS measurements for Ga desorption during growth of an AlGaAs layer 
at 990K. 
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in the As surface coverage to a new steady-state value. When the Al shutter is closed, a near step 
increase back to the original value for GaAs is realized. 

When the Al shutter is opened, two mechanisms cause the immediate sharp increase in the desorbed 
Ga signal. First, the influx of Al atoms increases the Ga surface concentration, as the exchange reaction 
pumps Ga atoms to the surface. This increase in the surface Ga population results in a corresponding 
increase in the Ga desorption rate. The results of Model II, however, show that the exchange reaction is 
not required to duplicate the upward spike in desorption rate. The operative mechanism here is the 
reduction in the As surface coverage that accompanies the decrease in the V/UI flux ratio. This exposes 
more Ga atoms to the surface, increasing the Ga desorption rate 

After the spike in the Ga desorption rate, there is a gradual decrease to a new steady-state value. 
Again there are two possible mechanisms for this gradual decrease. In Model I, as more Al accumulates 
on the surface, the desorption activation energy of Ga increases, because the Al-Ga interaction energy is 
higher than that for Ga-Ga. In Model II, this effect is not present as these interaction energies are set at 
the same value. What is occurring in Model II is that the increased Al surface concentration is 
"screening" Ga atoms, thereby reducing the desorption rate. This screening mechanism is not as 
prevalent in Model I as the exchange mechanism acts to "bury" a large fraction of the incoming Al atoms. 

When the Al shutter is closed, the immediate drop in the Ga desorption rate is caused by the increase 
in As surface coverage, and by the fact that the exchange mechanism is no longer pumping Ga atoms to 
the surface. The recovery of the Ga desorption rate to the initial value of that for GaAs occurs in two 
stages. The first is a fast increase due to the reduction in the surface Al content. This lasts until the 
surface Al content is reduced to zero, about one second after the shutter is closed for the case in Figure 1. 
The second phase is a slow accumulation of surface Ga until a steady-state value is reached. 

4. Heterointerface Formation 

The gradual variations in the Ga desorption signal which are evident in Figure 1 are expected to cause a 
compositional grading near the heterointerface. The results above indicate that the change in V/UI flux 
ratio is the primary cause for these effects. We postulate that maintaining a constant V/HI flux ratio 
during growth of the GaAs/AlGaAs heterointerface may result in a more "step-like" profile for the 
gallium desorption rate. The kMC model results examining this case are shown in Figure 2. 

For both models I and II the upward spike in the desorption rate at +A1 is effectively eliminated, and 
the time to reach a steady-state Ga desorption rate is much reduced. Note that the steady-state desorption 
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Figure 3. Stoichiometry profile of the GaAs/AlGaAs heterointerface as a function of various growth strategies. 

rate is significantly lower (-0.3) than in the previous case (-0.5). One reason for this behavior is that the 
As surface coverage (not plotted) remains nearly constant throughout the entire simulation. The higher 
As surface coverage during growth of the AIGaAs layer suppresses the Al-Ga exchange mechanism (less 
exposed Ga). Furthermore, the higher As flux causes a nearly instantaneous increase in the gallium 
incorporation rate, leading to a sharp drop in the desorption rate to the new steady-state value. 

Upon closing the Al shutter, there is still a rapid initial increase in the desorbed Ga signal, which 
again is related to the Al surface concentration quickly dropping to zero. Beyond this the recovery to the 
steady-state value remains slow, as the Ga surface population slowly accumulates to its previous value. 

The effect of these strategies on the abruptness of the heterointerface is shown in Figure 3. Note that 
the ideal stoichiometry profile is an Al fraction of zero on and to the left of the interface line, with a 
uniform value to the right of the line. The standard approach leads to a significant Al content within what 
should be the GaAs layer, largely due to the Al-Ga exchange mechanism. The Al content is reduced 
within the "GaAs" layer when the strategy of maintaining a constant V/HI flux ratio is used. The best 
result is obtained when the As flux is increased. This leads to a higher As surface coverage which 
suppresses the exchange mechanism. 

5.    Conclusions 

We have developed an atomic-level model for MBE growth of the GaAs/AlGaAs/GaAs system which is 
quantitatively accurate with regard to the gallium desorption behavior at high temperatures. The model 
results clearly show that the complex Ga desorption behavior during the growth of AIGaAs layers are 
predominately a result of the step changes in the V/Tu flux ratio upon opening and closing the Al shutter. 
Based on model predictions, maintaining a constant V/m flux ratio during growth of the GaAs/AIGaAs 
heterointerface should result in a more abrupt GaAs/AIGaAs interface. 
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Abstract. With carbon tetrabromide (CBr4) and carbon tetrachloride (CC14) supplied, well-defined selective 
GaAs epilayers were successfully grown on V-groove and mesa patterned GaAs substrates by one-step 
atmospheric pressure metalorganic chemical vapor deposition. It appeared that the selectivity of the grown 
epilayers showing huge lateral growth rate enhancement depended on supplying gases. Inside a V-groove, the 
selectively grown GaAs epilayers exhibited a triangular and a round shape with supplying CBr4 and CC14, 
respectively. The selective growth was also done on the side walls of a mesa. In contrast, no growth was 
observed outside V-groove and on the top of the mesa. This kind of selective epitaxial technology has 
promising features for well-defined quantum structures and lateral p-n junction. 

1. Introduction 

The ratio of the lateral epitaxial growth rate to the vertical one on a patterned substrate can be 
controlled slightly by variation of growth temperature and the V/III ratio during metalorganic chemical 
vapor deposition (MOCVD) [1]. However, the minor controllability in the lateral growth rate ratio 
has been a limitation for fabrication of some desired optoelectronic device structures. To obtain better 
lateral growth control, various selective epitaxy (SE) techniques were investigated, such as the regrowth 
on masked layers and the regrowth after fine lithography and dry etching, which have been most often 
used to form these nanoscale structures [2-4]. The SE is a direct approach to form quantum structures 
and novel optoelectronic devices, since it enables us to control the lateral direction of the device 
structures. 

In this study, we report one-step selective epitaxial growth on patterned GaAs substrates with 
CBr4 and CC14 supplied during MOCVD growth. It is suggested that the obtained selective GaAs 
epilayer can not only have application to much efficient optical confinement structures but also reduce 
the number of the device fabrication processes. 

2. Experiment 

The V-groove and mesa patterns were fabricated along the[0lT] direction on exactly (100) oriented 
semi-insulating GaAs substrates by standard photolithography. GaAs epilayers were grown on 
patterned GaAs substrates by atmospheric pressure MOCVD with a vertical quartz reactor. After 
growth of undoped GaAs buffer layers on the patterned GaAs substrates, CBr4 and CCl4-doped GaAs 
epilayers were grown. For identifying the growth behavior of GaAs epilayers, AlGaAs marker layers 
were inserted not only between a GaAs substrate and a GaAs buffer layer, but also between a GaAs 
buffer layer and a CBr4 or CCl4-doped GaAs epilayer.    Trimethylgallium (TMG) and AsH3 (10 % 
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152 

—■- CCI4 = 0.03 seem 

-•— CBr4 = 0.023 seem 

V/lll = 60 

Growth Temperature (°C) 

Fig. 1. The growth rate ratio of lateral (Riat) over vertical (Rver) as a function of growth temperature. 

diluted with pure hydrogen) were used as the gas sources. CBr4 or CCI4 gases were flowed during the 
epitaxial growth which is normally p-type dopant and can bring out the lateral growth enhancement of 
GaAs epilayers. Growth temperature and the V/III ratio were fixed at 680 °C and 60, respectively. CBr4 
and CCI4 were supplied at 0.023 and 0.03 seem, respectively. Pd-diffused H2 gas was used as the 
carrier gas. Total flow rate was 5,000 seem. The cross-sectional micrographs of the samples were 
observed by a field emission scanning electron microscopy (FE-SEM). 

3. Results and discussion 

In our previous work [5-8], it was reported that the lateral growth rate of the GaAs epilayer on a mesa 
remarkably increased by supplying CBr4 and CCI4, as shown in Fig. 1. CCI4 and CBr4 were usually 
used as effective p-type sources. This figure shows the growth rate ratio of lateral (R]at) over vertical 
(Rver) as a function of growth temperature with CBr4 and CCI4 supplied. It is noticeable that in the case 
of CBr4 the R|at/RVer is as high as 29 at about 700 °C. When CBr4 is used, the growth rate enhancement 
is about twice than that of CCI4 at 700 °C. The lateral growth rate increases with increase in 
temperature up to 700 °C, but it decreases at higher growth temperatures. The selective growth in this 
work was performed at a given growth condition which was selected to obtain the highest lateral 
growth enhancement, i.e., growth temperature and the V/III ratio were fixed at 680 °C and 60. CBr4 and 
CCI4 were supplied at 0.023 and 0.03 seem, respectively. 

Figure 2(a) shows a round-shaped selective CCU-doped GaAs epilayer, which was grown on 
the inside of a [011 ] oriented V-groove (the facet of the sidewall is a Ga-rich plane). In the region of 
undoped-GaAs buffer layer, the Riat inside the V-groove was about 3.5 um/hr, which was twice that of 
the Ryer outside the V-groove. In the region of a CCU-doped GaAs epilayer, a large lateral growth 
enhancement (Riat ~ 4 um/hr) was exhibited in the inside region of V-groove, whereas no growth was 
observed outside the V-groove. This peculiar selectivity also occurred in the region of a single mesa. 
Figure 2(b) shows a round-shaped selective CCU-doped GaAs epilayer which was grown on the both 
side walls of a single mesa, which showed a larger lateral growth rate enhancement (Riat ~ 10 um/hr) 
than that of the V-groove, and also showed almost no growth on the top region of the mesa. 
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Fig. 2. Cross-sectional SEM micrographs of round-shaped CCl4-doped GaAs epilayers selectively grown on patterned GaAs 
substrates having [ 01T ] oriented either V-groove (a) or mesa (b). 

As shown in Figs. 2(a) and (b), the (411)A and (433)A facet planes are clearly visible on the side walls 
of the V-groove or the mesa of the buffer epilayer. These facets are maintained in CCl4-doped GaAs 

epilayers. 
Figure 3(a) shows a triangular-shaped selective CBr4-doped GaAs epilayer, which was grown 

on the inside of a [Off] oriented V-groove. In the region of undoped-GaAs buffer layer, the lateral 
growth rate (inside the V-groove) was twice that of the vertical. In the region of CBr4-doped GaAs 
epilayer, a huge lateral growth enhancement was exhibited inside V-groove, whereas no growth was 
observed outside the V-groove. For the case of CBr4, the inside region of V-groove was completely 
filled up, and thus the top of the epilayer was flattened. Figure 3 (b) shows a bird-wing shaped selective 
CBr4-doped GaAs epilayer on the side walls of a single mesa. As shown in Figs. 3(a) and (b), the 
(43 3)A and (411)A facet planes are clearly visible on the side walls of the V-groove and mesa, 

respectively. 

Fig. 3. Cross-sectional SEM micrographs of triangular shaped CBr„-doped GaAs epilayers selectively grown on patterned 

GaAs substrates having [ 01T ] oriented either V-groove (a) or mesa (b). 
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The selectivity obtained by supplying CBr4 was higher than that of CCI4. The CBr4-doped 
GaAs epilayer was completely filled up (Fig. 3 (a)), whereas the CCU-doped GaAs partially filled up 
the inside of the V-groove region (Fig. 2 (a)). Higher selectivity in the case of CBr4 would be attributed 
to the higher lateral growth enhancement when CBr4 is used than that of CCI4. This trend in efficiency 
of selectivity would be correlated with the difference in the strength of the chemical bonds between the 
carbon nucleus and Cl and Br ligands. Br ligands bound more weakly to carbon than Cl enhance the 
decomposition rate of the surface-adsorbed chemical species [9], and therefore the lateral growth rate is 
enhanced more in the case of CBr4 than that of CCI4. It was also suggested that the lateral gas phase 
diffusion of column III species (particularly Ga species) involved the decomposition products from 
CBr4 and CCI4 and etching effects due to Cl or Br complex were occurring at the same time during the 
MOCVD growth. Although very thin (<10 nm) layers outside a V-groove and on the top of a mesa may 
be etched away during the stain etching with KOH : K3Fe(CN)6 : H2O solution, it is very interesting 
that the vertical growth rate is too small to be observed with the technique of this paper. This technique 
can realize the true SE by one-step growth, and thus would enhance the quality of quantum confined 
devices fabricated on patterned substrates. Further studies should be required to clarify the selective 
epitaxial growth and realize the quantum structures and lateral p-n junction structures. 

4. Conclusion 

One-step selective GaAs epilayers were fabricated on V-groove and single mesa of patterned GaAs 
substrates by atmospheric pressure MOCVD with CBr4 and CCI4 being supplied. The selectivity 
obtained using CBr4 was higher than that of CCI4. Triangular-shaped CBr4-doped GaAs epilayers were 
also selectively grown on a V-groove and mesa, showing a huge lateral enhancement on both sidewalls, 
whereas there was no growth outside V-groove and on the top of the mesa. In the CCU-doped case, 
round-shaped GaAs epilayers were also selectively grown on a V-groove and mesa, showing large 
lateral growth enhancement on the side walls and no growth outside V-groove and on the top of the 
mesa. 
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Abstract. We present an economical and non polluting vapor phase technique, allowing the growth 
of practically all III-V and II-VI compounds, using water as reactant. This technique will be illustrated here 
in the case of GaAs. We show that GaAs can be grown at very high growth rates. This has been used to 
obtain thick layers. We demonstrate that these layers exhibit good structural, electrical and optical 
properties when grown, at least, up to 5 um per minute. Since doping can be mastered, millimeter thick 
layers can be grown in a reasonable time, opening new applications for epitaxial GaAs layers such as high 
power electronics, nuclear detection and optics. 

1. Introduction 

Gallium Arsenide epitaxial layers are used for micro-electronic applications. However, they could also 
be used in other fields such as high power electronics, optics, nuclear detection, etc., if they could be 
grown thick enough because the conventional bulk materials exhibit electrical characteristics which are 
often not sufficiently homogeneous, while epitaxial layers exhibit in principle perfect homogeneity. 

The aim of this communication is to present a particular, non polluting, vapor phase epitaxy 
technique which allows to reach very high growth rates, up to 50 um min"1, and thus to obtain 
millimeter thick layers in a reasonable time. We will describe the structural, optical and electrical 
properties of layers, several hundred microns thick, grown by this technique as well as the variation of 
their properties with the growth rate. 

2. The growth technique 

The vapor phase technique considered here has already been used (for a review on this technique, see 
ref. [1]). It is universal in the sense that it can use the same reactant to grow all III-V (even nitrides) 
and II-V compounds. It is based on the decomposition of a source material with a reactant, followed by 
mass transport in the vapor phase of the temperature and concentration gradients, ending with the 
reverse reaction on the substrate. The reactant, water, is cheap, easy to find and non polluting. In 
practice, as schematized in Figure 1, water at a level of the order of a few hundred ppm, in H2 at 
atmospheric pressure, decomposes the source. The gaseous products of decomposition are transported 
to the substrate, placed face to face at a short distance (of the order of a few millimeters) where the 
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SOURCE  (temperature T) 

Reaction of decomposition 
(GaAs + HzO) 
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Fig. 1 - Principle of the reactions inducing the 
growth. 

reverse reaction occurs. The growth rate 
(deduced from the layer thickness grown for a 
given time) is adjusted independently by the 
source and substrate temperatures and the 
water partial pressure. In the work reported 
here the source and substrates are conventional 
semi-insulating Czochralski grown wafers. 

1.6 

P1ß(torr) 

Fig. 2 -  Variation of the growth rate versus the partial 
pressure of water for a substrate temperature of 800° C and 

a source temperature of 900° C. 

Because the transport is nearly 100 % efficient and not limited by diffusion, very high growth 
rates can be achieved. This is illustrated in Figure 2 where we show that growth rates up to 10 um 
min-1- i.e. 500 times faster than that of conventional techniques, can be obtained. We used this specific 
potentiality of the technique, usually called Close Space Vapor Transport (CSVT), to grow layers of 
several hundred of microns thick. Here, we shall describe the structural, optical and electronic proper- 
ties of layers grown on (001) oriented GaAs substrates which are either n+ doped or semi-insulating 
wafers originating from Czochralski grown materials. 

3. STRUCTURAL CHARACTERIZATION 

Optical observation shows that, as the thickness of the layer increases, the surface becomes more and 
more facetted, i.e. pyramids with (111) oriented faces appear and grow in number and size. The 
occurrence of these facets depends on the growth rate. It reaches a maximum in the 0.5 to 1 um.min-l 
range and decreases abruptly when the substrate temperature is above 750° C. 

X-ray topography demonstrates that the layers are free of dislocations except on the edges where 
they are induced, from the substrates, by the mechanical system which holds them. However, when 
layers exhibit small localized regions associated with surface defects, short dislocations or stacking 
faults are observed. 

Double X-ray diffraction, which probes the surface layer (up to a depth of 20 |xm), exhibits a 
single peak whose width is slightly broader (20 to 40 arcs) than that of a few ptm thick layer 
(12 arcs). This is attributed to the disorder induced by the large concentration of As antisites, related 
to EL2 defects, whose concentration depends on the growth rate (see below). The variation of the 
lattice parameter Aa/a is of the order of 10-5 to 10-2. We did not find any correlation between Aa/a and 
the growth rate nor with the substrate temperature. 
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4. Optical characterization 

Absorption in the 0.8 - 1.5 eV range, eventually performed after surface polishing, gives a spectrum 
similar to that of a Czochralski grown material. The band edge exhibits a tail typical of the presence of 
EL2 defects. In order to evaluate this concentration, we used the absorption around 1 um which has 
been calibrated for the measurement of this concentration [2,3]. In the case of Figure 3 corresponding 
to a 170 urn thick layer grown at 800° C, at a rate of 5.8 um.min-l, this calibration indicates an EL2 
concentration of 4 x 1017 Cm-3. As reported in ref. [4], the concentration increases with the growth 
rate and allows to obtain semi-insulating layers [5] because undoped layers are predominently p-type 
(see below). 

40 
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h 
1.411 1442 

ENERGY CtV) 
1.473 

Fig. 3 - Optical absorption spectrum of a 170 jun thick layer grown at 
800° C with a rate of 5.8 pm.miir1. The dashed line corresponds to the 

absorption of the substrate. 

As to photoluminescence, it demonstrates good quality of the layers grown with rates lower than 
5 um.min-l. Indeed, luminescence spectra exhibit the band exciton line, and lines associated with 
donor-acceptor recombination as well as several phonon replica. The acceptor impurities involved in 
these lines are SIAS and GaAs in agreement with analysis performed by secondary ion mass 
spectroscopy (SIMS). These latter measurements show that Si is present at a concentration ranging 
from 1015 to 1016 cm-3, while S is at a concentration ten times lower (the correlation between the 
impurity concentrations in the source and the layers will be developed elsewhere). The dominant 
acceptor is C, in the range 1016 _ 1017 Cm-3. These concentrations seem to be related neither with the 
substrate temperature, nor with the growth rate. But they are, as expected, directly related to the 
impurity content of the source material. 

5. Electrical characterization 

Hall effect measurements are in agreement with the SIMS analysis and the photoluminescence obser- 
vations. The layers, originating from semi-insulating, undoped, Czochralski materials are p-type at 
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level ranging from few 1015 cm-3 to few 1016 cm-3. The temperature dependence of the mobility 
indicates that the layers contain a small concentration of charged defects or impurities. In the range 
100 - 300 K the mobility increases linearly with T-3/2 (see Fig. 4) which means that it is limited by 
phonons. Below typically 100 K, the mobility is a decreasing function of the temperature (see Fig. 5) 
as a result of scattering with charged defects. 
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Fig. 4 - Hole mobility versus T-3'2 in a 62 fim 
thick layer grown at 750° C with a growth rate 

of 1.7 (im.min-1. 

Fig. 5 - Temperature dependence of the hole mobility 
of the same layer as in Fig. 4 showing the low 

temperature range. 

Finally, a search for deep charged impurities has been performed by SIMS: Cr, Mn, Fe and Ni, 
are at a level of 1013 cm_3 or below; O exists at larger concentration (~ 1017 cm-3), but it is known 
that it does not give rise to any deep level. 

6. Conclusion 

We have demonstrated that it is possible to grow very thick epitaxial layers of GaAs which exhibit 
good electronic and optical properties. We shall demonstrate elsewhere (for a preliminary work, see 
ref. [6]) that these layers can be p- and n-types doped, allowing their use in high power electronics. 
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Abstract. Details of the structural and electrical properties of epitaxial DyP/GaAs and DyAs/GaAs are reported. Both 

DyP and DyAs have been grown by solid source MBE with growth temperatures ranging from 500 to 600°C and growth 

rates between 0.5 and 0.7 nm/hr. DyP epilayers are n-type with measured electron concentrations on the order of 3 to 4 X 

1020 cm3, room temperature mobilities of 250 to 300 cmVVs, and a barrier height of about 0.81 eV to GaAs at room 

temperature. DyAs epilayers are also n-type with concentrations of 1 to 2 X 102' cm3, and mobilities between 25 and 40 

cm2/Vs. DyP is stable in air with no signs of oxidation even after months of exposure. 

1. Introduction 

The ability to grow thermally stable Schottky/Ohmic contacts and buried, epitaxial metallic or semi- 

metallic layers on semiconductors has many potential applications in novel device structures. One 

promising approach for achieving thermally stable contacts is to select a high melting point elemental 

metal-phosphide or metal-arsenide binary compound that displays metallic characteristics and is 

chemically inert. Two attractive material systems that offer strong promise in this area are dysprosium 

phosphide/gallium arsenide (DyP/GaAs) and dysprosium arsenide/gallium arsenide (DyAs/GaAs). 

This paper reports the structural and electrical characterizations of DyP and DyAs on GaAs as well as 

GaAs/DyP/GaAs and GaAs/DyAs/GaAs heterostructures. DyP and DyAs have only one stable phase 

with a NaCl crystal structure and have lattice constants of 5.6534 Ä and 5.7894 Ä, respectively. The 

lattice mismatch between DyP and GaAs is less than 0.01% at room temperature. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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2. Results and Discussion 

Fig. 1 shows the selected area diffraction pattern of GaAs and DyP epilayers on a GaAs substrate. The 

diffraction pattern indicates an epitaxy of the two layers with the substrate. Fig. 2 shows a high- 

resolution lattice image of the same sample looking at the buried DyP layer and the GaAs capping 

interface. No pinholes were observed in the DyP layers. In spite of the good growth of DyP on GaAs, 

the GaAs layer grown on top of the DyP is usually twinned. Most of the top GaAs layer is epitacticalfy 

aligned with DyP/GaAs but there are areas where (111) GaAs grows on (001) DyP. This phenomenon 

has also been observed in the GaAs/ErAs/GaAs structure where the GaAs layer grown on top of ErAs is 

usually heavily twinned with most of the twin boundaries lying parallel to {111} planes [1]. 

Fig. 3 shows the selected area diffraction pattern of DyAs epilayer on GaAs substrate. The diffraction 

pattern also indicates an epitaxy of DyAs with the substrate. However, the cross-section images review 

the threading dislocation as well as twinning and stacking faults in the DyAs layer. This is expected due 

to the larger lattice mismatch between DyAs and GaAs. The difference in the crystal structures between 

DyP or DyAs (rock salt) and GaAs (zinc blende) seemed to affect the growth of GaAs/DyP/GaAs and 

GaAs/DyAs/GaAs heterostructures. 

The Auger electron spectroscopy (AES) profile of the GaAs/DyP/GaAs sample is shown in Fig. 4. 

The AES profile indicates abrupt interfaces with no significant impurities present in any of the layers. 

For GaAs/DyAs/GaAs, although the interface appears to be abrupt, unlike GaAs/DyP/GaAs, a certain 

amount of oxygen is observed at the DyAs and the capping GaAs interface. DyAs is reactive to a certain 

degree to oxygen, however, it is less reactive when compared to ErAs, which is highly reactive even in a 

UHV environment, resulting in significant oxygen and carbon contaminations on the surface [2]. The 

atomic force microscopy (AFM) analysis of DyP/GaAs revealed smooth surfaces with RMS roughness 

between 4 and 8 Ä. The surface roughness of DyAs, on the other hand, was between 10 and 15 A, and 

may be due to the lattice mismatch between DyAs and GaAs. 

The resistivity values of DyP as determined by four-point probe and Hall measurements were found to 

be consistent and were in the range of 6.5xl0"5 to 1.5xl0"4 ii-cm as seen in Fig. 5. Hall measurements 

indicated that DyP films were n-type with electron concentrations on the order of 3xl020 to 4xl020 cm"3. 
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Fig. 1. Selected area diffraction pattern from GaAs 
substrate with GaAs/DyP epilayers. 

Fig. 2. Selected area cross-section HRTEM image 
of GaAs/DyP interface. 

Fig. 3. Selected area diffraction pattern from GaAs 
substrate with DyAs epilayer. 

Fig. 4. AES profile of GaAs/DyP/GaAs sample. 
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Fig. 5. Resistivity and Mobility of DyP and DyAs obtained from Hall measurements. 
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The room temperature mobility was between 250 and 300 cmVVs and increased with a decrease in 

temperature. 

I-V measurements were performed on DyP/GaAs and indicated a Schottky behavior. The barrier 

height, measured by I-V measurements, was found to be approximately 0.81 eV. Variable temperature 

I-V measurements, using DyP as the Schottky contact and patterned Cu3Ge as the Ohmic contact, 

indicated that the contacts performed efficiently up to a temperature of 200CC. 

For DyAs, Hall measurements were performed between 20 K and 300 K and the resistivity was found 

to be in the region of l.OxlO"4 to 1.5xl0"4 ßcm as seen in Fig. 5. DyAs was also found to be n-type 

with carrier concentration on the order of lxlO21 to 2xl021 cm"3 and mobilities between 25 and 40 

crrrYVs, and showed an increase with a decrease in temperature as shown in Fig. 5. According to I-V 

measurements, DyAs was found to form a poor Ohmic contact to n-GaAs. 

3.   Conclusions 

We have demonstrated the epitaxial growth of DyP and DyAs on GaAs as well as GaAs/DyP/GaAs and 

GaAs/DyAs/GaAs heterostructures using solid source MBE. The epilayers were characterized by TEM, 

AES, Hall measurements, and I-V and C-V measurements. DyP was found to be stable in air with no 

signs of oxidation even after months of exposure. I-V measurements show that DyP forms a Schottky 

contact to GaAs with a barrier height of about 0.81 eV. This contact is stable up to about 200°C. DyAs 

was found to form a poor Ohmic contact to n-GaAs. 
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Abstract. PIN photodiodes were fabricated by nitrogen ion implantation on undoped 0.5, 1.0, 1.5, and 2.0 
ftm thick ZnSe/n-ZnSe/n+GaAs(100) grown by molecular beam epitaxy (MBE). To obtain the p-layer, 
nitrogen ions at multiple energies and ion doses were implanted at room temperature to obtain a quasi- 
uniform doping profile. The activation of implanted ions was achieved by post-annealing in a N-ambient at 
500 °C for 5min. Optical studies were performed by photoluminescence (PL) spectroscopy at 10 K, which 
indicated donor-acceptor pairs at an energy of 2.7 eV and its phonon replicas with 30 meV intervals. The 
circular PIN diodes with 1 mm diameter active area showed an ideality factor of 1.19 and reverse bias 
breakdown voltage of 10 V for 0.5 urn thick undoped ZnSe. Moreover, good linearity with light intensity, 
low dark current and high photocurrent were seen. A photocurrent/dark current ratio of more than 10 for an 
illumination of 100 mW/cm2 at a reverse bias of IV through a 200 Ä thick metal layer was seen for the 0.5 
p.m thick layer. A responsivity of 0.025 AAV was obtained at a wavelength of 460 nm through the metal 
contacts. 

1.   Introduction 

ZnSe, a wide and direct bandgap material, is an attractive material for optoelectronic devices. 
Especially, photodetectors operating in the visible and ultraviolet regions could be important for many 
space and medical application. To realize these devices, highly doped p-type layers are necessary. 
Highly doped p layers using a nitrogen source during MBE/MOCVD growth are difficult to obtain due 
to compensation between nitrogen and intrinsic impurities[l,2]. Ion implantation is attractive as a 
doping method because of its controllability and repeatablity. Continuing on our previous nitrogen ion 
implantation study on Zn(S)Se[3], PIN photodiodes were fabricated by this method with various i- 
layer thicknesses. This could result in new applications in radiation detectors using ZnSe due to its 
large bandgap (low dark current), high resistivity and low capacitance[4]. 

2.   Experimental 

Sample growth using molecular beam epitaxy (MBE) was carried out in a Riber MBE 32P system. 
Elemental sources of Zn and Se were used for the ZnSe growth. Cl- doped 1.0 urn thick n-type ZnSe 
films and 0.5 urn, 1.0 um, 1.5 |j,m, and 2.0 |a.m thick undoped ZnSe epilayers were grown on 
n+GaAs(100) at 300 °C. To form the p-type ZnSe, nitrogen ion implantation was performed at room 
temperature using multiple ion energy and dose with various conditions as shown in Table 1. Of 
special note is condition E, where nitrogen was implanted at a single energy level of 50 KeV with an 
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Table 1. Implantation Data for N-ion Implanted PIN Diodes 

Experiment Samples Thickness of Undoped 
Layer (um) 

Implantation Condition 
# Ion Energy (KeV) Ion Dose (cm-2) xlO13 

1 A 0.5 20,40,90,130,180 1, 2, 6, 20, 100 

2 
B 
C 
D 

0.5 
1.0 
1.5 

20,40,90,130,180 4,5,8.5,11, 12 

3 E 2.0 50 1000 

ion dose of 1016 cm to achieve a shallow p+ layer. Post implant annealing was performed at a 
temperature of 500 °C for 5 min in a N2 ambient [3], Optical activation of the implanted species as a p- 
type dopant was examined by 10 K photoluminescence (PL) on as-grown and implanted/activated 
samples. For electrical study, Au:Ge/Ni ohmic contacts were deposited on the n+GaAs side and 1 mm 
diameter circular Pd Schottky contacts were evaporated on top of the N-ion implanted ZnSe. The 
current-voltage with/without illumination, temperature dependent carrier transport, high frequency 
capacitance-voltage, deep level transient spectroscopy (DLTS), and spectral response were employed 
for characterization. 

3.   Results and Discussion 

As the first experiment, optical and electrical tests were performed on N-ion implanted PIN diodes 
having a 0.5 |im thick undoped ZnSe/ZnSe:Cl/n+GaAs structure. PL measurements at 10 K were 
carried out on as-grown and implanted samples after annealing. As seen in Fig. 1, the as-grown sample 
showed a strong free exciton (FX) at an energy of 2.803 eV and free-to-bound exciton (BX) at an 

1 -0 1 1 90.0 - 

2.6 2.7 
Photon Energy (eV) 

2.8 

Fig. 1 10 K PL of as-grown and Ion Implanted sample A 

5 

0.0     0.5 
Voltage (volts) 

Fig. 2 Dark and photo I-V of PIN diodes A and D 
with 100 Ä thick 1 mm diameter contacts 
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energy of 2.79 eV similar to that seen in a typical undoped ZnSe spectra[5]. However the PL spectra of 
the N-ion implanted sample showed donor-acceptor pair (DAP) transitions at the energy of 2.7 eV with 
three longitudinal optical (LO) phonon replicas at every 30 meV on the lower energy side and 
suppressed FX and BX peaks which indicate p-type doping. 

Dark and photo current-voltage data for diodes A and D (Table 1), differing in the undoped layer 
thickness, is shown in Fig. 2. The ideality factor of diode A was 1.19 at lower forward bias (< 0.8 V) 
indicating the diffusion dominated transport mechanism in this structure contrary to the expected 
recombination dominated transport, probably a result of a very thin intrinsic layer. However, the 
ideality factor of diode D was 1.9, indicating recombination in the carrier transport mechanism. A dark 
current ~ 40 pA at a reverse bias voltage of 5 V was seen for diode A. The ratio of photo to dark 
current of the PIN diode was 104 and photocurrent ( applied zero bias) of diode A was 10 |jA/cm2. A 
breakdown voltage of 10 V for diode A and 60 V for diode D were observed. 

Data for 1 MHz capacitance-voltage (C-V) characteristics of PIN diodes A and D are shown in 

|N^WD|%£s^(d(i2/^)H (i) 
Fig. 3. Using Eq (1), the background carrier concentration was ~ 1015 cm"3 and built-in potential 
(1/C =0) of ~3 V was extracted. Thickness of the depletion layer for the given condition of 
implantation was estimated as 0-0.2 |0.m for A and 1.0-1.2 (xm for D diode, respectively by TRIM. 
From the C-V plot, the thickness of the depletion layer was estimated > 0.3 (im, indicative of spatial 
variation of the net acceptor concentration due to the compensation by incorporated chlorine. 

DLTS studies were performed to examine traps in the material and this is shown in Fig. 4. A hole 
trap at an energy of 710 meV above the valence band with a 10"14 cm2 capture cross section is seen. 
This trap position was found in N-doped MBE grown ZnSe [6] due to Zn vacancies or residual 
impurities on Zn site. 

Room temperature spectral response of photodiode A at four reverse bias voltages in Fig. 5 shows 
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Fig. 3 1 MHz C-V characteristics of PIN diodes A and D Fig. 4 DLTS signal of PIN diode A 
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a strong absorption at the wavelength of 460 nm, 
equivalent to a bandgap energy of 2.67 eV. Also, 
the spectral response showed the field-assisted 
transition (Franz-Keldysh effects) below the cut- 
off wavelength. A responsivity of 0.025 (AAV) 
was obtained without anti-reflecting coating and 
through 200 A thick metal layers. Only 20 % of 
the optical power was transmitted into ZnSe 
through 100 Ä thick metal layers. Spectral 
responsivity is increased with reverse bias 
voltage due to increasing dark current and better 
carrier separation. In the short wavelength 
region, the responsivity decreased due to surface 
recombination and limitation of the light source. 

To improve the device performance, the 
thickness of the undoped layer of the PIN 
structure was increased to 1.0, 1.5, and 2|im. 
With these structures, an ideality factor of ~2 
was obtained indicating the carrier transport 
dominated by recombination. The background 
carrier concentration was -10   cm" , and the C- 

0.030 

0.020- 

0.010 

0.005 

o.ooo- 

0.40 0.55 0.45 0.50 

Wavelength (|itn) 

Fig. 5 Spectral Response of PIN photodiode A at several 
value of applied reverse bias (not corrected for reflection 
and absorption in the metal) 

V characteristics showed that the undoped layer 
was fully depleted as the capacitance remained constant in higher reverse bias. Also, the breakdown 
voltage was increased by increasing the thickness of the undoped layer. Especially, the 2.0 |im thick 
undoped ZnSe/ZnSe:Cl/n-GaAs structure was designed for a shallow p+-layer and thicker intrinsic 
layer. The spectral response was improved significantly with this design. 

4.   Conclusions 
PIN photodiodes having low dark current and low capacitance were realized by using N-ion 
implantation as a doping method for the p-layer on undoped ZnSe epilayers having different thickness. 
These PIN diodes by ion implantation are reproducible. PIN diodes have an ideality factor of 1.19 for 
the 0.5 urn thick undoped ZnSe sample and ideality factor of 1.9 ~ 2.0 for the undoped ZnSe having 
thickness greater than lum. This study shows the possible application of ZnSe PIN diodes as 
photodetectors having low dark current and high breakdown voltage. 

5.   References 
[1] Fan Y et al 1994 Appl. Phys. Lett. 65 1001-1003 

Chen A. L et al 1994 Appl. Phys. Lett 65 1006-1008 
[2] Laks D.B. et al 1993 PhysicaB 185 118-127 
[3] Hong. H et al 1997 J. Appl. Phys.(to be published) 
[4] Verger L and et al 1997 J. Elec. Matrls.26 738-744 
[5] Ohkawa K et al 1992 J. Crystal Growth 117 375-384 

Gutowski J et al 1990 Phys. Stat. Sol (a) 120 11-59 
[6] Hu B. et al 1993 Appl. Phys. Lett. 63 358-360 



167 

Band offset measurement of the ZnS/Si(001) heterojunction 

B. Brar, R. Steinhoff, A. Seabaugh, X. Zhou,* S. Jiang,* and W. P. Kirk* 

Raytheon TI Systems, Dallas, TX 75243. 
*NanoFAB Center, Texas A&M University, College Station, TX 77843-4242 
EMail: brar@resbld.csc.ti.com 

Abstract. High-quality ZnS layers on silicon have recently been realized by initiating MBE growth on a 
vicinal Si (001) surface that has been terminated with a single monolayer (ML) of As. We report the first 
measurement of the electronic transport properties of the ZnS/As(lML)/n-Si(001) heterostructure. 
Temperature-dependent current-voltage measurements show that the transport is characterized by an activation 
energy of 1.00+0.04 eV for the Si/ZnS conduction band offset. A similar activation energy of 1.02±0.04 eV 
is obtained for the opposite bias polarity, corresponding to transport over the Al/ZnS Schottky barrier. 

1. Introduction 

The realization of high-quality compound semiconductors that are lattice-matched to a silicon (Si) 
substrate will promote the development of band-gap-engineered devices in Si technology. One candidate 
for a barrier material is zinc sulfide (ZnS), which has an energy band gap of 3.6 eV and a zinc-blende 
(cubic) crystal structure with a lattice constant of 5.42 Ä. By comparison, silicon has a bandgap of 1.12 
eV and a diamond (cubic) crystal structure with a lattice constant of 5.431 Ä. The band offset of a 
molecular beam epitaxy (MBE) grown ZnS/Si(lll) heterojunction was measured by Maierhofer et al. 
[1], using photoelectron spectroscopy. They reported a valence-band offset of AEV = 0.7 eV and a 
conduction-band offset of AEC= 1.7 eV. The large band offsets in a straddled band line-up suggest that 
ZnS is an excellent choice for use as an insulating barrier that is lattice-matched to silicon. Recently, 
high- quality ZnS layers on silicon have been realized by initiating MBE growth on a vicinal Si (001) 
surface that has been terminated with a single monolayer (ML) of As [2]. In the present paper, we report 
the first electronic transport properties of the ZnS/As(l ML)/n-Si(001) heterostructure. 

2. Growth and Experiment 

The samples were grown in a VG80S MBE chamber on phosphour-doped (1-10 Q-cm) vicinal Si 
substrates (100 surface with a 4° off-cut towards [011]). Details of the ZnS growth can be found in 
reference [2]. Briefly, growth was initiated with a 200 nm thick not-intentionally doped silicon buffer 
layer at a growth temperature of 620 ° C. The sample was then annealed at 850 °C to produce a double- 
stepped Si surface, as confirmed by reflection high-energy electron diffraction. After the substrate was 
cooled to room temperature, more than 1 ML of As was deposited. The excess (beyond 1 ML) As was 
then removed with a 600 °C anneal. Finally, 200 nm of ZnS was grown from a solid ZnS source at a 
substrate temperature of 50 °C followed by a 10 minute anneal at 320 °C. Both Al and Au contacts were 
e-beam evaporated and patterned on the sample. Metal covered the entire wafer surface except a 10 (im 
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spacer region, which isolated 15, 150, and 1500 |xm diameter circular devices. In the case of Al, the 
rings were etched in Al-leach; in the case of Au, a lift-off process was used to define the device. The 
large-area greater surface outside of these circles was grounded in the electrical measurements. 

3. Results and Discussion 

Figure 1 is a plot of the J-V characteristics of the 150 (im diameter device for selected temperatures. 
The bias was swept in two different directions (arrows indicate the sweep direction). The magnitude of 
the voltage was swept from 0 to 2 to 0 V at a rate of -1 V/min. The hysteresis predominant at lower 
temperatures is presumably related to the charging time of slow traps in the ZnS barrier. The voltage 
dependence of the current at fixed temperature indicates a nearly symmetric device. The non-exponential 
dependence on applied bias (large non-ideality factor) is typical for a heterostructure barrier that does not 
change with applied voltage. Figure 2 is an Arrhenius plot constructed from the forward-sweep data in 
Fig. 1 to determine the activation energy Ec for the conduction mechanism. At lower temperatures, where 
the curves in Fig. 2 flatten out, the current measured is presumably through defect-assisted transport 
(e.g., via grain boundaries or traps in the ZnS) with a relatively small thermal activation energy. At 
higher temperatures, the data indicate a thermally-activated process with a well-defined activation energy. 
The activation energy is obtained at each bias point by fitting the data to a conventional thermionic 
emission model J = Jg'^expi-E^/kT) [3], and plotted in Fig. 3 as a function of the applied bias. Note 
that an activation energy obtained from the Arrhenius plot is the extrapolated value at zero temperature, 
and is only accurate to within kT~ 40 meV. Since the detail at low bias in Fig. 3 is smaller than this, it is 
not analyzed. 

The activation energy may be related to the band offset by determining the chemical potential as a 
function of voltage and temperature. For a metal (with EF » kT), the chemical potential is independent 
of both of these parameters, and the value of 1.02±0.04 eV obtained from Fig. 3 for negative biases, is 
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Fig.  1. Temperature dependence of the current 
densities   through   Al/ZnS/As(lML)/Si   diodes. 
The temperature is varied from 50 °C to 175 

°C in 25 °C steps. 

Fig. 2.  I-V Arrhenius plot to extract 
activation   energies   in   Al/ZnS/As(lML)/Si 
diodes.  Solid  lines  are  positive  gate  biases 

(from 0.2 V to 2.0 V in 0.2 V steps) and the 
dashed lines are negative gate biases. 
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the Al/ZnS Schottky barrier height. For a non-degenerate semiconductor with fully-ionized donors, 
however, charge neutrality in the bulk forces (Ec - EF)/kT to remain constant as the temperature changes, 
and the extrapolated EF at T = 0 is approximately Ec. Therefore, the activation energy of 1.00 eV 
measured for small positive gate voltages is approximately the conduction band offset AEC. This value is 
considerably lower than the value of 1.7+0.2 eV obtained by photoelectron spectroscopy between ZnS 
and non-As-terminated Si(lll) [1]. This difference in the conduction band offset is partly due to the 
substrate orientation. Also, some of the difference may be due to a modification of the interface dipole 
charge caused by the As monolayer. 

To understand the bias (in)dependence of the extracted activation energy we performed capacitance- 
voltage (C-V) measurements on the above devices. The C-Vdata were noisy and hysteretic. Also the data 
for the devices characterized above showed no evidence of electron accumulation at the ZnS/Si interface. 
The hysteresis in the C-V signified field-driven transfer of charge within the ZnS, i.e. mobile ions or 
trapped electrons in the ZnS. Electron traps in the ZnS would account for the lack of image-force barrier 
lowering in Fig. 3, which should be roughly 50 meV when 2 V is applied across the ZnS. If traps were 
in the ZnS, and the ZnS charged negatively when current flowed, then the electric field at the ZnS/Si 
interface (causing barrier reduction) would have been smaller than the trap-free case. Our inability to 
measure an accumulation capacitance in these devices is consistent with our hypothesis that there is no 
significant electric field at the ZnS/Si interface even under bias (shown schematically in Fig. 3). 

To confirm that the activation energy represents an interface property and not a bulk transport 
property of the ZnS, additional metal/ZnS/As(lML)/Si devices were fabricated in an identical manner, 
but with Au electrodes. Previous work has determined the Au/ZnS Schottky barrier height to be 1.2 eV 
larger than the Al/ZnS Schottky barrier height [4]. Temperature dependent measurements on these 
Au/ZnS/As(lML)/Si-n showed that, consistent with our interface-barrier-limited current model, a large 
(~20x) reduction in current was observed as plotted in Fig. 4 (only forward sweep data are shown). The 
asymmetry in the J-V characteristic is also consistent with our model of Schottky emission. A well- 
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defined activation energy (see inset of Fig. 4) exists 
only for positive gate voltages greater than 
approximately 0.6 V where it starts to level-off 
around 1.0 eV. This value for the ZnS/Si barrier 
height agrees with the value for devices with Al 
electrodes. For negative biases, defect transport 
processes dominate any bulk emission over the large 
Au/ZnS barrier height. Figure 4 shows that these 
defect processes do not have a single well-defined 
activation energy. 

4.   Conclusions 
50   100  150 200 250 300 350 400 450 

Position (nm) 

The Al/ZnS/As(lML)/Si-n heterostructure was 
found to be characterized by a ZnS/Si conduction Fig. 5. Zero-bias energy band diagram for 
band offset AEC =  1.00+.04 eV, and a Al/ZnS Al/ZnS/As(lML)/Si   structure. 

Schottky   barrier   height    of    1.02±0.04.     C-V 
measurements, I-V hysteresis, and the lack of a reduction in the barrier height due to image force 
lowering (expected to be = 50 meV at a bias of 2 V) suggests that there are traps in the ZnS that charge 
negatively under bias. Figure 5 is a schematic of the proposed energy band diagram for the 
Al/ZnS/As(lML)/Si-n heterostructure. The approximately 1 eV ZnS barrier heights to Al and Si, being 
much larger than kT at room temperature, are encouraging for the use of ZnS as an insulating epitaxial 

barrier for Si devices. 
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Abstract. The electrical characteristics and stability of Pd, Ti/Pd, Ti/Pd/Au and Pd/Ti/Pd/Au ohmic 
contacts to p- and n-doped Ino.53Gao.47As have been investigated. A thin contacting Pd layer has been found 
to be crucial to the formation of a low resistance contact to p+-InGaAs. On the contrary, a Ti contacting 
layer is desirable in contacts to nMnGaAs. Pd(100Ä)/Ti(200Ä)/Pd(200A)/Au(2000A) has yielded a lowest 
specific contact resistance (pc) of 9.61X10"6 £i-cm2 to p+-InGaAs after a 350°C-20s anneal and has 
demonstrated sufficient stability as contact to the thin base region of InP-based HBTs. The lowest pc of 
2.54xl0"7 Q-cm2 to nMnGaAs was achieved by Ti(200Ä)/Pd(200A)/Au(2000A) after a 400°C-20s anneal. 

1.        Introduction 

Two commonly used metallization schemes for InP-based heterojunction bipolar transistors (HBTs) 
were Ti/Pt/Au for n+-InGaAs and Pt/Ti/Pt/Au for p+-InGaAs [1-3]. Unfortunately, the evaporation of 
Pt requires a high temperature over a prolonged duration owing to its high melting point (1769°C) and 
low vapor pressure (0.14umHg). These could cause problems such as in-situ "out-gassing" of 
impurities within the evaporation chamber and the hardening of photoresist. On the other hand, Pd, a 
metal that possesses electrical properties similar to Pt, for example resistivity (Pd : 9.93p.Q-cm; Pt : 
9.85uQ-cm) and workfunction (Pd : 4.99eV; Pt: 5.32eV), has a lower melting point of 1552°C and a 
much higher vapor pressure of 26umHg. These mean easier and faster evaporation at a lower 
temperature compared with Pt which imply the above-mentioned problems could be alleviated. In 
addition, since both Pd and Pt are group VIII transition metals, they are not expected to have very 
different physical and chemical properties. Consequently, it may be beneficial to replace Pt by Pd in a 
contact system. Furthermore, several Pd-based metallization schemes [4-7] have been reported to yield 
a specific contact resistance (pc) of the order of 10"5 Q-cm2 to p+-InGaAs. Some of these contacts have 
also demonstrated good thermal stability of 5 to 6 hours at 400°C [4]. In this work, we aimed to 
investigate the feasibility of replacing Pt by Pd in the Ti/Pt/Au and Pt/Ti/Pt/Au contact systems to p- 
and n-doped Ino.53Gao.47As. We have also included the Pd and Ti/Pd contacts in our studies with the 
objective of understanding the role of each constituent of the multi-layer contact systems. 

2.       Experiment 

The epilayer structure used comprises a 600Ä p+-InGaAs layer, a lum n'-InGaAs layer and a 0.5um n+- 
InGaAs layer followed by a 0.3|im i-InGaAs buffer layer, grown lattice matched on an InP substrate by 
means of molecular beam epitaxy (MBE). The p+-InGaAs layer is Be-doped to a concentration of 
5xl018cm"3 while the n+-InGaAs layer is Si-doped to a concentration of 5x1019cm"3. The p+- and n- 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 



172 

InGaAs epilayers constitute a p+n junction and its current-voltage (IV) characteristic was used to assess 
if a metal contact to p+-InGaAs has enough stability for implementation on the thin base region of a 
HBT. If the penetration of the contact metal or the reaction zone between the metal and the underlying 
InGaAs exceeds 600Ä, the IV characteristic of the p+n junction will deteriorate to a linear relationship. 
The specific contact resistances (pc's) to the p+- and n+-InGaAs layers were measured by means of the 
transmission line model (TLM) structure. The desired metals were electron beam evaporated 
sequentially onto the sample, in a single pump down, after a base chamber pressure of 5x10"7 Torr has 
been attained. Prior to loading into the evaporation chamber, samples were treated with 10% NH4OH 
for 1 minute to remove the native oxide on the surface. A total of five metal contacts were prepared : 
Pd(1700Ä), Ti(700Ä)/Pd(700Ä), Ti(200Ä)/Pd(200Ä)/Au(2000Ä), Pd(50Ä)/Ti(200Ä)/Pd(200Ä)/ 
Au(2000Ä) and Pd(100Ä)/Ti(200Ä)/Pd(200Ä)/Au(2000Ä), where the first metal in each sequence is in 
contact with semiconductor. Contacts were deposited simultaneously on p+- and n+-InGaAs. Alloying 
of contacts was carried out using rapid thermal annealing (RTA), in forming gas ambient, at 
temperature ranging from 250°C to 450°C and for duration between 10s and 50s. Anneal temperatures 
higher than 450°C were not used because the decomposition of InGaAs was no longer negligible. 

3.      Results and Discussion 

All the contacts were ohmic as-deposited with smooth surface morphology. The adhesion of contacts 
to InGaAs was good except for Pd which peeled off easily after a 400cC-20s anneal. The presence of 
Ti seems to improve the adhesion as no peeling was observed for Ti/Pd, Ti/Pd/Au and Pd/Ti/Pd/Au. 
The pc of the following contacts : Pd(1700Ä), Ti(700Ä)/Pd(700Ä), Ti(200Ä)/Pd(200Ä)/ Au(2000Ä) 
and Pd(100Ä)/Ti(200Ä)/Pd(200Ä)/Au(2000Ä) to p+- and n+-InGaAs are shown in Fig.l as a function 
of the RTA temperature. Anneal duration is 20s. The missing data at 400°C and higher temperature 
were caused by one of the following reasons : contacts have peeled off or shorting of metal through the 
600Ä p+-InGaAs layer. In the latter, although pc can be measured, it does not truly represent the 
contact resistance to p+-InGaAs. As shown in Fig.l, Pd and Pd/Ti/Pd/Au render a lower minimum pc 

to p+-InGaAs than Ti/Pd and Ti/Pd/Au for the anneal temperature range of 250°C to 400°C. It may be 
inferred that the presence of a contacting Pd layer is instrumental to the formation of a low pc to p

+- 
InGaAs. Similar observations were reported by P. Resse! et al [6] and H. Okada et al [8]. P. Ressel et 
al studied Pd/Pt and Ti/Pt contacts to p+-InGaAs and obtained a lower pc for the former. H .Okada et al 
investigated Ti/Pt/Au and Pt/Ti/Pt/Au contacts to p+-GaAs and found that the latter gave a lower pc. 
The minimum pc's achieved for Pd and Pd/Ti/Pd/Au to p+-InGaAs are 2.18xl0"6 fi-cm2 (after a 300°C- 
20s anneal) and 9.61xl0"6 Q-cm2 (after a 350°C-20s anneal) respectively, as shown Fig.l. For contacts 
to n+-InGaAs, the lowest pc of 2.54x10"7 Q-cm2 is obtained with Ti/Pd/Au after a 400°C-20s anneal. 
This is in contrast to the results for p+-InGaAs where contacts with Pd adjoining the semiconductor 
exhibited a lower pc. It may be concluded that different contacting layers are needed to achieve low pc 

to p+-InGaAs and n+-InGaAs - Pd for p+-InGaAs and Ti for n+-InGaAs. It is worth noting that these 
observations are in line with the common contacts used in InP-based HBTs - Ti/Pt/Au to n-InGaAs and 
Pt/Ti/Pt/Au to p-InGaAs - which we try to replace by Ti/Pd/Au and Pd/Ti/Pd/Au respectively. 

With an anneal temperature of 400°C or higher, the IV characteristic of the p+n junction, with 
Pd or Ti/Pd/Au as contact, became ohmic. This indicated that either the contact metal has diffused 
deeper than 600Ä into p+-InGaAs or the reaction zone between the metal and the underlying p+-InGaAs 
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Fig 1  Variation of pc as a function of RTA temperature for contacts to p+-InGaAs (—) and n+-InGaAs 
( ): (a) ■ - Pd(1700A), (b) • - Ti(700Ä)/Pd(700Ä), (c) * - Ti(200Ä)/Pd(200Ä)/Au(2000A) and 
(d) T - Pd(100A)/Ti(200Ä)/Pd(200Ä)/Au(2000A). The anneal duration is 20s. 

has exceeded the same thickness. On the other hand, p+n junctions with a Pd(100Ä)/Ti/Pd/Au contact 
survived a 400°C-20s anneal although those with a Pd(50Ä)/Ti/Pd/Au contact did not. The thickness 
of the contacting Pd is therefore observed to be an important parameter. The shorting of the Pd and 
Pd(50Ä)/Ti/Pd/Au contacts indicates that the amount of Pd present must be carefully controlled in 
order to achieve good thermal stability for the Pd/Ti/Pd/Au contact. The improved thermal stability of 
Pd(100Ä)/Ti/Pd/Au over Ti/Pd/Au is similar to that of Pt/Ti/Pt/Au over Ti/Pt/Au reported by H. Okada 
et al [8]. Both Pt and Pd exhibit a similar behaviour as a barrier to the in-diffusion of metals. In the 
case of Ti/Pt/Au contact, Ti has been shown to form a complicated reaction zone of up to 800Ä with 
InGaAs [9] and this is most likely the reason for the shorting of the Ti/Pd/Au contact. After a 450°C- 
20s anneal, all the contacts shorted through the p+n junction. The surface morphology also became 
rough and the colour turned pale. Rough surface morphology was also observed by P. Leech et al [5] 
for Pd/Zn/Pd/Au contacts and their AES depth profiles showed a significant out-diffusion of In, Ga and 
As signifying the decomposition of InGaAs. 

Fig 2 shows the variation of pc with the anneal duration at a RTA temperature of 350°C for 
Ti(200Ä)/Pd(200Ä)/Au(2000Ä), Pd(50Ä)/Ti(200Ä)/Pd(200Ä)/Au(2000Ä) and Pd(100Ä)/Ti(200Ä)/ 
Pd(200Ä)/Au(2000Ä) to p+- and n+-inGaAs. The optimum anneal duration is observed to be about 20s 
for contacts to p+-InGaAs, regardless of the contacting layer. The minimum pc of 9.61xl0"6 Q-cm2 was 
attained by Pd(100Ä)/Ti/Pd/Au. The same contact also yielded the lowest pc of 1.51xl0"6

+fi-cm2 to n+- 
InGaAs but after a longer anneal of 40s. It can be seen in Fig.2 that for contact to n+-InGaAs, the 
thicker the contacting Pd layer, the lower is the pc and the longer is the required anneal duration. This 
seems to indicate that the reaction between Pd and n+-InGaAs proceeds with time and more reaction 
leads to a lower pc. After a further 350°C-15min anneal, pc's of Pd(100Ä)/Ti/Pd/Au to n+- and p+- 
InGaAs degraded to the order of 10"4 Q-cm2. Although pc has increased, Pd(100Ä)/ Ti/Pd/Au did not 
short through the p+n junction. It may therefore be concluded that the contact has sufficient stability 
for further thermal processing, such as the deposition of SiNx at 350°C for 15 mins. Pd(100Ä)/Ti/PdV 
Au has also demonstrated the possibility of a common contact to n+- and p+-InGaAs : a reasonably low 
pc of less than 2.5xl0"5 Q-cm2 was obtained for both types of InGaAs after a 350°C-20s anneal, as 
shown in Fig.2. 
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RTA duration (s) 

Fig. 2 Variation of pc as a function of RTA duration for contacts to p+-InGaAs (—) and n+-InGaAs ( ): 
(a) ■ - Ti(200Ä)/Pd(200Ä)/Au(2000Ä), (b) • - Pd(50A)/Ti(200A)/Pd(200Ä)/Au(2000A) and (c) A - 
Pd(100Ä)/Ti(200A)/ Pd(200Ä)/Au(2000A). The RTA temperature is 350°C. 

4.       Conclusion 

Our investigations have demonstrated promising results of replacing Pt by Pd in the Ti/Pt/Au and 
Pt/Ti/Pt/Au contacts. Ti(200Ä)/Pd(200Ä)/Au(2000Ä) has shown to be very suited for n+-InGaAs with 
a minimum pc of 2.54x10"7 Q-cm2 while Pd(100Ä)/Ti(200Ä)/Pd(200Ä)/Au(2000Ä) has yielded not 
only a low pc of 9.61x10" Cl-cm but also adequate thermal stability for use as contact to the thin p+- 
InGaAs base region of InP-based HBTs. In addition, Pd(100Ä)/Ti(200Ä)/Pd(200Ä)/Au(2000Ä) has 
provided the possibility of a single metal system to both n+- and p+-InGaAs with a pc of less than 
2.5xl0"5fi-cm2. 
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PtTiPtAu and PdTiPtAu ohmic contacts to p-InGaAs 
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Abstract. lOnm    layers    of   Pt    and    Pd    were    employed    as    an    interlayer    between 
Ti(30nm)Pt(80nm)Au(200nm) metallization and p-InGaAs doped at l~4xl019cm-3. For the annealing 
temperatures of 300~500°C, the PtTiPtAu and the PdTiPtAu metallizations exhibited consistently lower 
contact resistivities than the TiPtAu metallization. The effective barriers height of the PtTiPtAu contacts 
(0.1 leV) was estimated to be lower than those of the PdTiPtAu contacts (0.14eV) and the TiPtAu contacts 
(0.16eV). The high work function Pt lowered the barrier height. The Pd, on the other hand, formed a 
favorable interfacial compound when as-deposited, thereby reducing the contact resistivity. 

1. Introduction 

In a majority of InP based optoelectronic devices, Ino.53Gao.47As doped over lxl 019cm"3 is used as a p- 
type contact layer since it has the smallest band gap among InP lattice-matched materials. As for the p- 
type contact metals, the TiPtAu metallization is, by far, the most popular. This metallization scheme 
together with appropriate annealing was reported to yield very low contact resistivities in the region of 
10"7~8ficm2[l~3]. However, the InGaAs layers were invariably doped extremely high i.e. >lxl020cm"3. 
The only exception was Katz et al [4]; they reported a contact resistivity of 3.4x10~8ficm2 with InGaAs 
doped at 1.5xlO'W3. In our experience, the contact resistivity of TiPtAu contacts to p-InGaAs doped 
at lxlO'W3 was mere 4.5xl0"sf2cm2 while the same metallization formed ohmic contacts to p-GaAs 
in the region of 0.4-1.lxlO^Qcm2. The high contact resistivity with p-InGaAs should be related to the 
way the Fermi level pins in InGaAs - near the conduction band edge [5]. The n-type barrier height is 
nearly zero. For p-type, it is nearly the same as the entire band-gap, making it difficult to form low 
resistivity ohmic contacts. 

The schottky barrier height, <I>b between a p-type semiconductor and a metal is the difference in 
their respective work functions, <I>S and Om. 

a>b=<I>s-<l>m 
When a metal with high work function is used, the barrier height is reduced as the band bending 
becomes small. Therefore, it would be possible to lower the contact resistivity. In this paper, the role 
of two high work function metals, Pt (<Dm=5.65eV) and Pd (Om=5.12eV), was investigated as an 
interlayer between p-InGaAs and TiPtAu metallization. The work function of Ti is 4.33eV. 

2. Experiment 

1.3(xm Ino.53Gao.47As layers were grown on Fe-doped semi-insulating InP using metalorganic vapour 
phase epitaxy (MOVPE). Three different Zn doping concentrations - lxlO'W3, 2xl019cm-3, 4xl019cm" 
3 were prepared to study the current transport mechanism. Prior to metal deposition, the InGaAs layers 
were treated with buffered oxide etchant for 10 seconds to remove oxides. The basic metallization 
scheme was Ti(30nm)Pt(80nm)Au(200nm), but a lOnm Pt or Pd interlayer was included between the 
TiPtAu metallization and the InGaAs. The results were compared to the one with no interlayer. The 
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metallizations were electron-beam evaporated at a base vacuum better than 3xl0"7mbar. The TLM pads, 
each lOOum wide and 300um long were patterned using a standard photolithographic technique and 
lift-off. The spacings between the pads were 10, 15, 20, 30 ,40, 60, 80um. The contacts were heat- 
treated using a rapid thermal annealer between 300~500°C for 30 seconds in a nitrogen ambient. 

3. Results and Discussion 

The mean contact resistivities of the three metallizations are plotted as a function of annealing 
temperature for the three different doping concentrations in Fig. 1. For lxl019cm3, none of the 
metallizations exhibited contact resistivities below lxl0"5ficm2. Doping concentrations greater than 
2xl0'9cm"3 were required to achieve contact resistivities in the region of 10"6ficm2. 

When a Pd or Pt interlayer was included in the metallization, the contact resistivity was reduced 
for a given doping concentration. The PtTiPtAu contacts generally yielded the lowest contact 
resistivity, but when as-deposited, the contact resistivity of the PdTiPtAu contacts was the lowest. The 
TiPtAu contact had to be annealed above 400°C in order to achieve appreciable reduction in contact 
resistivity. The PtTiPtAu contacts required a lower annealing temperature i.e. at around 300°C and the 
optimum annealing temperature was 350~400°C depending on doping concentration. The PdTiPtAu 
produced the lowest as-deposited contact resistivity and could effectively be used non-alloyed 
provided that the doping concentration is greater than 2xl019cm"3. The decrease in contact resistivity 
upon subsequent annealing was small, the contact resistivity remaining within 3~4xl0"6 Dem2 over 
300~500°C for the doping concentration of 2xl0"19cm"3 (Fig. lb). Compared to the previously reported 
PdPt non-alloyed contacts, for which the optimum annealing temperature was tightly confined around 
300°C [1], the PdTiPtAu contacts should satisfy wider processing requirements and have superior long 
term reliability. 

The reduction in contact resistivities when the doping concentration was increased from lxl019cmf3 

to 2xl0'9cm"3 was about one order. However, the reduction when the doping was increased from 
2xl019cm"3 to 4xl019cm'3 was only about half for the PtTiPtAu contacts and even less for the other 
contacts. If the tunnelling is the dominant current transport mechanism, the contact resistivity should 
proportional to exp(l/Vn), where n is the doping concentration [6]. To estimate the extent of tunnelling, 
the characteristic energy, E00 was calculated and compared to kT, where k is the Boltzmann's constant 
and T is temperature in Kelvin. 

— TiPlAu 
— PdTiPtAu 
—■— PtTiPtAu 

Annealing temperature (°C) 

-TiPtAu 
-PdTiPtAu 
- PtTiPtAu 

Annealing temperature (°C) 

——TiPtAu 
—.—PdTiPtAu 
—*— PtTiPtAu 

Annealing temperature ("C) 

Fig. 1 Mean contact resistivities of the three metallizations are plotted as a function of annealing temperature. The doping 
concentration of InGaAs are a) lxl0"cm3, b) 2xl0"cm"3and c) 4xl0"cm"3 
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Eoo is defined as below. 

Eo. = - 
2   \{m*-E) 

q is the electronic charge; ^is the Planck's constant divided by 2TT; m* is the effective mass of 
tunnelling hole; and s is the dielectric constant of InGaAs. Using m"=0.46mo and s=13.1so [7], the 
Eoo/kT values were calculated to be 1.85 for n=lxlO 2.61 for n=2xl019cm-3 and 3.70 for 
n=4xl019cm"3. Tunnelling is dominant only if E00/kT»l, which was not the case here. For p-type 
InGaAs doped at low 10"cm"3, the current transport mechanism is likely to be thermionic field 
emission. Assuming that the metal-semiconductor interface is identical microstructurally regardless of 
doping concentration for a given annealing temperature, isothermal contact resistivity was plotted 

against exP^I 4n-coth{E"lkT)) for each metallization in Fig. 2. The PtTiPtAu metallization conformed 
to the thermionic field emission model well except that annealed at 500°C. In the cases of the TiPtAu 
contacts, the as-deposited specimens and those annealed below 400°C deviated from the model at the 
high doping concentration. As for the PdTiPtAu, the contacts annealed below 450°C gave poorer fits. 
However, the overall fit was better than the tunnelling model. 

The log slope of contact resistivity against <*p(\l4n-coth{E»l kT)) js a function of the barrier 
height. The gradients of the slopes did not decrease as annealing temperature increased, indicating that 
the reduction in contact resistivity did not involve changes in barrier height. From the average gradient 
of each metallization, the effective barrier height was calculated. The PtTiPtAu contacts had the lowest 
barrier height of O.lleV followed by 0.14eV of the PdTiPtAu contacts and 0.16eV of the TiPtAu 
contacts. From the difference in the effective barriers, it can be concluded, for the PtTiPtAu contacts, 
that the high work function Pt interlayer had the desired effect of lowering the contact resistivity but 
for the PdTiPtAu contacts, it was less conclusive. 

While the current transport mechanism may indeed be of thermionic field emission, other factors 
such as microstructural reactions at the metal-semiconductor interface may play an important role in 
the case of the PdTiPtAu contacts. When transmission electron microscopy was performed on the as- 
deposited PdTiPtAu contacts, an interfacial layer was observed (Fig. 3). The layer thickness was 
approximately 50nm, thin enough for most optoelectronic applications. Although the exact 
composition was not identified, there have been reports that Pd forms metastable compounds with the 
semiconductor i.e. PdxInGaAs [8]. This compound is supposed to be metastable, but, to break it down, 
a third species is required to interact with Pd. Ti seemed stable in this respect. 

<B    10 

£ 10* 

80x10"      1,2x10"      1.6x10" 

((n)°sxcoth(EJkT))"' 

4.0x10"      B.0X10"      1.2x10"      1.6x10" 

((n)os x coth(E„/kT))"1 

4.0x10"      8.0x1D"      1.2x10"      1.6x10" 

((n)05 x cotfi(E JkT))"' 

Fig. 2 Contact resistivity variation of each metallization with InGaAs doping concentration is plotted according to the 
thermionic field emission model   a)TiPtAu   b) PdTiPtAu    c) PtTiPtAu 
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•p-InGaAs 50nm 

Fig. 3. Cross Sectional TEM micrograph of the as-deposited PdTiPtAu contacts to p-InGaAs 

The layer was found to be intact when annealed at 350°C. This may explain why the contact resistivity 
varied little with annealing temperature. As for the PtTiPtAu contacts, the as-deposited metal- 
semiconductor interfaces was clean, but an interfacial layer was also observed when annealed at 350CC. 
The thickness was approximately the same as that of the PdTiPtAu contacts. It was concluded that the 
reduction in contact resistivity upon annealing was related to changes in contact microstructures. 

4. Conclusions 

The role of Pt and Pt interlayers in the TiPtAu contacts to p-InGaAs was studied as a function of 
annealing temperature and of the p-InGaAs doping concentration. The Pt lowered the effective barrier 
height due to its high work function. As for the Pd, the effective barrier height alone could not explain 
the improvement in contact resistivity. The formation of a favorable interfacial compound even when 
as-deposited should also be taken into account. 
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Thin Mixed Layer on Molecular Layer Epitaxially-Grown GaAs 
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Abstract The precursor for the W CVD on GaAs used is WiCOk The contact resistance in W/GaAs is obtained by tie 
transmission line measurements of patterned W on heavily cViped GaAs grovvn by Mli. The olependencecf the contact resu^ 
on the surface treatment prior to the W CVD is also studied Banier height cfW/GaAs structure is measured by the terr^ieratu^ 
dependence of I-V characteristics in reference to the contact resistance. The W/GaAs interlace is analy2Ed usin^ 
Contact resistance of non-alloyed structure achieved are 3xl0'7 fim2 for retype GaAs and below 5x10* Qcm2 for p-type 
respectively. From the physical analyses, the mixed layer mW/GaAs interface is estimated less than 20Ä 

1. Introduction 

In recent years, the active region of the fest semiconductor devices is localized in atomic scale and the thin layered 
structure is required with atomic accuracy(AA). In such last devices, the metal/semiconductor contacts limit net operating 
speed. In addition, the conventional alloyed contact cannot be applied for such thin layered structures. Therefore, low 
resistivity metal/semiconductor contact formed at low temperature with thin mixed layer has been urgently required. 
W/GaAs contacts were found stable up to 500°C. This temperature is higher than used for selective regrowth with the 
molecular layer epitaxy (MLE) for the 100Ä channel GaAs static induction transistor (SIT) [1]. Sputtering was 
commonly used for W deposition However, it can result in generation of defects in thin active semiconductor layers. 

In this report we present CVD W suitable for uhra-lhin devices. The contact resistance in W/GaAs is shown as a 
function of surface stoichiometry by using the transmission line measurements (TLM) on heavily doped GaAs grown by 
MLE. Barrier height ofW/GaAs is studied in reference to lowering the contact resistance. The W/GaAs interface and the 
impurity profiles in MLE GaAs layers are measured by secondary ion mass spectrometry (SMS). Rutherford 
backscattering spectroscopy (RBS) is used to study the structural properties of W/GaAs interface. 

2. Experiments 

The precursor for the W deposition on GaAs used is W(CO)s. The W layers were deposited in the MLE reactor [2]. 
Prior to the W CVD, oxides were removed from GaAs surface, in the deposition chamber, by exposing to AsH below 
480°C. Oxides are chemically reduced with this process rather than physically evaporated[3]. Immediately after oxide 
reduction, W(CO)e was injected continuously at 360°-400°C with the pressure of 15 mTorr. GaAs surfaces were heated 
with a halogen lamp located over the wafer. 

The contacts to n-type MLE GaAs layers doped with Te on semiinsulating undoped (100) GaAs were studied. The 
MLE layers were grown with methylgaJlium (TEG) and AsH3 precursors. MetiiyMurium (DETe) was used for doping. 
P type MLE layers were doped with Zn from diethyläne (DEZn) or with C from trimethylgalliurn[4]. W/GaAs contacts 
were evaluated by a transmission line method (TLM) with the SiN patterned structure. By using SiN remote-plasma 
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deposition and two-step etching process, the process-induced defects in W/GaAs interface were safely avoided in TLM 
fabrication process. Wet etching with NHtOHHAH^ was used for patterning of the W layers. 

The Schottky barrier heights of W/GaAs contacts were estimated by using temperature dependence of the I-V 
characteristics. By the following equation, the barrier heights dpbwere calculated. 

Js=A*t2exp(-<t)l/kT) 
where Js is the saturation current density, A* is the effective Richardson constant, T is the measurement temperature, k is 

the Boltzmann constant, Vais the applied voltage, fa is the Schottky barrier height. 
The impurity profiles in MLE layers were obtained by SMS. A primary sputtering beam of Cs and O ion with IkeV 

for negative and positive SMS were used, respectively. W/GaAs interface profiles were analyzed by time of flight (TOF) 
SMS, in which the sputtering beams of Ar+ of IkeV were used to rninirnize a mixing effect for high depth resolution. 

RBS measurements were carried out by the 1.5MeV He+ irradiation W/GaAs samples used for RBS measurements 
were the same as those for the barrier height measurements. Random spectra were measured by tilting the crystal surface 
7° off to the <100> axis. Plane channeling was safely avoided. Angular dependence of the backscattering yield was also 

measured. He+ dose for each angular step used was 200nC. 

3. Results and Discussion 

The deposition could be observed only for pressures higher than 1 x 10"3 Torr, for the entire tested range of temperature 
360° - 400°C. Deposition rate was about 3 A/min on GaAs, like reported for pyrolytic decomposition[5]. However, we 
can not exclude some photolytic reaction[6]. Although the GaAs substrates were not intentionally illuminated, the light of 
the halogen heater lamp contained near-UV wavelengths. The W layers on GaAs observed with Nomarski and SEM 
microscopes appeared mirror-like. The layers on SiN had a grain structure, similar to the one reported previously^]. The 
difference in layer morphology between SiN and GaAs suggests a catalytic properties of the GaAs clean surface. 

Fig 1 shows the relation of the carrier concentration in MLE layers with Te concentration measured by SMS. The 
carrier concentration gradually increased ova lxlf/W Te concentration, and beyond 4xl020cm3, decreased rapidly. 
In this figure, the specific contact resistance pc is also shown as a function of Te concentration pc strongly depended on 
Te concentration and had a minimum at the peak of the carrier concentration For heavily doped semiconductors the 
tunneling becomes predominant, and pc is determined by the factor, apfa /rV*). The dependence was different from 
metunnelingtheoty.ItcanteretaedtoexcessTeato^ ficm 

This is the lowest reported value for doping concentration in the range of 10B cm". Similar values were reported by 
Patkar, et al [7], for molecular beam epitaxial (MBE) GaAs doped with Si as the low temperature grown cap. The MLE 
layers, reported'here, were doped uniformly and no passivation layers were necessary. The fabrication process used was 
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dose to that used for device fabrication, including SiN PE CVD and ozone ashing for semiconductor cleaning. Using 
uniformly doped top layers of GaAs is advantageous for such an applicatioa In addition, all processes reported here for 
the CVD W contacts were done at the temperature below 480°C, which is required for utaa-thin devicesfl] to prevent 
their thermal degradation To achieve pc of 3 - 4xl0"7 Dem2, it was also necessary to apply AsH3 treatment temperature 
below 480°C for oxide reduction prior to the W CVD, as shown in Fig.2. In all experiments, the CVD temperature did 
not exceed that of AsH3 treatment. The lowest pc was obtained with the AsH3 treatment at 450°C 10s. 

The average value of the pcfor the W contacts to C-doped p-GaAs was 2*10* Ocm2 at acceptor concentration 
Sxio^cm3 as shown in Fig.3. The low pt value and low mobility of p-type layers result in large uncertainty of Ihis value. 
The measured values were from almost 0 to 5X10"8 ficm2 At that low pt values, the main source of error was an 
absolute accuracy of distance measurements between the TLM contacts, which was 0.1 um in our laboratory. The pc 

extraction accuracy is lost, if a transfer length Lf{ p0 /R/2 becomes comparable to the contact distance measurement 
accuracy, where R« is a sheet resistance value. The obtained pc for C dopant was about 1/10 smaller than expected from 
the hole concentration measured in the MLE layer and literature reports, shown in Fig.3. One possible reason for this is 
oxide free interface of our layers. The results ofStareev[8], who obtained alow pc value for NA=2xl020 cm"3 after sputter, 
in-shu, cleaning and annealing, indicate importance of this factor. The pc value for Zn dopant was 10 times larger, 1x10 
Qcm2, at the same acceptor concentration average of 3 x 10B cm"3, than for C. The W contact resistance to the Zn-doped 
MLE layers corresponds well with the reported p, vahies(Fig.3). To explain the difference between the W contacts to C- 

doped and to Zn-doped layers requires further investigatioa 
Fig.4 shows the dependence of Schottky barrier heights fa on the surface treatment condition prior to the W 

deposition. The surface treatment was carried out at 480°C for 30 min under various AsH3 pressure. W deposition was 
carried out at 380°C for 30 min The surface treated without AsH3, in vacuum 5x10* Torr, gives the lowest fa 0.58 eV 
by I-V characteristics, fa increases up to 0.8 eV with AsH3 pressure at lxlO"3 Torr. The ideal factor of the Schottky 
barrier diode on the surface treated without AsH3 is 1.05, and that with higher AsH3 pressure, 1.01, indicates that the 
interface crystal quality depends on the surface treatment prior to the W deposition From experiments on pin diodes 
regrown with MLE on AsH3 treated interfaces, it was also conctuded[3], this treatment affects crystal structure in layers 
adjacent to the interface. This can explain the dependence of the pc value on the treatment temperature though fa is as 
high as 0.75 eV. Possible mechanisms include depletion of the surface layers from dopant atoms by their evaporation or 
exchange reactions, as well as modification of the barrier height by crystal structure changing. 

Fig.5 shows the angular dependence of backscattering yield of RBS from the surface W, W/GaAs interfacial region 
and the bulk region of GaAs. Dip curve was obtained from the W/GaAs SBD mentioned previous paragraph, which W 
layer is deposited on the GaAs surface heat-treated in vacuum for 30 min just prior to the deposition As shown in Fig. 5, 
the angular dependence ofbackscattering yield from the surface W shows clear dip almost at the same angle, where the 
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underlying GaAs shows <100> axial diarmding. Therefore, the W atoms deposited on GaAs show <100> aligned when 
the GaAs surface is heat-treated in vacuum at 480°C for 30min just prior to the W deposition As shown previously, the 
SB height was lowered when the GaAs surface was heat-treated in vacuum at 480°C compared with that heated under 
AsH3 exposure of 1 x 10"3 Torr. Whereas the atomic structure of deposited W/GaAs is not clear yet, it is considered that 
the barrier height ofW/GaAs structure is closely related with the atomic alignment of W on GaAs. 

In Eg.6, the W/GaAs interface profile measured by TOF-SMS is shown W to GaAs interfece was clearly separated, 
and the mixed layer in the interfece was estimated less than 20Ä But strange profile was seen on the surface of W. Ga, 
As and O piled up. And in the W film, O yields reduced, and also C (not shown). It is possible to explain these results by a 
surface unstabüity or a matrix effect, but it is necessary to study details fijrther more. 

4. Conclusion 

In summary, CVD of W fiom WfCO)» on MLE n-type layers, doped with Te, gives contact resistance p0 = 3* 10"7 

ficm2 and mirror-like layer morphology. The native oxides can be reduced with AsH3 prior to the CVD. The AsH3 

treatment and CVD temperatures should not exceed 480°C The CVD W contacts to p-GaAs MLE layers doped with 
C give pc in the low range of 10* Qcm2, while for the Zn dopant, only 1 * W6 ficm2 was obtained. The low contact 
resistance is obtained for electrically active dopant concentration about one tenth lower than expected from literature 
reports. The mixed layer in the interfece was estimated less than 20Ä The conditions used for GaAs MLE and W CVD 
are suitable for self-aligning constructions of ultra-thin devices with regrown epitaxial layers. 
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abstract. In2Se3 epitaxial films with layered structure were successfully grown on (OOl)GaAs 
substrates by molecular beam epitaxy (MBE). The layered In2Se3 films whose c-axis was oriented in only 
one direction were obtained by using slightly misoriented (OOl)GaAs. Furthermore, electrical and optical 
anisotropy were observed in the layered In2Se3 films. Conductivity of the layered In2Se3 epitaxial films in 
a-axis was found to be much larger than that in c-axis. Besides, absorption coefficient of the layered In2Se3 

films for the light polarized toward c-axis was found to be larger than that toward a-axis. 

1. Introduction 

III2-VI3 compound semiconductors such as Ga2Se3 and In2Se3 have unique properties originated 
from their crystal structures. For example, Ga2Se3 has a defect zincblende structure. This structure is 
basically a zincblende structure, but 1/3 of cation sites are vacant. Up until now, we investigated the 
molecular beam epitaxial (MBE) growth of Ga2Se3 films on (OOl)GaAs and (OOl)GaP substrates, and 
it was found that a spontaneous superstructure was formed by the ordering of the native Ga vacancies 
and that the large optical anisotropy was observed in the vacancy-ordered Ga2Se3 films [1-6]. 

On the other hand, In2Se3 has two types of crystal structure, i.e., layered structure (a-phase) and 
defect wurtzite structure (y-phase). The layered structure consists of rather loose stack of covalently 
bonded layers, including five atomic layers of Se-In-Se-In-Se [7]. The layered structure is considered 
to be a kind of spontaneous superstructure. Therefore, unique properties such as electrical and optical 
anisotropy are to be expected. Meanwhile, the defect wurtzite structure is basically a wurtzite structure 
but 1/3 of cation sites are vacant. In this structure, it was reported that the In vacancies took screw 
arrangement and that large optical rotary power was observed [7-9]. 

Until now, we investigated the MBE growth of In2Se3 films and epitaxial films with the layered 
structure based on the zincblende structure were successfully grown on exact (OOl)GaAs substrates. 
[10]. However, the c-axis direction of the layered In2Se3 films was perpendicular to two directions: 
[Tl 1] and [lTl] direction. In this paper, we reported the growth of the layered In2Se3 epitaxial films on 
slightly misoriented (OOl)GaAs substrates for the control of the c-axis orientation. Furthermore, we 
report on electrical and optical anisotropy of the layered In2Se3 epitaxial films for the first time. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Fig. 1        Measurement system for conductivity of the layered In2Se3 films. 

2. Experimental Procedure 

Irises films were grown by MBE technique on SI-(001)GaAs substrates slightly misoriented 
toward [T10] by 2° to control c-axis orientation. Growth temperature was varied in a range of 400°C 
to 480°C. In beam equivalent pressure (BEP) was fixed at 4><10"7Torr and VWII ratio was kept at 10. 
Before being inserted into the MBE system, the GaAs substrates were degreased, and chemically 
etched in a 3:1:1 IfcSO^FkC^FkO solution at 60°C for 1.5min. After acid etching, the GaAs 
substrates were heated at 570°C for 15min in the growth chamber to remove surface oxides. Growth 
rate was around 600nm/h. Surface morphology and cross-sectional image were observed by scanning 
electron microscopy (SEM). We measured conductivity in both directions toward [110] (a-axis of the 
layered hi2Se3) and [1T0] (c-axis). Measurement system was shown in Fig.l. Two Al electrodes with a 
gap of around 80um were formed on the In2Se3 films by vacuum evaporation technique. Besides, we 
measured wavelength dependence of photoconductivity of the Lti2Se3 films for the lights polarized 
toward [110] and [1T0]. 

3. Results and Discussion 

3.1   Molecular Beam Epitaxial Growth of the layered IniSes films on slightly misoriented (OOl)GaAs 
substrates 

First of all, we attempted the growth of the layered In2Se3 epitaxial films on slightly misoriented 
(OOl)GaAs substrates for the control of the c-axis orientation. Fig.2 shows surface morphology, 
(HO)cross-sectional image and schematic drawing of (110) cross-sectional view of the layered hi2Se3 
epitaxial film on slightly misoriented (OOl)GaAs substrate. In the surface morphology, a lot of lines 
parallel to the [110] direction are observed. This suggests that a-axis of the layered In2Se3 is parallel to 
[110] direction. Furthermore, in the cross-sectional image, the c-axis direction of the layered In2Se3 
epitaxial film is found to be perpendicular to one direction: [Til] direction. From this result, it was 
successfully demonstrated that the orientation of the layered hi2Se3 epitaxial films could be controlled 
by the substrate orientation. 
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Fig.2 (a)Surface morphology, (b)(110)cross-sectional image of the layered In2Se3 film on slightly misoriented 
(OOl)GaAs substrate, and (c)schematic drawing of (110)cross-sectional view of the layered In2Se3 film. 

3.2 Electrical A nisotropy of Layered I^Sej Epitaxial Films 

Fig.3 shows dark conductivity of the layered Iri2Se3 films measured at room temperature (RT). The 
films were grown for lh and the thickness was around 600nm. The conductivity of the layered In2Se3 
epitaxial films was independent of the growth temperature. However, an anisotropic feature was 
observed in the conductivity. The conductivity in [110] (a-axis) direction is much larger than that in 
[1T0] (c-axis) direction for any film. This result indicates that the mobility in a-axis direction is much 
higher than that in c-axis. The anisotropy of the conductivity is probably attributed to the carrier 
confinement by van der Waals gaps of the layered structure. 

3.3 Optical anisotropy of Layered In2Se} Epitaxial Films 

Fig.4(a) shows wavelength dependence of photoconductivity of the layered In2Se3 epitaxial film 
measured at RT. The film was grown at 430°C for lh. The conductivity was measured in a-axis 
direction. The wavelength dependence of photoconductivity of the polycrystalline In2Se3 film with the 
defect wurtzite structure on glass substrate is also shown in Fig.4(b). The film was grown at 500°C 
and the film thickness was around 3p.m. In the layered In2Se3 film, the photoconductivity increases at 
around 900nm. From the spectra, the bandgap of the layered Lti2Se3 is roughly estimated as around 
1.4eV, which is almost the same as the reported bandgap [11,12]. A peak located at around 880nm is 
due to the absorption in the GaAs substrate. On the contrary, the photoconductivity of the 
polycrystalline y-In2Se3 film increases at shorter wavelength than that of the layered In2Se3 films. 
This result indicates that the bandgap of In2Se3 with defect wurtzite structure is larger than that of the 
layered In2Se3. It was reported that the bandgap of the y-In2Se3 was 2.0eV [13], but it is roughly 
estimated as around 1.7eV from Fig.4(b). Furthermore, in the layered Li2Se3 film, photoconductivity 
for [1T0] polarization is higher than that for [110] polarization in a range of 700nm to 900nm. This 
result suggests that absorption coefficient for the light polarized toward c-axis is larger than that 
toward a-axis in the layered In2Se3 film. 
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4.Conclusion 

In2Se3 epitaxial films with layered structure were successfully grown on (OOl)GaAs substrates by 
molecular beam epitaxy (MBE). The layered In2Se3 films whose c-axis was oriented in only one 
direction were obtained by using slightly misoriented (OOl)GaAs. Furthermore, electrical and optical 
anisotropy were observed in the layered In2Se3 films. Conductivity of the layered In2Se3 epitaxial 
films in a-axis was found to be much larger than that in c-axis. Besides, absorption coefficient of the 
layered In2Se3 films for the light polarized toward c-axis was found to be larger than that toward a- 
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Bandgap energy renormalization due to many body effects has been studied in a series of n-type 8-nm-wide 
GaAs/AIGaAs single quantum wells using magnetoluminescence spectroscopy at 1.4K. The 2D-carrier 
densities varied between 1 and 12 x 10 " cm"2. At the maximum 2D-carrier density, the bandgap energy 
reduction compared to an undoped specimen was found to be about 34 meV. 

1. Introduction 

In the last several years, there has been much focus on bandgap energy renormalization resulting from 
many body effects [1-11]. For structures relying on the electronic bandgap in heavily doped quantum 
wells, e.g., high-power injection lasers, many body effects can lead to bandgap renormalization energies 
approaching 20 to 40 meV, i.e., for GaAs/AIGaAs systems, the bandgap energy can change as much as 
a 2%. For precise laser wavelength control, a knowledge of the bandgap energy versus carrier density is 
mandatory. 

In this paper, we present a study of the bandgap renormalization as a function of the 2D-carrier den- 
sity for a series of modulation doped n-type 8-nm-wide GaAs/AIGaAs single quantum wells. We use an 
unambiguous method for obtaining accurate bandgap energies by measuring the photoluminescence 
spectrum as a function of magnetic field. With the application of external magnetic fields, Landau 
energy levels are formed and the energy of the PL transition for each Landau level energy is shifted lin- 
early. Extrapolating the magnetoluminescence "Fan" diagram to zero magnetic field yields the true 
bandgap energy without complications of spectral shifts in the zero-field PL line shape [12]. 

2. Experimental 

The modulation doped GaAs/AIGaAs SQW structures were prepared using metal organic vapor phase 
epitaxy. All samples were grown on semi-insulating (100) GaAs substrates. An undoped l-|om-thick 
GaAs epilayer was grown on top of the substrate and on top of this GaAs-epilayer, a single 8-nm-wide 
GaAs quantum-well was placed between 100-nm-wide Al0joGag 70As barriers, followed by an uninten- 
tionally doped 5 nm thick GaAs cap layer. The top AlGaAs barrier layer was delta-doped 30 nm from 
the GaAs quantum well, with silicon densities in the range between 0.5 and 2.5 x 1018 cm"3. For abso- 
lute calibration of the bandgap energy reduction, an unintentionally doped structure was also prepared 
in the same manner. The growth temperature for all layers and structures was 750C. 

The magnetoluminescence measurements were made at 1.4K, and the magnetic field varied between 
0 and 14 tesla. The luminescence measurements were made with an Argon-ion laser operating at 514.5 
nm and an IEEE-488-based photon counting data acquisition system. The direction of the applied mag- 
netic field is parallel to the growth direction, i.e., the resulting Landau orbits are in the plane of the 
GaAs quantum well. The laser excitation and sample PL signal were respectively brought in and carried 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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out along the same 100-|im-diameter optical fiber. The fiber tip was placed directly on the sample and 
the resulting maximum laser power density on the sample was about 1 W/cm2. 

The 2D-carrier densities were determined by two different methods, magnetoluminescence and low 
temperature transport measurements. The magnetoluminescence method notes when each Landau level 
and hence each interband transition disappears from the PL spectrum. The transport method relies on an 
analyses of Shubnikov-deHaas oscillations in the conductivity, but essentially provides the same infor- 
mation as PL method by recording the magnetic field and filling factor v when the Fermi energy lies 
half-way between two adjacent Landau levels, one filled and one empty. These two different measure- 
ment techniques for gave similar results for the 2D-carrier density. 

3. Results and Discussion 

The 1.4-K zero-field PL spectrum for a N2D = 8.2 x 1011 cm"2 sample (#EMC-2218) is shown in Fig. 1. 
The bandgap energy Egap = 1557.6 meV is indicated in the figure and it is apparent that the energy of 
the peak intensity of the PL spectrum at 1563 meV is shifted above the bandgap value, i.e., the spectral 
shift is 6 meV. The PL line shape for degenerate quantum wells will not be discussed here, but the 
reader is referred to [12] where it has been treated in detail. The high energy shoulder near 1590 meV is 
due to transitions near the Fermi energy Ef. Also shown in the figure is the energy E' = 1585.7 meV for 
the undoped structure where the effective Rydberg for an 8-nm-wide quantum well [13] has been added 
to the observed PL energy. Thus, for this sample, where N2D = 8.2 x 1011 cm"2, the bandgap energy 
reduction is nearly 20 meV. 

A free particle, with mass m and charge e, moving in a magnetic field B forms quantized states, 
Landau levels, with an energy E = (n + l/2)(eftB/mc) = (n + 1/2)äCO (cgs units) where n is the Landau 
level index, h is Planck's constant over 27t, c is the velocity of light, and has is the quantized cyclotron 
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Figure 1. Zero-field 1,4K PL spectrum for an 8-nm-wide n- 
type GaAs/AlGaAs single QW. The bandgap energy for the 
undoped quantum well is labeled E' and Egap = 1557.6 meV 
is bandgap energy from the magnetoluminescence "Fan" 
diagram shown in Fig. 3. 
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Figure 2. The magnetoluminescence spectrum at 8 tesla anc 
1.4K for the zero-field spectrum shown in Fig. 1. The 2D- 
carrier density is N2D = 8.2 X 1011 cm"2. The Landau transi- 
tion indices nc«-» nv for each transition are indicated above 
their respective peak energies. 
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energy. The distribution function for a degenerate 2D-electron gas (conduction-band states for a n-type 
material) is based on Fermi-Dirac statistics, but because of the very small 2D-density of photo-induced 
hole-states, the distribution for the valence-band holes are governed by Maxwell-Boltzmann statistics. 
For temperatures where kT is much larger than valence-band cyclotron energy hu>v, the nv = 0, 1,2, ... 
valence-band Landau levels are populated and all magnetoluminescence transitions between the nc and 
nv Landau levels obey the 8ncv = (nc - nv) = 0 selection rule. Because of heavy-hole light-hole valence- 
band mixing for an 8-nm-wide GaAs quantum well, the ground state in-plane valance-band masses are 
"heavy" (and nonparabolic) and hence the condition that kT > Hu>v is satisfied at 1.4K [14]. The inter- 
band PL transition energy E is thus given by 

E{n) = E      +{n+l\[ehB 
K '      gap    \    2\ \ic (1) 

where Egap is the bandgap energy, |X is the reduced mass (o~   = mc  + mv
-1) where mc and mv are 

respectively the conduction or valence-band effective masses. 
Figure 2 shows a magnetoluminescence spectrum at 8 tesla and 1.4K for the sample whose zero- 

field spectrum is shown in Fig. 1. As can be seen, the zero-field spectrum breaks up into a series of 
peaks whose energies are given by Eq. (1). The Landau transition indices nc <-» nv for each peak are 
indicated in the figure. A "Fan" diagram can be generated by plotting the energy of each Landau transi- 
tion energy (See Fig. 2) as a function of magnetic field and this result is shown in Fig. 3. The Landau 
transition indices nc <-» nv are indicated and the lines drawn through the data are best fits of Eq. (1) to the 
data. The ratio of the slopes are nearly 1:3:5:7 as predicted by Eq. (1). The bandgap energy Egap can be 
uniquely determined from a straight line zero-field extrapolation of the lines shown in Fig. 2 with the 
result, E, 'gap- 1557.6 meV. 
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Figure 3. Magnetoluminescence "Fan" diagram for the 
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For all of the n-type samples, magnetoluminescence "Fan" diagrams similar to the one shown in 
Fig. 3 can be made using the above described procedures. The bandgap energy reduction AE for each 
sample can then be calculated by subtracting the magnetoluminescence determined bandgap energy 
Egap from the undoped bandgap energy E shown in Fig. 1. 

From Schmidt-Rink et. al. [2,5], the size of the bandgap energy renormalization due to many body 
effects can be calculated from the expression 

AE = -3.l(Na^\      E* , (2) 

where AE is the difference in energy between the bandgap energy of the undoped and n-type samples, N 
is the 2D-carrier density, ao is the bohr radius, and E* is the exciton binding energy. For an 80-Ä QW, E 
- 9 meV and ao ~ 125 A. We thus expect AE ~ -3.2 x 10"3 N1/3. 

Figure 4 shows the result of plotting AE as a function of the 2D-carrier density N2D. The solid line 
drawn through the data is a result of a best fit curve given by 

M = -3.22xlO"3C meV. (3) 

The best fit curve given (Eq. (3)) is in is in good agreement the estimated AE ~ -3.2 x 10"3 N1   . 
In conclusion, we have shown that the magnetoluminescence technique allows a direct determina- 

tion of the bandgap energy for degenerate quantum well samples. Furthermore, the complications of 
spectral shifts to the PL-peak intensity are avoided by this method. Finally, agreement with previously 
reported measurements was found for the dependence of the bandgap energy reduction on the 2D-car- 
rier density. 

Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin Company. 
This work is supported by the Division of Material Science, Office of Basic Energy Science, for the 
United States Department of Energy under Contract DE-AC04-94AL85000. 
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Abstract. The Zeeman splitting and diamagnetic shift of heavy-hole exciton in GaAs/ 
Alo.25Gao.75As multi-quantum wells (MQW) were investigated for various barrier widths by 
magnetoluminescence up to 30 T at 4.2 K. It is obtained that the diamagnetic shift is 
independent to the barrier width (LB), but the effective g-factor becomes smaller as LB 

decreases for a fixed QW width. Also reported is the fine splitting due to the exchange 

interaction for LB i 50 A. 

1. Introduction 

Spin interaction of exciton confined in quasi-two-dimensional (quasi-2-D) system such as 
coupled quantum well (QW) has been of great interest in recent years.[l,2] However, most of 
the reports related to coupled QW are concentrated on the double QWs[3,4,5] and little known is 
the spin interaction in coupled 2-D system. In this work, multiple QWs (MQWs) was chosen in 
the study of spin interaction of coupled QWs, because double QW has additional complication 
with symmetric and antisymmetric sublevels and its magnetic field (B) dependence is difficult to 
analyze. Also, we have concentrated on the barrier width (LB) dependence in order to investigate 

the coupling effect and role of quantum barrier. 
The samples used in this work are undoped GaAs/AkffiGao.reAs MQWs of a fixed 

well-width (Lz) of 38 monolayer (ML) (100A) and of different LB of 10, 14, 18, 22, 28 and 38 
ML. (The MQW samples are identified by Lz/LB, e.g., 38/10 for the first one.) For comparison, 
single QW (SQW) of Lz = 38 ML, and MQW of Lz = 18 ML and LB = 18 ML are also 
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prepared. All the samples are grown by MBE at TG = 600 °C and are confirmed to have very 
flat heterointerface and low carrier density (usually lower than 10 cm ). The 
magnetoluminescence spectroscopy is performed with an Ar* laser excitation in Faraday 
configuration with the field up to 30T at LHe temperature. From the observed LB dependence of 
the effective g-factor and exchange splitting in small LB samples, the coupling effects and the 

barrier contribution on spin-spin interaction and excitonic interaction are discussed. 

2. Data and Results 

Typical spectra are shown in Fig. 1 for the 
38/18 sample. As B increases, the blue shift 
is observed, which often is called dia- 
magnetic shift and defined £D = E(B) - 
E(0), where E(B) is the peak photon energy 
at B. Along with this shift, the two kinds 
of splittings have been observed. One kind 
is the splitting whose separation increases 
almost linearly to the field. This splitting 
has been observed in all the samples, and is 
identified with Zeeman splitting (£z). The 
other kind is a fine splitting (ex), which is 
invariant to the field. It is only dis- 
tinguishable for the samples with small LB, 

that is for 38/10, 38/14 and 38/18. The 
cause of this splitting will be discussed 
later. 

The diamagnetic shift is best fit with £D 

> 6 T, where £o is a constant. The linear increase of £D in the high field is due to the 
domination of Landau shift. Typical Zeeman and fine splittings are summarized in Fig. 2 for 
38/10, 38/14 and 38/18 samples. The Zeeman splitting for B > 8 T is best fit with £z = UB gas 
B + c, where fe is Bohr magneton and c is a constant. The constant c is introduced, since the 
Zeeman splitting is quadratic at small B.[6] The effective g-factor found to be constant for Bä 
10 T(See Fig. 3), and this indicates that the spin-field is dominant.!!] The field dependences of 

£D and Sz are summarized in terms of a, ß and ge« in Table 1 along with £x- 
For the samples of Lz = 38 ML, a and ß are the same within the experimental error (0.1 

meV). This implies that the effective reduced mass m* is invariant to LB and little affected by 
the interwell coupling, because both a and ß are inversely proportional to m* with a oc  i/uc = 
e/m* and ß = (e2/8m*Xx2+y2>. The smaller o and P observed from 18/18 than those of Lz = 

Fig. 1 Magnetoluminescence of 38/18 MQW 

ßB2 for B < 6 T, and   ED = aB + E0   for B 
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Fig. 2 Zeeman and fine splittings for 
38/10, 38/14, and 38/18 MQWs 
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Fig. 3 The effective g-factors for 38/10, 
38/14, 38/18, and 38/38 MQWs 

38ML samples are consistent with the increase of m* by low-D confinement. 
It is the Lß-dependence of Zeeman splitting that should be noticed. The getf seems to 

increase as LB increases (except 38/18). The magnitude of geff is known to be influenced by 
the bandgap energy, valence band mixing of heavy-hole (Wi) and light hole (Ih) and the 
penetration of the wavefunctions to the barrier. Since there is little bandgap change by LB and 
no B dependence of geff is observed, the possibilities of the first two are ruled out. If we assume 
that the wave function penetration to the AlGaAs barrier increases as LB decreases, the geff is 

expected to become smaller.[2] The getf can be estimated from ge(w = 7 w ge(wo s + 7 B get*» 
where 7w and rB are the weighing factors related to the penetration and ge(wo s and 
gE(M)A1GaAs are g-factors of electron (heavy-hole) of QW and quantum barrier materials 
respectively. The geff of LB = 38 ML SQW is observed to be 2.37, which is even larger than 

38/38. The observed geff of this isolated system also supports the penetration model. 
The fine splitting observed in small LB samples can be interpreted with the exchange interaction 
of the electron-hole pair, The observed magnitude of the splitting, 0.6-0.8 meV is smaller by 
approximately 1/2 than the theoretically predicted value for QW[7] but about 2 times larger than 
the bulk.[8] The exchange splitting may be quenched under the strong negative crystal field 
perturbation of axial symmetry. But, as the axial symmetry is lifted with the penetration, the 
electron-hole    exchange    coupling     would    be    enhanced.     In    large    B,     the    oscillator 
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Table 1 : The summary of the diamagnetic shift, Zeeman splitting and the fine splitting. 

Sample                        38/10      38/14 38/18 38/22      38/28      38/38 18/18 

Diamagnetic shift     ß (meV/T2)      0.04        0.04        0.04 0.04 0.04        0.04 0.03 

Landau shift              a (meV/T)      0.63        0.64        0.63 0.64 0.64        0.63 0.50 

Zeeman splitting             geff            1.71        2.25        1.78 2.30 2.33        2.35 2.57 

Fine splitting              £x (meV)        0.6         0.8         0.6 

strength of electron and hole becomes large, which is evident from the narrowing of the spectral 
linewidth. The enhancement of the oscillator strength will also enhance the probability of exciton 
formation via interwell coupling, if the penetration effect becomes significant. 

3. Discussion 

Conclusively, the spin-field and spin-spin interactions in coupled quasi-2-D system have been 
investigated by magneto-photoluminescence spectroscopy on MQW samples of varying the 
barrier widths in the magnetic field B ^ 30 T at LHe temperature. The effective g-factor is 
observed to become smaller as LB decreases, and a distinct fine splitting from spin-spin 
exchange interaction is obtained in MQWs of narrow LB. AS the role of the barrier becomes 
increasing with increasing wavefunction penetration, the coupling effect becomes significant to 
the spin-field and spin-spin interactions of the exciton. 
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Abstract. The result on magnetoluminescence study of the exciton in GaAs/AlosGaosAs 
quantum wire (QWR) superlattice grown on vicinal GaAs substrate are reported. For 30 T, 
the diamagnetic shift is 7.8 meV for QWR of 4 nm wide, while it is 11 meV for QWR of 
8 nm or wider. For 4 nm QWR, the diamagnetic shift remains the same up to 17 T for 
the magnetic field parallel and angled to the growth direction. But, it saturates in the 
angles geometry at 17 T where the cyclotron diameter becomes comparable to QWR width. 
If the lateral confinement model is introduced in the formation of exciton in QWR, the 
saturation can be interpreted as the breaking of inter-wire coupling. 

1. Introduction 

The excitonic state in quantum wire (QWR) has recently been attracting interest not only as 
a fundamental issue in physics but also for potential device applications. Even though the 
exciton bound to imperfection and impurity can be formed in the quasi-one dimensional (1-D) 
structure, the electron-hole interaction and the dimensionality of the exciton in pure and 

near-perfect QWR are still little known. 
A direct and efficient means of investigating the dimensionality of exciton is to study 

electron-hole interaction under magnetic field (B), since B introduces additional confinement in 
the direction as well as the orbit of the electronic motion. In this work, magneto-optical 
properties of QWR have been examined by photoluminescence (PL) and PL excitation (PLE) 
for various QWR widths, while applying B in perpendicular and angled geometry to the QWR 

plane. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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2.   Experiment 

The structures of GaAs/AksGaasAs QWR superlattice samples used in this work are listed in 
Table 1. They have been prepared by migration enhanced epitaxial method (MEE) on vicinal 
GaAs substrates disoriented toward [110] by 2°, 1° and 0.5°.[4] The growth temperature was 
620°C at barrier layer and 600°C elsewhere. The wire region grown by a sequence of 1/2 
monolayer (ML) of lateral GaAs and Alo.5Gao.5As was sandwiched between Alo.5Gao.5As 50 nm 
barriers. No modulation of RHEED intensity oscillation has been observed which is evidence 
of step flow growth. The QWR structure has been confirmed by atomic force microscopy 
(AFM), transmission electron microscopy (TEM) and polarization dependence of PLE. 

Magneto-PL (MPL) was performed using an Ar+ laser, and the PLE by dye laser with 
Rhodamine 6G for QWR-1 and DCM for the other three. The MPL was performed up to 30 
T at liquid helium temperature for B/ zs and angled 20° from the parallel geometry, where zs 

is the growth direction. 

Table 1 : Summary of sample structures and zero field PL 

Sample Number QWR-1 QWR-2 QWR-3 QWR-4 

Substrate misoriented angle 2° 1° 1° 0.5° 

wire width     (nm) 4 8 8 16 

QWR size     barrier width (nm) 4 8 8 16 

wire height     (nm) 5 8 16 8 

PL peak position (eV) 1.942 1.913 1.903 1.885 

FWHM (meV) 7 17 14 16 

3.   Result and Discussion 

The positions and linewidth of zero field PL 
peaks are summarized in Table 1. The AFM 
image of QWR-4 is shown in Fig. 1, and the 
zero-field PL and PLE spectra in Fig. 2. The 
anisotropic polarization of PLE and the micro- 
scopic results show that all the samples have 
well-defined 1-D structure. 

The diamagnetic shifts for B/ zs are sum- 
marized in Fig. 3. In low B «10 T), the shifts 
are well fit with AE = ßB2, where ß is interpreted 
as   an   effective   exciton   area   in   2-D   excitonic Fig. 1 : AFM image of QWR-4 
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the effective excitonic diameter (Dx) of 7 and 
8 nm, respectively. It is noticed that Dx for 
QWR-1 is larger than the QWR width, while 
they are smaller for the rest of the samples. 
The shifts are almost linear to B for BMOT, 
which is indicative that Landau shift 
dominates in the high field. But, the linear 
constant of QWR-1 (0.3 meV/T) differs from 
those of the other three (0.4 meV/T). The 

difference between QWR-1 and the others is 
also observed in the linewidth (see Table 1). 

When B is applied at a 20° angle, the 
shifts for QWR-2, 3, and 4 keep increasing 
linearly as in the parallel case. But, in the 
QWR-1 sample, the shift saturates at BM7T. 
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(See Fig. 4) This clearly indicates that the exciton formation in QWR-1 differs from the rest. 
It has been reported that the transition from 1-D to 2-D occurs between QWR widths of 6 
and 8 nm (QWR superlattice grown on 1.4° and 2° tilted substrates, respectively),[2][3] and 
1-D lateral confinement does not occurs in QWR of 7nm or narrower.K] The anomalous 
diamagnetic shift observed B>17 T in QWR-1 is somewhat consistent with these claims. 

Tilting under high magnetic field forces exciton decoupling. So, a 2-D excitonic coupling such 
as inter-wire interaction is more plausible to be more proper than the 1-D lateral confinement 

model. Since electron wave function is spread over QWRs, even though the hole is confined 

by the lateral potential of QWR,[4] the overlap of exciton wave function between neighboring 
QWRs is increased as the lateral size of QWR is decreased and the inter-QWR interaction 
can play a significant role in the exciton formation in narrow QWR superlattices such as 

QWR-1. 

4.   Conclusion 

In summary, the diamagnetic shift has a 2-D excitonic behavior even in the narrow wire 
width sample when B/ zs. However, we have observed that the diamagnetic shift of QWR-1 
behaves like an exciton confined in a quantum dot, if the magnetic field is strong enough that 
the cyclotron diameter becomes smaller than the separation of neighboring QWRs when the 
plane of cyclotron motion is angled with the QWR plane. This provides a direct evidence that 
the exciton formation in the QWR of 4 nm in width and 4 nm in inter-QWR interval is 

dominated by inter-wire coupling. 
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Abstract. We have successfully observed radiant Er-related low-temperature photoluminescence (PL) 
dominated by numerous extremely sharp emission lines due to the intra-4f shell transitions of Er ions in 
Er-doped GaP (GaP:Er) grown by OMVPE with TBP. The intensity of the emission lines depended 
strongly on the growth temperature, the Er concentration and the reactor pressure, indicating coexistence of 
various Er-related luminescence centers in the samples. The fluorescence-detected EXAFS analysis on the 
samples revealed clearly that the majority of Er atoms doped are substitutionally incorporated into Ga sites 
in the GaP lattice. Effects of In-addition to GaP:Er have also been investigated. 

1. Introduction 

Er-doped ni-V semiconductors have attracted increasing attention because they can potentially have a 
great impact on optical communication systems operating near 1.5 {im that is the range of minimum 
transmission loss in silica-based fibers [1]. The intra-4f shell transitions from the first excited state 
(4I13/2) to the ground state (4I15/2) of the Er3+ ions result in emission near 1.5 um. Er-doped GaP is an 
interesting material because the thermal quenching of the Er-related luminescence is much smaller 
than in GaAs and InP [2]. However, there have been few studies on GaP doped with Er by OMVPE, 
although the epitaxial doping of Er is a necessity for fabrication of practical devices with confinement 
structures for light and carriers. 

In this paper, we report the successful observation of numerous extremely sharp Er-related 
emission lines in OMVPE-grown GaP:Er, and systematic study on effects of growth conditions on the 
Er-related luminescence. Preliminary EXAFS results of Er local structures are also described. 

2. Sample Preparation 

The low-pressure growth system with a vertical quartz reactor was utilized in this work. Details 
of the growth system was described previously [3]. TMGa and TBP were used as source materials for 
GaP growth. Er(MeCp)3 (tris(methylcyclopentadienyl)erbium) as the Er source was maintained at 100 
°C and introduced in the reactor by H2 flow through the Er source cylinder. The substrate for the 
growth was undoped GaP with a surface orientation of (100). The growth rate for all the samples was 
1 um/h. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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3. Results and Discussion 

3.1. PL measurements 

The luminescence properties of the samples were characterized by PL measurements. The PL 
measurements were carried out with the samples directly immersed into liquid He at 4.2 K The 
photoexcitation source was a cw mode He-Cd laser with a beam diameter of 1 mm and an incident 
power of 30 mW. The luminescence of the sample was dispersed with a 1.25 m grating monochromator 
and detected by a Ge pin photodiode cooled by liquid N2. Not all spectra were calibrated for the 
spectral response of the measurement system. 

A characteristic Er-related emission was successfully observed in all the samples. Figures 1 and 2 
show Er-related PL spectra as functions of the growth temperature, Er flow rate and reactor pressure. 
A series of PL spectra are dominated by tens of extremely sharp emission lines. The FWHM of each 
emission line is 0.2 - 0.3 meV, close to the spectral resolution (about 0.19 meV) in this study. This is 
the first report on the observation of such sharp emission lines in GaP doped with Er by OMVPE. 

The intensities of the emission lines exhibit apparent dependence on the growth conditions, while 
Er concentration, determined by SIMS measurements using Cs+ as a primary ion, in the samples 
grown with the same Er flow rate remained almost constant against the growth temperature and the 
reactor pressure. This observation indicates that there coexist several Er-related luminescence centers 
with different atomic configurations in the samples, and that relative concentrations of the luminescence 
centers depend significantly on the growth conditions. As for the growth temperature dependence of 
the PL spectra, several emission lines appear in the high energy region at the high growth temperature 
and those in the low energy region at the low growth temperature. Similar behaviors were previously 
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observed in Er-doped InP [4, 5].   These results indicate that there are several optically active Er 
centers with similar microscopic structures in each P-based IU-V semiconductor. 

Effects of In-addition to GaP:Er for a gradual change in the host environment have also been 
investigated to understand deep-level properties of Er, which play an important role in excitation 
mechanism of the 4f electrons [6]. Figure 3 shows the In composition dependence of the Er-related 
PL spectra in Er-doped InGaP grown on GaP substrates. The PL intensity decreases gradually with 
increasing In composition, i.e., decreasing band gap of InGaP, while the photon energy of the emission 
lines is invariant. Hogg et al. reported that the intensities of some emission lines observed in Er, 
O-codoped GaAs increase gradually with hydrostatic pressure and they concluded that the traps due to 
the luminescence centers responsible for the emission lines are resonant with the conduction band or 
the valence band [7]. Therefore, it is speculated that the traps combined with the Er-related luminescence 
centers existing in GaP:Er might be resonant traps. 

3.2. Fluorescence-detected EXAFS measurements 

In order to investigate atomic configurations around Er atoms doped in GaP:Er, EXAFS measurements 
have been performed successfully in a series of GaP:Er at the beam line BL12C at the Photon Factory 
at Tsukuba using synchrotron radiation from the 2.5 GeV storage ring. Details of the measurement 
system was described previously [8, 9]. 

The EXAFS k3x(k) spectra of Er for the samples grown at 650 and 700 °C, respectively, with the Er 
flow rate of 125 seem are shown in Fig. 4. Preliminary EXAFS analysis reveals clearly substitutional 
incorporation of the majority of Er atoms into Ga sites in the GaP lattice in both samples.   This 
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observation is quite different from in Er-doped InP in which the incorporation sites of Er atoms 
depend strongly on the growth temperature, i.e., the majority of Er atoms have a rocksalt crystal 
arrangement with P atoms in samples grown at temperatures higher than 580 °C, exhibiting a low 
efficiency of luminescence, while the majority of Er atoms are substitutionally incorporated into In 
sites in the InP lattice in samples grown at temperatures lower than 550 °C, exhibiting a high efficiency 
of luminescence [5, 8]. Furthermore, the Debye-Waller factor (0.137 Ä) in the 700 "C sample is much 
larger than that (0.093 Ä) in the 650 °C sample, suggesting that there is a significant variation in 
atomic configurations around substitutional Er atoms in the 700 °C sample. 

Combined with the PL results, it is concluded that in GaP:Er, the luminescence centers responsible 
for the sharp emission lines are related to similar substitutional Er atoms and have different microscopic 
structures due to the existence of native defects or impurities around the Er atoms. 

4. Conclusions 

Radiant Er-related luminescence dominated by numerous extremely sharp emission lines due to the 
intra-4f shell transitions of the Er3+ ions has been successfully observed in GaP:Er grown by OMVPE 
with TBP. The intensities of the emission lines exhibit apparent dependence on the growth temperature, 
the Er concentration and the reactor pressure, indicating coexistence of various Er-related luminescence 
centers in the samples. Preliminary EXAFS analysis reveals clearly substitutional incorporation of the 
majority of Er atoms into Ga sites in the GaP lattice, independent of the growth temperature. These 
results indicate that the luminescence centers responsible for the sharp emission lines involve similar 
substitutional Er atoms and have different microscopic structures with native defects or impurities 
around the Er atoms. 
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Trap-mediated, Site-Selective Excitation of Photoluminescence 
from Multiple Er3+ Sites in Er-implanted GaN 

S. Kim, S.J. Rhee, X. Li, JJ. Coleman, and S.G. Bishop 

Microelectronics Laboratory, University of Illinois at Urbana-Champaign, Urbana, IL 61801 

P.B. Klein 

Naval Research Laboratory, Washington, DC 20375-5347 

ABSTRACT. Site-selective photoluminescence (PL) and photoluminescence excitation (PLE) spectroscopy 
have been carried out at 6 K on the -1540 nm 4I|3/2 -> 

4I|5/2 emissions of Er3+ in Er-implanted MOCVD 
GaN. The PLE spectroscopy has detected several independent, site-selective excitation mechanisms which 
demonstrate the existence of four different Er3+ sites in Er-implanted GaN. Each of these four Er3+ sites 
exhibits a distinctive PL spectrum characteristic ofthat center's environment when pumped by the appropriate 
wavelengths of below-gap light. Two of the site-selective Er3+ PL spectra pumped by trap-mediated 
excitation bands dominate the Er3+ PL spectrum excited by above-gap light. The PLE spectra demonstrate 
that the Er'* PL spectra are excited by below gap absorption attributable to both implantation damage-induced 
defects and defects and impurities characteristic of the as-grown GaN. The temperature dependence of the Er3+ 

PL spectra was studied to examine thermal quenching properties of these site-specific Er1+ PL centers. 

INTRODUCTION 

The recent suggestion that the thermal quenching of intra-4/ shell emissions from Er3* in 
semiconductor hosts decreases with increasing band gap has spurred research on Er-doped GaN [1-3]. 
Our PL and PLE spectroscopy demonstrates the existence of at least four different Er3+ sites in Er- 
implanted wurtzite GaN, which can be selectively excited by appropriate wavelengths of below-gap 
excitation [4-5]. The above-gap excitation for each is also examined here; this excitation is important 
regarding future GaN:Er devices since it emulates the e-h pair pumping occurring in forward biased p-n 
junctions. PLE spectroscopy on the broad damage-induced PL band in the Er-implanted GaN has been 
performed to determine whether these defect-related radiative recombination centers are pumped by the 
same absorption bands observed in the PLE spectra of the site-selective Er3* PL bands. In an effort to 
understand thermal quenching properties of these site-specific Er3* PL centers, studies of the temperature 
dependence of the Er3* PL spectra have been carried out. 

EXPERIMENTAL PROCEDURE 

GaN films (3 um thick) were grown on sapphire substrates by atmospheric pressure metalorganic 
chemical vapor deposition (MOCVD) [6]. For preparation of Er-doped samples, Er ions were implanted 
with an energy of 280 keV and with implantation dosage of 4 x 10'3 cm'2 into as-grown films at room 
temperature. The implanted samples were annealed at 900 °C for 30 minutes under a continuous flow of 
nitrogen gas. PLE and PL spectroscopy were carried out on the Er-implanted GaN at temperatures 
ranging from 6 K to 295 K. The PL spectra were excited with light from a variety of sources including 
an Ar laser, a He-Cd laser, and a He-Ne laser, a tunable CW Ti:sapphire laser, a frequency-doubled, 
mode-locked Ti:sapphire laser, and a xenon lamp. The PLE spectra were excited with a xenon lamp 
dispersed by a double grating monochromator and the tunable Ti: sapphire laser. All of the PLE spectra 
were corrected for the spectral response of the tunable excitation systems. The luminescence was 
analyzed by a 1-m single grating monochromator and detected by a cooled Ge PIN detector. 

RESULTS AND DISCUSSION 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Figure 1 shows the four different Er3* PL spectra 
obtained from Er-implanted GaN. A distinct Er+ PL 
center, which gives rise to the simple-structured PL 
spectrum referred to as the "4/-pumped" spectrum 
(Fig. la), was excited by a set of sharp PLE peaks due 

1600 

Wavelength (nm) 
1580 1560 1540 1520 

to the ~ 810  nm 4I 15/2 -»    "Io, i9/2 internal 4/-band 
absorption of the Er atoms [5]. Two of the site- 
selective Er3* PL bands (the "red-pumped" and "blue- 
pumped" spectra, as shown in Figs, lb and lc, 
respectively) were pumped by broad, deep, defect- 
related bands in the "red" and "blue" spectral ranges 
(see Fig. 2d). The fourth site-selective PL spectrum 
(referred to as the "violet-pumped" PL spectrum in Fig. 
Id) was pumped by a ~3.1 eV "violet" absorption band 
(see Fig. 2d). The excitation of three of the site- 
selective Er3+ PL bands involves trap-mediated 
absorption rather than direct intra-4/ shell absorption, 
with subsequent nonradiative transfer of the energy to 
nearby Er3+ luminescence centers. The fact that only 
one of the four Er3+ luminescence centers is excited 
directly by intra 4/ band absorption indicates that the 
Er3+ site giving rise to this "4/-pumped" spectrum is 
present at a much higher concentration than the other 
three Er3+ sites. 

The same Er-implanted GaN sample was also 
excited by above-gap light. Careful comparison of the 
above-gap-pumped spectrum (Fig. le) with the four 
Er3* PL spectra pumped site-selectively with below-gap 

_l I I L 

Excitation 
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790 800 
Energy (meV) 

Fig. 1 PL spectra of GaN:Er excited 
selectively by various laser lines 
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Fig. 2 The PL spectra, excited by 515 nm light, 
for Cr-implanted (a) and Er-implanted (b) GaN, the 
PLE spectra (c) and (d) for the integrated PL 
intensity for wavelengths longer than 1400 nm in 
Figs. 2(a) and 2(b), respectively, and the PLE 
spectrum (d) detected at the peak position of the 
highest intensity in the damage-induced emission 
shown in Figs. 2(a) and 2(b). 

light reveals that the above-gap-pumped spectrum 
comprises an admixture of the "red-pumped" and "blue- 
pumped" PL spectra, indicating that trap-mediated 
excitation dominates above-gap pumping of Er3+ 

emission in GaN:Er. The "4/-pumped" and "violet- 
pumped" PL spectra are apparently not strongly excited 
by above-gap pump light. This observation illustrates 
that only a relatively small concentration of the optically 
active Er3+ centers may be strongly pumped by optically 
excited free carriers and that a significant fraction of the 
optically active Er3+ sites are not strongly pumped by 
optically excited free carriers. 

Figures 2(a) and 2(b) show 6K PL spectra 
obtained from Cr-implanted and Er-implanted GaN, 
respectively. Both samples exhibit identical broad 
(-800-1200 nm) damage-induced defect PL spectra [4]. 
In addition, the sharply structured 1540 nm and 980 nm 
PL bands characteristic of Er3* are observed in the Er- 
implanted sample. The PLE spectra [Figs. 2(c) and 
2(d)] plot the integrated PL intensity for wavelengths 
longer than 1400 nm for both of these samples; the PLE 
spectrum of the broad defect PL bands is shown in Fig. 
2(e). These PLE spectra reveal that not all of the broad 
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Fig. 3 The PL spectra excited at 515 nm at 6 K 
(a)and295K(b). 

site-selective PLE can be attributed to damage-induced 
defect absorption. Only the dominant PLE band in the 
PLE spectrum of the broad damage-induced PL (Fig. 
2e), which peaks at about 515 nm, is clearly evident 
in the PLE spectra of some of the Er3+ luminescence 
centers. In addition, the broad damage-induced PL 
exhibits a weaker "deep red" PLE band which may 
contribute a portion of the broad "red" PLE bands of 
the Er3+ luminescence. Clearly, the PLE spectrum of 
the damage-induced PL shows no evidence of the ~ 
3.1 eV PL peak just below the GaN bandedge in Fig. 
2d (believed to be associated with an Er-related trap), 
and it exhibits little or no excitation response in the 
blue and red spectral ranges above and below, 
respectively, the strong 515 nm PLE band. 

Figure 3 shows the Er3+ PL spectra excited at 
515 nm at 6 and 295 K. Careful study of these spectra 
reveals  that  the  PL   spectrum  obtained  at  6   K 
comprises an admixture of the predominant peaks of 
the "red-pumped"  and "blue-pumped"  spectra (as 
shown in Figs, lb and lc, respectively) and that the 
PL spectrum obtained at 295 K contains only the 
predominant peaks of the "blue-pumped" spectrum 
taken at 6K. The predominant peaks of the "blue- 
pumped"     spectrum    experience    less    thermal 
quenching than those of the "red-pumped" spectrum 
and   their   peak   positions   are   independent   of 
temperature. 

The temperature dependence of the Er3+ PL 
intensity measured separately for each of the six PL 
spectra is shown in Fig. 4. The "violet-pumped" and 
"blue-pumped" spectra exhibit similar temperature 
dependences, reaching a reduction of about a factor 
of two in integrated intensity at 295 K. The 
integrated intensities of the "red-pumped" and "4/- 
pumped" spectra are reduced by a factor of ~ 10 at 
295 K. The predominant peaks of the "violet- 
pumped", "blue-pumped", and "4/-pumped" spectra 
obtained at 6 K are present at temperatures ranging 
from 6 K to 295 K, while the predominant peaks of 
the "red-pumped" spectrum obtained at 6 K are 
absent in the "red-pumped" spectra obtained at 
temperatures higher than 150 K which contain the 
same predominant peaks of the "blue-pumped" 
spectrum. The predominant peaks seen in the "red- 
pumped" spectrum experience the most rapid thermal quenching among the six spectra. It should be 
emphasized that because the PL and PLE bands of the "red-pumped" and "blue-pumped" Er3* spectra 
have significant overlap, it is not possible to achieve complete separation of the two bands in the site- 
selective experiments. This means that there is some "cross-talk" between the thermal quenching curves. 
For example, the thermal quenching curve of the "blue-pumped" PL exhibits an obvious dip in the 50- 
100K range where the overlapping "red-pumped" spectrum is being rapidly quenched. 

It is apparent that trap-mediated energy transfer mechanisms dominate the excitation of Er + in ion- 
implanted GaN. Optically-injected free carriers are captured at traps, or the traps are excited directly by 
the absorption of extrinsic, below-gap light. The energy stored in the traps is transferred by a non- 
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Fig. 4 The temperature dependence of the integrated 
intensity for various PL spectra. 
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radiative mechanism to nearby Er3* centers, inducing ground state-to-excited state transitions within the 
Er3* 4/-shell. Subsequently, the Er3+ centers relax radiatively to their ground states [7]. There are two 
processes by which the Er PL intensity can be thermally quenched during the course of trap-mediated 
excitation [8]: 1) thermal ionization (de-trapping) of the optically excited traps before their energy is 
transferred to Er* centers; 2) subsequent to excitation of the Er3+ by energy transfer from the traps, the 
Er3* may undergo non-radiative de-excitation by energy transfer to either the exciting traps or to other 
traps coupled to the Er3+. The first process will decrease the Er3* PL intensity without affecting the 
luminescence lifetime. The second process will decrease both the Er3+ PL intensity and the luminescence 
lifetime. Studies of the temperature dependence of the Er3+ PL lifetimes are planned to provide insights 
concerning these thermal quenching mechanisms. Clearly, the rate of thermal quenching will depend 
strongly upon the depth or stability of the traps which mediate the non-radiative excitation and de- 
excitation processes. Speaking qualitatively, the quenching mechanisms discussed above might be far 
more important in narrower band gap materials such as GaAs (or Si) in which trap depths are much 
smaller than in wide band gap semiconductors such as GaN. 

CONCLUSIONS 

Site-selective PL and PLE spectroscopy of the 1540 nm 4I13/2 -> 4I15/2 Er3+ emission in Er- 
implanted GaN has demonstrated the existence of four different Er3+ sites in this sample. Three of the 
Er sites are excited by trap-mediated processes and the fourth site is pumped by direct intra-4/ shell 
absorption. Two of the Er3* sites excited by trap-mediated mechanisms dominate the above-gap-pumped 
spectrum, indicating that only the Er3* sites coupled to traps having large cross-section for carrier capture 
are strongly excited by above-gap pump light. A comparison of the damage-induced PLE spectrum with 
the PLE spectra of the four distinct Er3* luminescence centers reveals that not all of the broad site- 
selective Er3* PLE can be attributed to damage-induced defect absorption. Broad optical absorption bands 
due to defects and impurities characteristic of the as-grown GaN films also contribute to the site-selective 
PLE of Er3*. Studies of the temperature dependence of the Er3* PL spectra suggest that the trap-mediated 
energy transfer processes that dominate the excitation of Er3* in ion-implanted GaN also control the 
thermal quenching rates for the different Er3* PL centers. 

ACKNOWLEDGMENTS 

This work was supported by NSF under the Engineering Research Centers Program (ECD 89- 
43166), DARPA (MDA972-94-1-004), and the JSEP (0014-90-J-1270). 

REFERENCES 

1. P. N. Favennec, H. L'Haridon, M.Salvi, D. Moutonnet, and Y. Le Guillou, Electron. Lett. 25, 718 (1989); A. J. 
Neuhalfen and B. W. Wessels, Appl. Phys. Lett. 60, 2657 (1992). 

2. R. G. Wilson, R. N. Schwartz, C. R. Abernathy, S. J. Pearton, N. Newman, M. Rubin, T. Fu, and J. M. Zavada, 
Appl. Phys. Lett. 65, 992 (1994). 

3. E. Silkowski, Y. K. Yeo, R. L. Hengehold, B. Goldenberg, and G. S. Pomrenke, Mater. Res. Soc. Symp. Proc. 422, 
69(1996). 

4. S. Kim, S. J. Rhee, D. A. Turnbull, E. E. Reuter, X. Li, J. J. Coleman, and S. G. Bishop, Appl. Phys, Lett. 71, 231 
(1997). 

5. S. Kim, S. J. Rhee, D. A. Turnbull, X. Li, J. J. Coleman, and S. G. Bishop, Mater. Res. Soc. Symp. Proc. 468, 
131 (1997). 

6. X. Li, D. V. Forbes, S. Q. Gu, D. A. Turnbull, S. G. Bishop, and J. J. Coleman, J. Electron. Mater. 24,  1711 
(1995). 

7. D. L. Dexter, J. Chem. Phys. 21. 836 (1953). 
8. R. A. Hogg, K. Takahei, and A. Taguchi, J. Appl. Phys. 79, 8682 (1996); J. H. Shin, G. N. van den Hoven, and A. 

Polman, Appl. Phys. Lett. 67, 377 (1995). 



207 

Gain spectra measurement of InGaAsP/AlGaAs laser structures for 
wavelengths near 800 nm using a new variable stripe length method 
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Abstract: Gain spectra are determined by a new variable stripe length method using current injection. The 
amplified spontaneous emission of laser structures with contact stripes of different length is measured in 
dependence on the current density. From these spectra -resolved in TE and TM polarization- the 
corresponding gain spectra are extracted and the maximum modal net gain, the transparency current 
density and the internal losses are determined. Laser structures for wavelengths near 800 nm with 
InGaAsP active regions of different thicknesses and compositions are analyzed. With decreasing thickness 
and increasing compressive strain in the Al-free quantum well, the transparency current density is reduced 
and the TM gain is suppressed compared to the TE gain. Under high excitation conditions the gain from 
the first subband transition saturates and the wavelength of the gain maximum shifts to smaller values due 
to the additional occupation of higher subbands. 

1. Introduction 

The optical gain of the active region of a semiconductor laser determines many of its operating 
properties. Hence, the knowledge of the gain in dependence on the wavelength and the current density 
is very important for device development and optimization. A common technique for measuring the 
modal gain is the variable stripe length (VSL) method [1]. Doped samples as used for laser structures 
or undoped samples are optically excited by a laser beam focused to a stripe with variable length. The 
amplified spontaneous emission (ASE) emitted from the sample edge is measured and the modal net 
gain spectra are extracted. Measuring without feedback -in contrast to the method of Hakki and Paoli 
[2]- this method is not limited by the laser threshold and can be done up to high excitation densities. It 
is difficult however, owing to the unknown carrier density in the active region, to correlate the gain 
spectra obtained at different optical pump intensities with laser parameters. In addition, the sample 
under examination sees other excitation and bias conditions than an active laser diode. 

In this letter we present a new method to determine the modal gain. We use the VSL method with 
current injection in metal contact stripes. The gain extracted from the measured electroluminescence 
can be directly related to laser properties. We compare the spectral gain curves and the transparency 
current density of InGaAsP/AlGaAs laser structures with Al-free SQWs of different thickness and 
strain with wavelengths near 800 nm. 

2. Sample preparation and measurement method 

For the gain measurement, metal contact stripes with different length are deposited on the complete 
epitaxial laser structure. The laser structures for the emission around 800 nm have a 17 nm (sample A) 
or l?.nm (sample B) thick lattice matched In„,7Ga,lll3As7P„3 SQW embedded in 0.5 urn thick 
Al()65Ga,„5As waveguide and 1.8 um thick Al„7Ga,13As cladding layers grown by MOVPE on GaAs 
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Fig. 1:   optical setup for gain measurements 

substrates. Sample C has a 13 nm thick compressively strained In(l27Ga(l73As()6Pll4 SQW surrounded by 
the same AlGaAs layers as in samples A and B. The contacts for the gain measurements are 80 to 
440 (jm long and 25 um wide. The GaAs contact layer and 1.4 urn of the cladding layer are etched off 
outside the metal contacts to achieve current confinement. To avoid feedback effects and the 
formation of Fabry-Perot modes both facets are antireflection coated (R < 1 %) and there is a large 
unexcited highly absorbing area behind the contact stripes. Thus the resonator quality is sufficiently 
low and the measurement can be done up to high current densities. For comparison 50 urn wide broad 
area (BA) lasers are processed from the same wafer and are cleaved with resonator lengths between 
0.6 and 2 mm. 

ASE spectra of ten stripes with different lengths are measured at various current densities with the 
expeiimental setup sketched in Fig. 1. The ASE intensity is detected polarization-dependent by a 
cooled CCD camera at the rear of a monochromator with a resolution of AX = 0.5 nm. The modal net 
gain is extracted from the stripe length dependence of the ASE intensity under the same excitation 
density at each wavelength. Using broad area (BA) contact stripes the slit at plane A (Fig. 1) is 
necessary for the spatial filtering of off-axis modes with higher losses [3]. 

3. Results and discussion 

Modal net gain spectra of sample A are shown in Fig. 2a for current densities j between 0.3 and 
1.3 kA/cm2 for TE (solid lines) and TM polarization (dotted lines). For the same current density, the 
TE gain is higher than the TM gain, mainly due to the better optical confinement of the TE mode - 
polarized in the SQW plane- compared to that of the TM mode. The maximum of the gain curves of 
this nearly unstrained SQW is at the same wavelength for both polarizations and shifts to shorter 
wavelengths with increasing j due to bandfilling. Note, that in this thick SQW there are several 
allowed subband transitions which can not be spectrally resolved. Thermal effects can be neglected 
using 10 us long pulses with a duty cycle of 1:625. The dashed-dotted lines in Fig. 1 are guides to the 
eye to illustrate the wavelength shift of the gain maxima. 

At transparency, where the material gain gmsl vanishes, the photon energy is equal to the difference 
of the quasi-Fermi energies of electrons and holes. Because there is a common quasi-Fermi level for 
heavy and light holes under stationary conditions, transparency is the same for TE and TM 
polarization [4]. The modal gain gmM can be written as gmod = r-gmal- 06;, where the confinement factor T 
is different for TE and TM. Assuming that the internal losses a, are identical for both polarizations, 
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Fig. 2:   TE and TM polarized modal net gain of In„ 17Ga„„,As„7P0) SQWs 
a) sample A (17 nm), b) sample B (12 nm thick) 

the TE and TM modal net gain can only be equal at transparency. So the value of the intersection at 
the short wavelength side yields directly the value of the internal losses. The internal losses of 
a,= 5 cm'1 of sample A agree well with the result of the measurement of the external efficiency of BA 
lasers with resonator lengths of L = 0.64 .. 2 mm from the same wafer. The losses slightly increase 
with current density, which can be explained by an increased free carrier absorption. 

The maximum modal net gain gm„, obtained from the spectra of Fig. 2, is drawn against the 
current density in Fig. 3. gm„ of sample A (full squares in TE, open squares in TM polarization) 
increases with j up to high values without saturation. From the logarithmic fit gmjx = T-G,,- ln(j/j„) the 
transparency current density jlr and the product TG,, can be obtained, where G, is the gain parameter. 
The fitting of gmm for j between 150 and 700 A/cm2 yields T-G,, = 18.5 cm' and j,r = 193 A/cm2. These 
values agree well with results extrapolated from the InCjJ-l/L curve obtained from the threshold 
current densities jlh of the BA lasers (r-G„= 19 cm1 and j„ = 200 A/cm2). Taking the calculated 
confinement factor T = 0.034 into account the gain parameter G„ = 540 cm"1 is obtained for the TE 
mode, the corresponding values for the TM mode are T = 0.020 and G„ = 650 cm"1. 

Fig. 3 also shows gmax of sample B (circles) with the thinner SQW, but the same composition as 
sample A. The transparency current density is reduced to 140 A/cm2. For j > 0.35 kA/cm2 gmJj) in TE 
polarization saturates before it increases again more rapidly for j > 0.9 kA/cm2. The kink in the gm„ - j 
curve is connected with an abrupt shift of the wavelength of gm„ by about 20 nm, which is clearly 
visible in the gain spectra of sample B in Fig. 2b, measured and drawn in the same way as in Fig. 2a. 
For high excitation densities the second electron subband is occupied and the maximum of the gain is 
at the wavelength of the transition from the second electron subband. The same phenomenon has been 
observed at InGaAsP lasers grown on InP [5]. In TM polarization, gm„ is reduced compared to sample 
A and the wavelength of gm„ is shifted by about 3 nm towards shorter wavelengths compared to the 
TE first subband transition at the same j. Due to the enhanced quantum confinement the light hole 
band is shifted below the heavy hole band. 

The spectral shape of the TE modal net gain of sample C with a 0.55 % compressively strained 
SQW looks like sample B with almost the same SQW thickness: saturation of the first subband 
transition and switching to the second one at j = 0.8 kA/cm2. The compressive strain lowers the 
valence band density of states and so the transparency current density is again reduced to 110 A/cm2. 
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Fig. 3: Modal peak gain versus current density for all samples in TE (full signs) and TM (open signs) polarization 

In addition, the light hole band is splitted off the heavy hole band due to the strain. For that reason the 
wavelength shift of gmax between TE and TM is twice as high as in sample B. The total gain in TM 
polarization is strongly reduced to only 7 cm'1 at j = 1.3 kA/cm2 as shown in Fig. 3 (open triangles). 

4. Summary 

A new method for spectrally resolved gain measurements was introduced. We measured TE and TM 
polarized gain spectra of an AlGaAs laser structure with different InGaAsP SQWs and obtained the 
transparency current density and the internal losses. The maximum of the gain spectra of an almost 
unstrained 17 nm thick SQW increases nearly linear and shifts to shorter wavelengths with the current 
density. The TE gain is about twice as high as the TM gain. A 12 nm thick unstrained SQW shows 
gain saturation of the first subband transition. At high current densities the maximum of the gain is at 
the wavelength of the transition from the second electron subband. 0.55 % compressive strain in a 
13 nm thick SQW reduces the transparency current density from 140 A/cm2 -in the thin unstrained 
samp'e- to 110 A/cm2 and suppresses the TM against the TE polarization. 
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Electronic and vibrational Raman scattering in resonance with 
yellow luminescence transitions in GaN on sapphire substrate 
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Abstract. We analyze low-temperature Raman and photoluminescence spectra of MBE-grown GaN layers 
on sapphire. Strong and sharp Raman peaks are observed in the low frequency region. These peaks, which 
are enhanced by excitation in resonance with yellow luminescence transitions, are attributed to electronic 
transitions related to shallow donor levels in hexagonal GaN. It is proposed that a low frequency Raman peak 
at 11.7 meV is caused by a pseudo-local vibration mode related to defects involved in yellow luminescence 
transitions. The dependence of the photoluminescence spectra on temperature gives additional information 
about the residual impurities in these GaN layers. 

1. Introduction 

GaN is a promising semiconductor material with wide energy gap. Recently, molecular beam 
epitaxy (MBE) and metal-organic vapor phase epitaxy have been successfully employed to grow high 
efficiency III-V nitrides blue and green light emitting diodes and lasers. Despite this great technologi- 
cal progress, some fundamental properties of GaN, including the behavior of residual impurities, are 
still not well understood. 

Impurity-induced electronic Raman excitations in MBE-grown cubic GaN on GaAs have been 
reported first by Ramsteiner et al. [1]. These Raman peaks are located in the energy range between 
18.5 and 30 meV and are enhanced for excitation in resonance with yellow luminescence transitions. 
Two peaks at 23.4 and 29.4 meV have been attributed to electronic Raman scattering (ERS) caused by 
internal shallow donor transitions [1,2]. Here, we analyze low temperature Raman spectra of MBE 
GaN layers, grown on sapphire. It is found that hexagonal GaN layers on sapphire also show strong 
and sharp Raman peaks in the low frequency region. We confirm that these peaks are in accordance 
with a model of electronic transitions related to shallow donors in GaN. In addition, the peak at 11.7 
meV is attributed to a defect-induced pseudo-local vibrational mode. In connection with the tempera- 
ture dependence of photoluminescence (PL) spectra, the residual defects in MBE-grown GaN are 
tentatively assigned to be related to Si. 

2. Experimental 

The hexagonal GaN samples were grown on (OOOl)-oriented sapphire substrates by MBE em- 
ploying an RF nitrogen plasma source. The growth conditions were identical to those which have been 
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used for fabricating blue and green light-emitting diodes [3]. The nominally undoped layers are 
predominantly hexagonal and n-type with a carrier concentration of the order of 1017 cm"3 (mobility of 
about 300 cmYVsec). The Raman spectra were measured with a Dilor triple grating monochromator 
system. Some measurements were made by using a low-temperature confocal micro Raman equipment 
in which the light spot is focused by a microscope to a diameter of about 2 um. 

3.    Results and Discussion 

hvL = 2.41eV 
T=10K 

The analysis of the frequency positions and polarization selection rules of the optical phonon lines 
proves the GaN layers on sapphire to be predominantly hexagonal [4]. The temperature dependence of 
the carrier density obtained by Hall-effect measurements reveals an activation energy in the range of 
25 to 35 meV. 

Low-frequency Raman peaks appear only in part of the investigated hexagonal GaN layers. 
However, a clear dependence on certain growth parameters was not yet found. Generally five resonant- 
ly enhanced Raman peaks are observed in the range between 11.5 meV and 31.0 meV, namely, 
at 11.7, 18.3, 23.4, 27.1, and 30.7 meV . They are denoted as ß, A*, <|>, B*, and s in Fig. 1, respec- 
tively. The notation of peaks A* and B* follows the literature [1] where these peaks have been obser- 
ved in Raman spectra of GaN layers grown on GaAs. They were tentatively attributed to intra-shallow 
donor electronic transitions in hexagonal GaN domains within the predominantly cubic matrix. The de- 
tection of strong peaks A* and B* in GaN grown on sapphire substrates strongly supports the assign- 
ment of these peaks to the hexagonal phase of GaN. Furthermore, this observation rules out both N in 
GaAs and As in GaN as the possible origin of these low frequency peaks as it was proposed in Ref. [5]. 

The assignment of the low-frequency peaks to electronic 
transitions is based on the following arguments. They are ob- 
served only in part of the samples investigated and are thus not 
intrinsic to GaN but must be related to defects. Their energy 
positions are compatible with the energy separation between 
the ground and excited states of shallow donors in GaN. An 
Arrhenius plot of the peak intensity yields an activation energy 
close to that of shallow donors, suggesting that the decrease in 
the Raman peak intensity with increasing temperature, as 
shown in Fig. 2, is related to the thermal population of the 
donor's ground state. In addition, a resonance enhancement 
with a pronounced maximum of the scattering probability 
located at about 2.35 eV is observed, which is close to the 
energy of the yellow luminescence band at 2.1-2.2 eV (see Fig. 
3). The resonance effect is explained as being due to transitions 
via defect states involved in the yellow luminescence 
recombination process, as proposed for cubic GaN on GaAs 
[1]. The yellow band luminescence transitions, which are 
supposed to occur between shallow donors and deep acceptors, 
provide real intermediate states for the resonant Raman process. 
The energy shift is presumably related to the Stokes-shift 
expected for the deep acceptor in absorption and emission. 

(a) hexagonal 

10 20     30     40     50     60 
RAMAN SHIFT (meV) 

70 

Fig.l. Low temperature Raman spectra of 
a hexagonal GaN-on-sapphire sample (a) 
and of a predominantly cubic GaN-on- 
GaAs sample (b). The excitation energy is 
2.41 eV. The optical phonon lines of the 
sapphire (s) and GaAs (g) are indicated. 
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Fig.2. Raman spectra of the hexagonal 
GaN-on-sapphire sample for different tem- 
peratures as indicated in the figure. The 
excitation energy is 2.41 eV. 

From their energy position peaks § and s can be assigned to 
be the hexagonal counterparts of peaks A and B (see Fig. 1) 
which have been attributed to the ls-2s and ls-3s transitions of 
shallow donors in cubic GaN in Ref.[l]. The derived binding 
energy of 33 meV is in agreement with the value expected from 
effective mass theory (EMT) for hexagonal GaN [6]. Peaks A* 
and B*, on the other hand, could be tentatively attributed to the 
corresponding transitions of a second donor with a binding en- 
ergy of 27.5 meV [1]. However, assuming peaks ß, A* and B* 
to be caused by lowest-energy electronic transitions of different 
donors the corresponding binding energies estimated by EMT, 
including a central cell correction, are 20, 26.5 and 35.5 meV, 
respectively. In fact, these three binding energies, derived from 
electrical and optical measurements, have already been reported 
for different donors in GaN [6-8]. Actually, these donors have 
not necessarily to be hydrogenic. 

Because of the very low energy of peak ß we may alterna- 
tively attribute this particular peak to a defect-induced pseudo- 
local vibrational mode. In this case, the decrease in intensity of 
peak ß at higher temperatures might be explained by the en- 
hanced damping of vibrations via their coupling to lattice 

phonon modes, which also causes the broadening of the Raman peak with increasing temperature (see 
Fig. 2). The resonance enhancement for excitation at about 2.4 eV indicates that the defects involved 

contribute to the electronic states which are responsible for the 
yellow luminescence band [9]. 

A preliminary secondary ion mass spectroscopy (SIMS) 
analysis was performed for the GaN layers on sapphire. Com- 
paring samples which show weak and strong low-energy 
Raman peaks, respectively, a higher content of residual Si is 
found for the latter ones. This result suggests that Si might be 
responsible for at least part of the observed Raman processes. 
Different ionization energies between 12 and 35 meV, obtained 
from Hall effect measurements, have been related to the Si 
donor in hexagonal GaN [7,8]. In addition, it was proposed that 
there is a relationship between Si doping and the yellow lumi- 
nescence [8]. 

Temperature-dependent PL spectra of our hexagonal GaN 
samples (Fig. 4) show that above 50 K, the free exciton (FX) 
peak appears at an energy of 3.479 eV and becomes dominant 
with further increasing temperature, accompanied by a gradual 
dissapearance of the (D0, X) bound exciton [10]. The binding 
energy of (D0,X) of 3.5 meV (see also Ref. [6]) implies a donor 
ionization energy of 35 meV according to Haynes rule. At tem- 
peratures above 60 K, a peak at 3.29 eV gradually replaces the 
donor-acceptor-pair (DAP) luminescence peak at about 3.265 

1.5 2.0 2.5 

PHOTON ENERGY (eV) 

Fig.3. Intensity of electronic Raman 
scattering (ERS) as a function of the in- 
cident photon energy for cubic and hexa- 
gonal GaN samples as well as a spectrum 
of the yellow band luminescence at 10 K. 
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eV. The peak at 3.29 eV 
is attributed to free elec- 
tron to acceptor (FB) 
transitions [11]. Such a 
behavior was also obser- 
ved in Si doped GaN 
[7]. The separation of 
the DAP and FB peaks 
represents the lower 
bound of the donor bin- 
ding energy of about 25 
- 30 meV in agreement 
with the measured acti- 
vation energy of the car- 
rier concentration in our 
samples. However, fur- 
ther work is necessary to 
identify the chemical 
nature of the residual 
impurities or defects. 

3.6        3.5        3.4        3.3 
PHOTON ENERGY (eV) 

3.2   3.4 3.3        3.2        3.1 
PHOTON ENERGY (eV) 

Fig.4. PL spectra of the hexagonal GaN-on-sapphire sample at different temperatures. 

4.    Conclusions 

In summary, we have observed low-frequency Raman peaks in MBE-grown GaN layers on 
sapphire which are enhanced when the excitation energy is in resonance with the yellow luminescence 
band. It has been confirmed that these peaks are related to the hexagonal phase. The arguments of 
attributing Raman peaks in cubic GaN to electronic excitations of intra-shallow donor transitions have 
been found to be also suitable for hexagonal GaN. An additional peak at 11.7 meV has been assigned 
to a quasi-local vibration. Si seems to be the most likely candidate for being related to these low- 
frequency Raman peaks. Further investigations are being carried out in order to elucidate the origin of 
the residual donors. 
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Abstracts. High quality magnesium doped GaN epitaxial layers on sapphire substrate were achieved by 
the rotating disk MOCVD. Energy levels of these acceptors were investigated by temperature dependent 
photoluminescence measurements. Magnesium concentration was varied from < 1 x 1019 to higher than 
5 x 1019 cm"3. In the samples with lower magnesium concentration we have observed free excitonic 
transitions and the donor-acceptor pair transition with its phonon replicas. For the samples with higher 
magnesium concentration the spectra were dominated by acceptor related transitions. In this study, we 
could not see any deep level luminescence even in highly Mg-doped GaN and free excitonic transitions 
were observed in doped materials. These facts show the high quality of samples. 

1. Introduction 

In spite of achieving several important practical optoelectronic devices based on p-type Mg-doped 
GaN, the photoluminescence (PL) study of these materials has not been done in detail so far. In this 
work we report the temperature dependent PL studies on Mg-doped GaN with various Mg 
concentration which was varied from < 1 x 1019 to higher than 5 x 1019 cm"3. The understanding of the 
radiative recombination processes in Mg-doped GaN can provide a fundamental basis for the optimum 
design of optical devices. 

2. Experiment 

The epilayers of Mg-doped GaN of about 4 |im thickness were grown on (0001) sapphire substrate by 
the rotating disk MOCVD. The substrate was preheated for 10 minutes at 1050 °C and then cooled 
under ammonia flow to 520 °C for the deposition of GaN nucleation layer. The GaN epilayer was 
grown at 1010 °C and has shown FWHM of about 250 to 270 arc sec for (0002) reflections by high 
resolution x-ray diffraction. The sample was thermally annealed in the nitrogen atmosphere for 20 
minutes at 700 °C. A He-Cd laser (325 nm) was used as an excitation source for the cw PL 
experiments. The PL signal was dispersed by a 1-meter monochromator (McPHERSON) and detected 
by a photomultiplier tube (Hamamatsu) and a Lock-in amplifier (Princeton Applied Research). The 
sample was mounted in a closed-cycle liquid-helium cryostat (Janis) for low temperature 
measurements. 

CCC Code O-7803-3883-9/98/S10.0O © 1998 IEEE 
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3. Results and Discussion 

Fig. 1 shows the temperature dependent PL spectra for Mg-doped GaN epilayers of which Mg 
concentration is less than 1 x 1019 cnr3. We observed a strong line at 3.276 eV and satellites on the 
low energy side at 3.184, and 3.092 eV. The main line at 3.276 eV is attributable to the donor-to- 
acceptor pair (DAP) transitions. The separation between two consecutive lines is about 92 meV which 
corresponds to Al(LO) mode of GaN. And from the similar decay profiles for these three peaks, the 
lines at 3.184 and 3.092 eV are assigned as the first and second phonon replica of the DAP transitions. 
At present we do not know exactly the nature of donors in our samples. The donor may be nitrogen 
vacancies. We can also see high energy peaks around 3.48 eV which are due to free excitons and 
bound excitons. As the temperature increases the DAP transitions were observed to move to higher 
energy by few meV. This behavior is attributable to the enhancement of more closely spaced pairs by a 
higher thermal ionization rate for the donors when the temperature is raised. Above 200 K the 
luminescence due to DAP was found to be quenched. We could also notice that the free exciton 
emission intensity increases relative to DAP transitions as the temperature increases. 

Fig. 2 shows the PL spectrum in the excitonic transition region at 12 K where FX(A), FX(B), DX 
and AX represent the free exciton A, free exciton B, donor bound exciton and acceptor bound exciton 
transiton, respectively. The spectrum for doped samples shown in Fig. 2 has exactly the same features 
as those found in undoped GaN [1]. The assignment of these transitions has been made from the 
temperature dependent PL measurements. 

Fig. 3 shows the PL spectra of samples with Mg concentration of 1 to 5 x 10" cm"3 after annealing. 
We can see well resolved peaks at 3.276, 3.184, 3.092 and 3.00 eV which are attributed to zero 
phonon, first phonon, second phonon and third phonon replica of DAP transitions in the annealed 
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Fig. 1. Temperature dependent PL spectra for Mg-doped GaN epitaxial layers grown on (0001) sapphire 
substrate. Mg concentration is less than 1 x 1019 cm-3. 
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Fig. 2. Excitonic region PL spectrum for Mg-doped GaN at 12 K. Mg concentration is less than 1 x 1019 cm"3. 

sample compared to as-grown (which is not shown here). And in the annealed sample we observed that 
the PL intensity has increased to a large extent. As the temperature increases the DAP transition is 
thermally quenched. The thermal quenching of DAP is followed by an increase in the new band around 
3.1 eV at 90 K. This peak could be observed up to room temperature and has shifted to ~ 2.96 eV and 
is considered to be related to the shallow acceptor. At 220 K we can see another peak at ~ 2.91 eV 
which has become stronger than ~ 2.96 eV transitions. This is regarded as due to another acceptor 
level which is a little bit deeper than the other shallow level. This transition picks up intensity as the 

2.8 3.0 3.2 

Photon energy (eV) 

Fig. 3. Temperature dependent PL spectra for Mg-doped GaN after annealing. Mg concentration is in the 
range of 1 to5x1019 cm"3. 
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temperature increases as seen in Fig. 3. The increase in intensity of this peak with temperature is 
explained by the favorable population of deeper levels at higher temperature. 

Fig. 4 shows the PL spectrum of highly Mg-doped GaN at 12 K. Very deep level transitions at 1.0, 
1.2, 1.8 and 2.2 eV have been reported by several workers [2,3] and deep level has been reported to be 
at 2.43 eV [4] and was attributed to Mg at the nitrogen site. However we did not observe very deep 
level in our PL measurements even for the high Mg concentration of 5 x 1019 cm-3. The absence of 
such very deep level in our samples indicates that complex centers of Mg do not exist in our samples, 
and that the samples are of high quality. We suggest that, controlling the crystal growth in such a way 
that the acceptors take the substitutional positions of Ga and not any other sites like the substitutional 
position of nitrogen or interstitial positions will give the desired characteristics. We believe that Mg 
occupies the substitutional site of Ga in GaN lattice for acceptors. 

4. Summary 

Good quality magnesium doped GaN epitaxial layers with higher impurity concentrations were 
achieved by rotating disk vertical MOCVD. Temperature dependence of PL for various Mg 
concentrations has been reported. When Mg concentration was less than 1 x 1019 cm"3 donor-acceptor 
pair transitions were observed and free excitonic transitions were observed in doped GaN. As Mg 
concentration increases the spectra were dominated by acceptor related transitions. We could not see 
any deep level luminescence from complex Mg centers or yellow luminescence from defects. This facts 
along with the observation of free excitons shows that the samples are of good quality. 
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Abstract Properties of metalorganic vapor phase epitaxy (MOVPE) grown GaN bulk layers with varying 
GaN buffer growth conditions are characterized by low-temperature (6K) photoluminescence (LT-PL) and X- 
ray diffraction (XRD). Full width at half-maximum (FWHM) of the near-bandedge emission of undoped lay- 
ers is between 4.9 and lOmeV, exhibiting no distinct dependence on buffer growth conditions. PL as well as 
photoreflectance measurements allowed the identification of neutral-donor bound exciton (DoX) emission at 
~3.48eV, and free A and B exciton emission lines at ~6 and ~15meV higher energies, respectively. 
UV/yellow luminescence integrated intensity ratio and XRD FWHM show clear dependence on buffer growth 
conditions. Decreasing buffer thickness results in increasing PL intensity ratio and decreasing XRD FWHM. 
For thicker buffers, increasing the temperature ramping time between buffer and bulk growth also improves 
optical layer quality. Si-doped GaN was grown with carrier concentrations between 9x10 cm" and 
2xl019cm'3. The PL peak position decreases with increasing carrier concentration and its FWHM increases 
due to donor banding effects. 

1. Introduction 

EI-N compound semiconductors have attracted wide attention, largely due to the demonstration of blue 
light emitters [1], and their potential in high-temperature and high-power applications [2]. Despite the 
large differences in lattice constant and thermal expansion coefficients with regard to nitrides, sapphire 
has been the substrate of choice for device applications, made possible only through the introduction of 
low-temperature grown GaN or A1N buffer layers [3,4]. A wide variety of GaN buffer growth condi- 
tions, e.g. thickness, growth temperature, etc., have been reported to result in device quality MOVPE 
grown GaN layers on sapphire substrates (e.g. [1,2]). This is, however, in most cases growth system 
specific and only few reports are published on specific trends of buffer growth conditions on bulk layer 
quality [5-8]. This paper addresses such issues and reports on the impact of GaN buffer growth condi- 
tions on GaN bulk quality as characterized by LT-PL and single-crystal XRD. 

2. Experimental 

The GaN layers were grown by low-pressure MOVPE (60torr) on c-plane (0001) sapphire in a modi- 
fied EMCORE GS3200 system. TMGa and NH3 were used as precursors, Si2H6 for Si-doping, and H2 
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as carrier gas. Bulk growth temperature was 1040°C, bulk growth rate was 2.5um/hr 
(TMGa=136umol/min) at V/m=1650, and bulk layer thickness was constant 1.25(im. The GaN buffers 
(TMGa=17umol/min and V/m~5000) were grown at temperatures between 500 and 550°C, growth 
time was varied between 150 and 630sec, corresponding to buffer thicknesses of -80-400Ä, and the 
temperature ramping time between buffer and bulk growth was varied between 4 and 25min. The GaN 
layers were characterized by single crystal (6-20) XRD. LT-PL measurements have been performed at 
6K using an Argon laser by COHERENT, combined with a monochromator to select the 334nm 
emission line from its spectrum. Output power was kept constant at 15mW, and the samples have been 
mounted on the cold fingers of a liquid helium cooled cryostat equipped with a temperature controller. 

3. Results 

All GaN layers exhibit smooth, shiny surfaces and are clear and transparent. XRD FWHM is typically 
~250arcsec. During this study, background carrier concentration was in the mid 1017cm 3 range with 
mobilities between 30 and 1 lOcmVVs corresponding to non-optimized buffer growth conditions. 

6K PL FWHM of the bandedge emission of undoped layers is between 4.9 and lOmeV, exhibit- 
ing no distinct dependence on buffer growth conditions. However, the UV/yellow luminescence inte- 
grated intensity ratio shows clear dependence on buffer growth conditions. Figure 1 shows representa 
tive UV bandedge PL spectra for samples 
grown with constant buffer growth tempe- 
rature Tb=500°C and different buffer 
growth times. The main peak at 3.482eV is 
usually identified as the neutral-donor 
bound exciton peak (D0X), blue-shifted by 
13meV due to strain from the 3.469eV [9] 
measured on very thick (and presumably 
completely relaxed) GaN layers. These 
spectra clearly exhibit 3 additional peaks 
besides the main peak. The shoulder on the 
low energy side of the exciton peak at 
3.468eV is attributed to the radiative re- 
combination of an exciton bound to an ac- 
ceptor [10]. The two peaks at the high en- 
ergy side at 3.488 and 3.497eV, which 
are separated by 6 and 15meV from the D0X peak, respectively, are in good agreement with previous 
reports and can be interpreted as free A and B exciton [9-15]. In samples where the exciton lines were 
not well resolved in the PL spectra, photoreflectance measurements also allowed the identification of 
free A and B exciton lines at 5 and 14meV above D0X energy in excellent agreement with the PL re- 
sults. Free C exciton was only weakly resolved and its energy is estimated to be 30-35meV above DoX 
energy. 
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PL spectra at 6K showing acceptor bound, neutral-donor 
bound and free A and B exciton peaks. 

3.1 Impact of buffer growth time 

Samples have been grown with different buffer growth times to determine the effect of buffer thick 
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ness. In Fig. 2, the UV/yellow lumines- 
cence integrated intensity ratio and the 
XRD FWHM are plotted as a function of 
buffer growth time with buffer growth tem- 
perature and ramping time between buffer 
and bulk growth as parameters. (Intensity 
ratios between different series are not to 
scale.) This figure clearly indicates im- 
proved layer quality with decreasing buffer 
layer thickness. Except for very thin buffer 
and long ramping time (25min), the UV/ 
yellow luminescence integrated intensity 
ratio increases and the XRD FWHM de- 
creases as the buffer thickness is reduced. 
This dependence is in general independent 
of buffer growth temperature and tempera- 
ture ramping time between buffer and bulk 
growth. However, for thin buffers, a short- 
er ramping time seems to be favorable (cir- 
cles vs. squares in Fig. 2). This might indi- 
cate, that the optima of ramping time and 
buffer thickness depend on each other. For 
a thicker buffer layer, the optical layer qua- 
lity improves clearly with longer ramping 
times as can be seen in Fig. 3. 

3.2 PL measurements of highly Si-doped 
samples 

Si-doped GaN has been grown with carrier 
concentrations between 9xl017cm"3 and 2x 
1019cmf3. Hall mobility for these layers is 
between 182cm2/Vs at n=1018cm"3 and 133 
cm2/Vs at n=2xl019cm"3, respectively, Car- 
rier concentrations as high as n=5xl019 

cm"3 have been achieved, however, surface 
morphology and mobility start degrading 
for carrier concentrations higher than 2x 
1019cm~3. A recent publication for MBE- 
grown Si-doped GaN on GaAs reports 
drastic broadening of the PL linewidths up 
to 105meV at 6K for n=1019cm-3 [15]. Fi- 
gure 4 shows the shift of the main PL peak 
position and its FWHM as a function of the 
Si2Hö flow. In the semi-logarithmic plot, 
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Fig. 2: UV/yellow luminescence integrated intensity ratio and XRD 
FWHM as a function of buffer growth time. (Intensity ratio between 

different series not to scale.) 
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Fig. 3: UV/yellow luminescence integrated intensity ratio as a 
function of ramping time between buffer and bulk growth. 
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the peak position decreases linearly with increasing Si flow, which could be attributed to a gradual shift 
from donor-bound exciton transitions to free hole-to-donor transitions [15]. The line broadening with 
increased doping level is in our case much less severe (34meV at n=1.9xl019cm"3) than reported in 
[15] and is obviously associated with donor banding effects that will begin to occur for Nd>1018cm"3 

due to the Bohr radius of electrons in GaN of -23 A [15]. 

4. Conclusions 

Overall, we report on trends of PL and XRD of GaN bulk layers with buffer growth conditions. GaN 
characteristics are studied under various buffer growth conditions, e.g. thickness, growth temperature, 
and ramping time between buffer and bulk GaN growth. 6K PL FWHM of the bandedge 
photoluminescence is usually around 4.9-10meV, exhibiting no distinct dependence on buffer growth 
conditions. Neutral-donor bound exciton, free A and B exciton peaks could be identified in PL and 
photoreflectance measurements. Layer quality as estimated by XRD FWHM and UV/yellow 
luminescence integrated intensity ratio improves with thinner buffers and/or longer temperature 
ramping times between bulk and buffer growth. Si-doped GaN layers have been grown with carrier 
concentrations between 9xl017cm"3 and 2xl019cm"3. The peak position decreases linearly with 
increasing Si flow, which could be attributed to a gradual shift from donor-bound exciton transitions to 
free hole-to-donor transitions. The line broadening with increased doping level is obviously associated 
with donor banding effects. 
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Abstract. We report on the first scanned-angle x-ray photoelectron diffraction measurements on GaN(OOOl) in 
the wurtzite structure, as grown on sapphire substrates using LPCVD. These as-grown samples reveal forward 
scattering peaks in agreement with a theoretical calculation using a multiple scattering cluster calculation. 
From the combination of experiment and theoretical calculation and from a simple intensity ratio argument the 
surface polarity for these samples could be determined to be N. The surface contamination by O and C does not 
exhibit any clear structure. The data also indicate that C is on average closer to the GaN surface than O. 

1. Introduction 

GaN is a promising material for the fabrication of blue light-emitting diodes (LEDs) and lasers due to its 
large and direct bandgap. The electronic properties depend, however, strongly on the geometric 
structure and the quality of the samples. There exist two different phases of GaN: a hexagonal wurtzite 
structure which is the stable structure (called a-GaN), and a zinc-blende structure which can only be 
achieved by epitaxial growth (the ß-GaN phase). Since the normally used technique of X-ray diffraction 
(XRD) is more a bulk probe and is furthermore not element-specific, it can only determine the overall 
structure of a given epitaxial sample, and is not able to determine the actual positions of the atoms with 
respect to the surface. Therefore the use of element-specific x-ray photoelectron diffraction (XPD) 
promises to give a more detailed view of the near-surface structure, including the nature of the surface 
polarity, which can be Ga or N, or some mixture of these two growth orientations. This is especially 
important since surface morphology investigations have revealed a columnar growth for a wide range of 
growth conditions [1], So an additional question is whether or not contaminants like 0 or C are 
preferentially incorporated in the films in the interstitial regions between the columns. 

2. Experiment 

The samples we used have been grown using low-pressure chemical vapor deposition (LPCVD). The 
substrate for the wurtzite structure films was the c-plane (0001) of sapphire, on which layers of about 2- 
3 urn thickness have been grown without a buffer layer. With XRD the overall quality of the layers has 
been checked and the presence of a (0001) oriented a-GaN could be confirmed [2]. Looking at the 
sample surface with a light microscope showed the aforementioned hexagonal columns. 

The photoemission measurements have been performed using a standard X-ray source (Al K^ 
hv =1486.6 eV, Mg K^, hv =1253.6 eV ) and a VG ESCALAB electron analyzer, which has been 
modified so as to permit automated XPD measurements [3]. This system is equipped with a two-axis 
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goniometer, enabling us to rotate the sample on two perpendicular axes so as to cover essentially the 
full 2TC solid angle of emission directions above the surface. The sample for the data shown here was as- 
grown, meaning that it was not treated in the UHV chamber. Prior to introducing it to the chamber the 
sample was cleaned using a standard chemical cleaning procedure [4], XPD measurements were then 
begun directly after a system bakeout and the attainment of a base pressure of ~1 x IO"10 Torr range. 
We have measured the Ga 3p and N Is core levels at kinetic energies of 1382 eV and 856 eV, 
respectively, together with the O Is and C Is levels at 722 eV and 1203 eV, respectively, to monitor the 
surface contamination. The diffraction patterns have been measured with starting angle steps of 3° for 
both azimuthal (<!>) and polar (0) angles. However, the azimuthal angle step was adjusted throughout the 
measurements to ensure an equal sampling of solid angle. In order to cut the measuring time we used 
the expected three-fold symmetry of the GaN (0001) surface. Overall measurement times were several 
days, but the relative intensities of all component (Ga, N, O, and C) were found to be stable from start 
to finish. 

3. Results 

Fig. la) shows full 2K photoelectron diffraction patterns for all four core levels measured. Shown is the 
so-called x-function for each core level as a function of emission angle (<t>,6). It is obtained from the 
measurements via a linear background subtraction and an integration of the intensity over the width of a 
given peak in an energy distribution curve. Furthermore, an isotropic function Io due to unscattered 
intensity has been subtracted from the measured intensity I(<t>,9):   X(<t>,8) = (I(<|>,6) - Io) / Io- 

One clearly observes strong diffraction peaks for Ga 3p and N Is emission in a nearly six-fold 
pattern. Most of these maxima result from scattering along high symmetry directions of the crystal and 
are mainly brought about by the highly forward peaked nature of the scattering factors at such high 
kinetic energies. Therefore, these peaks are referred to as forward scattering maxima. Comparing this 
with the O Is and C 1 s diffraction patterns shows immediately that C and O do not have any ordered 
scatterers in between them and the detector, as they have basically featureless patterns with no forward 
scattering maxima. The weak three-fold symmetry in the C Is pattern is probably artifactual, and arises 
from the three-fold symmetry operation used to obtain the full diffraction pattern. Just from a simple 
analysis of the angle of the forward scattering peaks one can thus confirm the overall hexagonal 
structure of the GaN epilayer. 

A more quantitative understanding of the structure can be obtained by comparing these patterns 
with single-scattering or multiple-scattering diffraction calculations. Using the unit-cell crystal structure 
as reported in the literature and a cluster with 12 atomic layers and about 150 atoms we performed 
multiple-scattering calculations based on a Rehr-Albers approach [5]. The results are shown in Fig. lb). 
We show the diffraction patterns for both Ga 3p and N Is emission and for a surface with N polarity. 
Both patterns here are three-fold symmetric, which is the symmetry of the GaN(0001) cluster as seen in 
the surface-sensitive XPD experiment. As the experiment is six-fold symmetric, this suggests the 
presence of two domain types rotated by 60° with respect to one another in different hexagonal 
columns. With this in mind, the agreement between experiment and theory is fairly good. There is also 
an ongoing discussion about whether the surfaces are Ga or N-polar [6]. Although not shown here, a 
comparison of experiment with theory using R-factor analysis yields much less agreement for the Ga- 
polar surface, strongly suggesting a N polarity of the sample under study. 
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Ga 3p emission N Is emission Ols emission 

Fig. 1: a) Experimental photoelectron diffraction patterns (X-functions) for the four core levels Ga 3p, N Is, O Is and C Is, 
as excited with Al or Mg K<x radiation, respectively. Data obtained over 120° in azimuth have been three-fold 
symmetrized to yield the full pattern, b) Theoretical photoelectron diffraction patterns for a N-polar GaN cluster using a 
multiple scattering cluster calculation scheme. Shown are x-functions for Ga 3p and N Is emission corresponding to a). 
Light colors correspond to high intensity, dark colors to low intensity. 

In order to further reveal the relative positions of the Ga and N, as well as the contaminant O and C 
atoms, one can use a rather simple analysis of the diffraction patterns. Since the photoelectron sampling 
depth varies with polar takeoff angle G, due to the finite electron escape depth, Ae, according to AesinO, 
plotting azimuthally-averaged intensity ratios of the different core levels as a function of polar angle is a 
way to get such information. Therefore we have plotted in Fig. 2 the ratio of these azimuthally-averaged 
intensities for various combinations of the measured core levels. First of all, the baseline of the ratio Ga 
3p/N Is is very flat, in agreement with the nearly uniform distribution of these atoms in the overall 
crystal. At first sight, it is a little surprising that there is no enhancement of the N Is relative intensity at 
low takeoff angles, in view of our conclusion of N termination based on the XPD patterns. However, 
this can be explained by the slightly bigger escape depths for the Ga 3p photoelectrons, which have a 
higher kinetic energy as compared to the N Is photoelectrons. So this data is not in contradiction to the 
above finding of N termination of the surface. 

Considering now the contaminant peaks, we find that the 0 ls/Ga 3p (0 ls/N Is) and C ls/Ga 3p 
(C ls/N Is) ratios show a dramatic increase for low takeoff angles, indicating that O and C are primarily 
surface contaminants. The lack of any increase in this ratio for near-normal emission also suggests that 
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not much 0 or C is present in the interstitial regions between columns, although this might be a 
reasonable initial conjecture. Finally, the increase in the O ls/C Is ratio for low takeoff angles suggests 
that O is present in the outermost regions of the contaminant layer and that C is on-average closer to 
the GaN surface (e.g. as adsorbed CO). 

Fig. 2: Ratios of azimuthal- 
averaged intensities from the 
diffraction patterns of Fig. la) 
plotted versus polar angle. 
Shown are the ratios Ga3p/Nls 
(solid line), 01s/Ga3p (dotted 
line), and O ls/C Is (dashed line). 
Ratios have not been corrected 
for the different escape depths 
of the photoelectrons and the 
different photoemission cross 
sections. 
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4. Conclusions 

We have performed the first x-ray photoelectron diffraction (XPD) measurements on an as-grown 
wurtzite GaN(0001) sample. We obtained diffraction patterns which show the expected crystal structure 
for the bulk material. A comparison of experiment with multiple scattering cluster calculations further 
shows the best overall agreement for a N-polar surface. An analysis of various azimuthally-averaged 
peak intensity ratios also permits concluding that both O and C are present as surface impurities, 
without being significantly incorporated into the interstitial regions between hexagonal columns, and 
that C is on average closer to the surface than O. These results illustrate the potential of XPD for a 
more detailed study of the different annealing and cleaning procedures and their effect on the surface 
structure, and such work is now in progress. 
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Abstract. High-quality polycrystalline AlInN films are deposited by low-temperature magnetron re- 
active sputtering. The energy band gap is measured across the entire compositional range and strong 
band gap bowing is observed. Within the transparency wavelength region, the effect of AlInN compo- 
sition on the refractive index spectrum is strongest at shorter wavelength. Taking these measurements 
into account, non-linear interpolation formulas are employed to predict band gap and refractive index 
of quaternary AlGalnN for arbitrary compositions. 

1. Introduction 

Semiconductor compounds of group-Ill elements (Al, Ga, In) and nitrogen are heavily investigated 
for applications in blue light emitting devices. Besides binary GaN, those devices mainly employ 
the ternary compounds AlGaN and GalnN. The third ternary alloy AlInN is less explored but its 
investigation is of substantial interest. The knowledge of AlInN properties enables predictions for 
quaternary AlGalnN compounds. 

2. Measurements of polycrystalline AlInN films 

AlInN thin films are prepared by magnetron reactive sputtering at low temperatures of about 
200°C [1]. Compared to a previous report [2], we obtain a larger variation of Al content including 
A1N and InN. Rutherford backscattering spectroscopy gives the AUn^N film composition within 
an uncertainty of ±0.05 in x value [1]. The film thickness is about 1000 nm. The X-ray diffraction 
spectrum indicates a high-quality polycrystalline structure [1]. The shift of the diffraction peaks 
with composition proves the solubility between A1N and InN, i.e., the sputtered AlInN alloys are 
stoichiometric materials sharing the wurzite structure. Phase separation is not observed. 

Optical transmission is measured for wavelengths A = 100 nm - 800 nm. The plot of the 
absorption coefficient vs. photon energy confirms direct band gap transitions [3]. Grain boundary 
effects are excluded from our band gap analysis. The band gap Eg is given as function of the 
lattice constant in Fig. 1. The typical linear interpolation of binary data is shown for comparison. 
In perfect agreement with [2] a strong energy gap bowing is found for AlJni-xN alloys, which 
might be attributed to the atomic size difference between Al and In. This result is confirmed 
by the close match of our binary data with typical values for crystalline A1N and InN (see Fig. 
1). Thus, the ternary compound AlInN seems to provide poor carrier confinement when used as 
lattice matched cladding layer on typical active region materials. 

1 present address: Department of Electrical and Computer Engineering, University of California, Santa Barbara, 
CA 93106-9560, electronic mail: piprek@opto.ucsb.edu 
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Fig. 1: Measured direct band gap bowing of AlxIni-xN (filled squares) in comparison to linear 
interpolations between typical numbers of crystalline binary materials (open circles). The solid line 
corresponds to Eq. (1). 

The refractive index n of the AlInN films is determined within the transparency range from the 
interference pattern of the reflectivity spectra [3], The dependence of n{\) on alloy composition is 
shown in Fig. 2. The short wavelength limit is given by the band gap. With higher In content, the 
band gap shrinks and the spectrum n(\) shows the expected shift towards longer wavelength, i.e., 
the effect of AlInN composition on the refractive index spectrum is strongest at shorter wavelength. 

3. Interpolation for quaternary AlGalnN compounds 

This investigation of AlInN, together with previous knowledge of AlGaN and GalnN properties, 
enables predictions for quaternary compounds A^Ga^ni-z^N. The ternary band gap bowing 
delivers the basis to estimate band gap and refractive index of quaternary compounds. Including 
values for crystalline A1N and InN, our measurement can be approximated phenomenologically by 

Eg(AlJnx_xN) = 1.9 + 2a;2 + 2.3z11 
(1) 

(solid line in Fig. 1). A typical bowing equation like (2) or (3) does not provide reasonable 
agreement. For the other two ternary compounds other authors [4,5] measured weak energy gap 
bowing 

Eg(GaxIni-xN)   =   3.4a; - 

Eg{GaxAh-xN)   =   3.4a:- 

• 1.9(1 - x) - z(l - z) 

■ 6.2(1 - x) - 0.5x(l - x) 
(2) 

(3) 

Those ternary interpolation formulas are usually employed to predict the band gap of the quater- 
nary compound 
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Fig. 2: Measured refractive index spectrum in the transparency region for three different compo- 

sitions of AlxIni-xN (dots) including error bars. The solid lines are corresponding results of the 

theoretical model. 

E (Al G   I   N) = xVE9(AluGai-uN) + yzEg{GavIn1.vN) + zxE^In^h^N) 
9     x     y xy + yz + zx 

with 

1 - x - y, 
l+x-i 1+y-z l + z- 

(4) 

(5) 2 2 2 
The result is plotted in Fig. 3 (dashed line) for AlxGayIn\-x-yN lattice matched to GaN 
(a:=0.823(l-2/)). Despite almost identical values at the compositional endpoints y=Q (x=0.82) 
and y=\ (x=0), there is considerable bowing in between up to Eg=A.2eV at y=0.26 (z=0.61). 
This indicates that quaternary compounds could be used as lattice matched carrier confinement 
layers. 

Our refractive index model follows the approach of Adachi [6]. Neglecting the small valence- 
band split-off in AlGalnN, we obtain for photon energies hv below the band gap energy Eg [7] 

n2(AlxGayIni-x-yN) 
,hv 

^E-J 2- 1 + <£" \ 
(f)]+6 Eg 

(6) 

(Eq. (1) in [7] contains a typing error). The band gap Eg(x,y) is given by Eq. (4). The 
fit parameters a(x, y) and b(x, y) are determined from comparison to measurements. Using our 
refractive index measurements on AlInN, the fit gives 

a(AZI/ni_IiV)   =   13.55a; + 53.57(1 - x) + 92x(l - a 

b(AlxIni-xN)   =   2.05a; - 9.19(1 - x) - 40x(l - x) 
(7) 

(8) 
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Fig.    3:   Calculated band gap (dashed) and refractive index (solid) at different wavelengths for 

quaternary compounds AlxGayIni-x-yN lattice matched to GaN. 

(see solid lines in Fig. 2). Deviations from the measurements might be caused by grain boundary 
effects in our polycrystalline material. For AlGaN and GalnN, linear interpolation between the fit 
results for binary materials is employed (a, b= 9.31, 3.03 for GaN; 53.57, -9.19 for InN; 13.55, 2.05 
for A1N) [7]. A formula equivalent to Eq. (4) is used to obtain a(x,y) and b{x,y) of quaternary 
compounds. The solid lines in Fig. 3 show the calculated refractive index for AlxGayIni-x-yN 
lattice matched to GaN. Three standard wavelengths (ultraviolet, blue, green) are chosen corre- 
sponding to 3.35 eV, 2.64 eV, and 2.19eV photon energy, respectively. At 370 nm, the refractive 
index rises strongly with y approaching zero. In all other cases, the quaternary refractive index is 
lower than the GaN value (y=l). Thus, optical waveguiding within GaN active regions could be 
supported by lattice matched cladding layers of AlGalnN or AlInN. 
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Abstract. We describe the optical and structural properties of InGaN multiple-quantum-well (MQW) heterostructures 
grown by metalorganic chemical vapor deposition on (0001) sapphire substrates. These structures consist of InxGa,.sN 
quantum wells and InyGa,.,N barrier layers with GaN or AlGaN cladding layers. A comparison of the 300K 
photoluminescence spectra of these samples indicates that the emission from the quantum well structure is not strongly 
affected by the high-temperature overlayer growth of GaN or AlGaN films. X-ray diffraction scans show superlattice peaks 
and indicate that the MQW's are fully strained. 

1. Introduction 

The ni-N compound semiconductors have been extensively studied as a result of the rapid 
progress in the growth of high-performance InAlGaN-based blue and green light-emitting diodes 
(LED's)1.2 and blue and violet injection laser diodes (LD's).3 Detailed studies of the growth of the binary 
compound GaN have been extensively reported by a variety of authors.4 In contrast, while high-quality 
InGaN ternary alloy films were first reported in 19915, the optical and structural properties of InGaN 
quantum wells are not as well documented in the literature. 

In this work, we have studied the growth of L^Ga^N/In Ga, 3J multiple-quantum-well (MQW) 
heterostructures grown on GaN heteroepitaxial films grown on (0001) sapphire substrates. Some of 
these structures have been grown with GaN cladding layers while, for comparison, others have been 
grown with AlGaN cladding layers. We report the results of a study of the X-ray diffraction rocking 
curves and asymmetric reciprocal space maps and the 300K PL peak intensity and linewidth when 
AlGaN cladding layers are incorporated into the MQW structure. 

2. Epitaxial structures 

The structures used in this study are grown by low-pressure metalorganic chemical vapor 
deposition (MOCVD) in an EMCORE Model D125 rotating disk reactor at a growth pressure PG -76 Torr 
and a rotation rate of 800 RPM. The Column m organometallic precursors employed are 
trimethylgallium (TMGa), trimethylaluminium (TMA1), and trimefhylindium (TMui); the hydride 
ammonia (NH3) is used as the Column V source. The source for «-type doping is a mixture of SiH4 in 
Hj. The GaN films are grown in H2 at TG - 1050°C using a V/m ratio ~ 2,600 and growth rates R0 ~ 50 
nm/rnin for GaN. AL^Gao 95N films are grown at the same growth temperature but using lower Column 
III molar flows resulting in RG -14 nm/min. The InGaN films are grown at lower temperatures (TG ~ 
750-830°C), and a higher V/m ratio -16,000. The InGaN layers are grown in a predominantly N2 
ambient at RG - 8.4 nm/min, as has been described previously.7 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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3. Photoluminescence studies 

Room-temperature (300K) PL measurements have been made on the MQW structures using a 
continuous-wave argon-ion laser operating at a wavelength of 275 nm and providing excitation levels 
-2.5 W/cm2 at the sample surface. The spectra reported here have not been corrected for system 
response. 

4. X-ray diffraction characterization 

In this work, a Philips X'Pert MRD X-ray diffraction system has been used to determine the 
alloy composition of "bulk" InGaN layers as well as the "average" composition and periodicity for 
InGaN MQW and superlattice (SL) structures.8 For these measurements, we have employed the (0006) 
diffraction in the 0>28 mode. For thick layers, the lattice parameter in the "a-axis" (in the 0001 plane) 
for "completely relaxed" InxGa,.xN alloys was assumed to follow Vegard's Law. However, thin InGaN 
films may not be completely relaxed and therefore, the degree of strain in the film is an important 
question to be answered. We have employed asymmetric reciprocal space mapping to determine the 
degree of relaxation present in selected InGaN MQW structures. 

5. Results and discussion 

5.1 InGaN thick heteroepitaxial layers 

The alloy composition of thick (80-200 nm) InGaN-GaN single-heterostructure (SH) and double- 
heterostructure (DH) "calibration layers" (doped with Si) has been determined by measurement of the 
300K PL spectra. We also estimated the average In alloy composition from the X-ray rocking curve 
data, assuming a fully relaxed film.9 Generally, these composition values agree well with the values 
determined by the 300K PL data. .   . 

The 300K PL from the InGaNiSi bulk double-heterostructure samples show intense emission 
related to the bandedge with a FWHM as low as ~ 99 meV for a peak wavelength of X - 403 nm. We 
have optically pumped some of these structures and have obtained 77K "vertical-cavity" stimulated 
emission from an -60 nm-thick InGaN-GaN SH.10 

5.2 InGaN MQW-GaN heterostructures 

The 300K PL emission from a five-period of In„ 13Gao87N/ In^Ga^N (3.5 nm/7.0 nm) MQW 
heterostructure having a 1.5 iim-thick GaN lower cladding layer and an -20 nm-thick high-temperature 
GaN "cap" layer is shown in Figure 1 (a). The peak wavelength is X - 403.5 nm, the FWHM value is 
-176 meV (23.1 nm), and the MQW/yellow band intensity ratio is - 173. 

The alloy compositions and thicknesses of the In^Ga,.^ quantum wells and InyGa,.yN barrier 
layers in the MQW structures are estimated from the peak positions of the 0 th-order and the n = -1 and - 
2 superlattice (SL) peaks in (0006) (0-2d scans, and the intended layer thicknesses estimated from 
growth times. Shown in Figure 2 (a) are the results for an InGaN-GaN MQW showing the three 
negative superlattice peaks from which we calculate the period and compositions. In general, good 
agreement was found between the measured and expected values of the compositions and period. 

To further analyze the strain and mosaicity of these MQW heterostructures, we have performed 
two-dimensional reciprocal-space mapping (RSM) of the InGaN MQW wafers. Recently, Li, et al., 
reported such measurements for a three-period MQW structure having In006Ga094N QW's and GaN 
barriers (period A = 51 nm). Their results demonstrated that, to the resolution of this technique, such 
structures are essentially fully strained.11 We have performed similar asymmetric (105) RSM analyses of 
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In013Ga087N/ In003Ga097N five-period MQW structures (period A = 10.5 nm) with GaN "cladding 
layers. From the vertical alignment of the diffraction isointensity contours for the GaN film and the 
InGaN MQW, we conclude that these ternary-ternary MQW's with GaN cladding layers are coherently 
strained.12 
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5.3 AlGaN-InGaN MQW-AlGaN-GaN heterostructures 

It is important to determine the effect of the high-temperature overgrowth of GaN and AlGaN 
cladding layers on InGaN MQW's. This is especially of concern for diode laser structures which 
typically have >0.75 (J.m of AlGaN and GaN overlayers grown at high-temperature, resulting in a 
significant high-temperature "anneal" for the InGaN MQW structure grown at low-temperature. It can be 
expected that a significant change in the interface and bulk properties of the InGaN QW's and barriers 
can occur during this high-temperature cycle, possibly contributing to the formation (or destruction) of 
spatial inhomogeneities in InGaN alloys.13 Other similar effects can arise from the additional strain 
provided by the incorporation of AlGaN cladding layers. 

To evaluate the effect of the incorporation of AlGaN cladding layers, we have grown InGaN 
MQW structures similar to those of Figure 1 (a) but having a 0.25 |im-fhick lower Al005Ga095N cladding 
layer and an -20 nm-thick upper cladding layer of the same alloy composition. The 300K PL from this 
structure is shown in Figure 1 (b).  We observe a relatively narrow MQW-related emission from this 
sample having a peak emission at Xp - 402 nm, a FWHM value -151-156 meV (19.7-20.2 nm), and a 
MQW/yellow band intensity ratio - 385. The emission from our MQW wafers generally exhibits 
FWHM values in the meV range 149-160 meV for peak wavelengths -400-405 nm. 

To determine the alloy composition and thickness of the MQW structure, we have measured the 
(0006) (0-26 scans as shown in Figure 2 (b). The period and compositions are identical to those 
determined for the MQW with GaN cladding layers shown in Figure 2 (a). To evaluate the degree of 
strain present in InGaN MQW/AlGaN structures, we have examined RSM's employing the (105) 
asymmetric reflection of an I^Ga^N/I^Ga,.,^ MQW with AlGaN cladding layers grown on a 1.5 urn 
GaN buffer layer.14 From this measurement, it is clear that all of the layers are fully strained on the GaN 
buffer layer. Thus the incorporation of the AlGaN (or GaN) cladding layers does not seem to result in 
relaxation of the MQW structure. 

We expect that for a hght-emitting device, there will exist an optimal number of wells and also 
quantum-well and barrier thicknesses and compositions, as well as an optimum choice for the AlGaN 
compositions and thicknesses.  From our previous PL study, the optimal MQW structure for QW's in 
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this thickness range (3.5 nm < tQW < 4.2 nm) and alloy composition (x ~ 0.13) has been determined to 
contain five wells so we have used this MQW "active region" in this study. From the fact that we do not 
see an increased FWHM value or significant change in the peak emission wavelength of the PL spectra 
with the incorporation of AlGaN cladding layers, we conclude that the increased strain resulting from 
these layers does not contribute to pronounced roughening of the interfaces or the modification of the 
interface abruptness. TEM analysis of these structures is currently underway and is expected to support 
these conclusions. 

5. Conclusions 

In conclusion, we have grown In^Ga^N/InyGa^yN MQW heterostructures by MOCVD on GaN 
heteroepitaxial GaN layers deposited on (0001) sapphire substrates and have shown somewhat enhanced 
300K luminescence properties of MQW's having AlGaN cladding layers. No degradation of the 
luminescent properties of the MQW's is observed resulting from increased strain due to the increased 
lattice mismatch due to the AlGaN cladding layers. X-ray diffraction studies show superlattice peaks and 
also indicate that the MQW's are fully strained. 
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Abstract. Fundamental optical transitions in GaN and InGaN epilayers, InGaN/GaN and GaN/AlGaN 
multiple quantum wells (MQWs) grown both by metal-organic chemical vapor deposition and reactive molecular 
beam epitaxy have been studied by picosecond time-resolved photoluminescence spectroscopy. The exciton binding 
energies and radiative recombination lifetimes of the free excitons and bound excitons have been obtained. Effects 
of well thickness on the optical properties of InKGa,.xN/GaN and GaN/ALGa^N MQWs have also been studied. 

1. Introduction 

GaN based devices offer great potential for applications such as UV-blue lasers, solar-blind UV detectors, 
and high-power electronics. Researchers in this field have made extremely rapid progress toward materials 
growth as well as device fabrication.1 The commercial availability of super-bright blue light emitting 
diodes (LED) and the demonstration of the room temperature blue lasers based on the GaN system are clear 
indicative of the great potential of this material system.2,3 Recently, there has been much work concerning 
the fundamental optical transitions in GaN.4"7 It is expected that all optoelectronic devices based on GaN 
will take advantages of multiple quantum well (MQW) structures of GaN/AlGaN and InGaN/GaN. Thus 
a better understanding of the fundamental optical transitions in nitride epilayers and MQWs is needed. 

2. Experimental 

Samples used in this work include GaN and InxGa,.xN epilayers and Ir^Ga^N/GaN and GaN/AlxGa,_xN 
MQWs grown both by metal-organic chemical vapor depositions (MOCVD) and by reactive molecular 
beam epitaxy (MBE). Their structures and parameters are summarized in Table I. All samples studied 
were of wurtzite structure grown on sapphire (A1203) substrates with A1N buffer layers. 

Low temperature time-resolved PL spectra were measured by using a picosecond laser spectroscopy 
system with an average output power of about 20 mW, a tunable photon energy up to 4.5 eV, and a spectral 
resolution of about 0.2 meV.4,5 A micro-channel-plate photomultiplier tube (MCP-PMT) together with a 
single photon counting system was used to collect time-resolved PL data and the overall time resolution 
of the detection system was about 20 ps. 

3. Results and Discussions 

3.1 GaN epilayers. Figure 1 shows four low-temperature (10 K) photoluminescence (PL) spectra obtained 
for samples A, B, C, (MOCVD) and sample G (MBE). For high purity epilayer grown by MOCVD 
(sample A), two emission lines with energy peak positions at about 3.485 eV and 3.491 eV are identified 
as due to the recombination of the ground state of free A and B excitons [A(n=l) and B(n=l)].8 The 
narrow linewidths of these two emission bands are clear indication of its high crystalline quality of sample 
A. Our results show that the energy separation between the A and B valance bands is about 6 meV with 
the assumption that A and B exciton binding energies are comparable.5 An emission line due to the 
recombination of the first excited state of the A-exciton A(n=2), which is about 14.3 meV above the 
A(n=l) emission line, is also observable in sample A at T>40 K. For an as-grown sample with a higher 
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Growth 
Method 

Sample Materials X Structure Type Carrier Concentration (cm-3) 

MOCVD 

A GaN Epilayer n 5 x 1016 

B GaN n 2.4x10" 

C GaN Epilayer P lxlO'7 

D InxGa,.xN 0.12 Epilayer n 

E 25 A In„Gai.xN/GaN 0.15 MQW 

F 90 A InxGa,-„N/GaN 0.15 MQW 

MBE 
G GaN Epilayer Insulating 

H 25 A GaN/AlxGa,.«N 0.07 MQW 
I 50 A GaN/Al„Ga,.xN 0.07 MQW 

Table I. Structures and parameters of GaN, InGaN epilayers, InGaN/GaN and GaN/AlGaN MQW samples used in 
this work. Well thicknesses of MQWs are also indicated, 

native donor concentration (sample B), the dominant emission line occurs at 3.476 eV and is due to the 
recombination of the excitons bound to neutral donors, called I2.

9 The shoulder at about 3.484 eV in 
sample B is due to the free A exciton (n=l) recombination. Thus the binding energy of the neutral-donor- 
bound exciton is about 8-9 meV. For Mg doped p-type epilayer (sample C), the dominant emission line 
at 3.459 eV is due to the recombination of neutral-acceptor-bound excitons, called I,.10 A value of about 
26 meV is thus obtained for the binding energy of the neutral-acceptor-bound exciton in GaN. For a MBE 
grown high quality and purity epilayer (sample G), three emission lines at 3.483 eV, 3.489 eV, and 3.498 
eV are observable, which correspond to the transitions of the ground state of A- and B-excitons and the 
first excited state of the A-exciton (n=2), respectively.4 The energy difference between the first and the 
ground states of the excitons thus gives the binding energy of the A exciton, Eb=(4/3)x(3.498-3.483) eV 
= 20 (meV). The energy separation between the A and B valence bands obtained from sample G (6 meV) 
is consistent with that obtained from sample A. The slight energy difference in the peak positions of the 
A(n=l) and B(n=l) emission bands for sample A and G (3.485 eV vs. 3.483 eV and 3.489 eV vs. 3.491 
eV) may be due to a slight difference in strain in these two different samples. 

3.2 InGaN epilavers. Figure 2(a) shows a PL emission spectrum for a MOCVD grown InGaN epilayer 
(sample D) measured at 10 K. By comparing with the PL spectra of GaN epilayers (Fig. 1(a) and Fig. 
1(d)), the emission peak position is clearly shifted toward lower energy due to In incorporation. Another 
effect is that the emission linewidth of the InGaN epilayer is more than one order of magnitude larger than 
those of GaN epilayers due to alloy disorder. The emission peak position in sample D is at about 3.193 
eV with a full linewidth at half maximum (FWHM) of about 55 meV, which is due to the recombination 
of localized excitons. In an alloy, the exciton localization is caused by energy fluctuations in the band edge 
induced by alloy disorder and the linewidth is correlated with the exciton localization energy. 

3.3 InGaN/GaN MQWs . The MQW sample with well thickness of 25 A (sample E shown in Fig. 2(b)) 
emits an exciton line at 3.211 eV. The emission linewidth seen in MQWs is broader than that in the InGaN 
epilayer. Quantum confinement is also evident by comparing the PL spectrum of MQWs (sample E) 
shown in Fig. 2 (b) with that of InGaN epilayer (sample D) shown in Fig. 2(a). For MQWs with large well 
thicknesses, e.g. Lw= 90 Ä (sample F shown in Fig. 2(c)), a dominant emission at 2.963 eV is observed. 
From the fact that the energy position of this emission line is below the exciton emission line in InGaN 
epilayers, we attribute it to an impurity related transition. Since the growth conditions for 25 and 90 A 
MQWs are identical, our results indicate that the 90 Ä well thickness is above the critical thickness of the 
InGaN/GaN MQW system. Above the critical thickness, strain is relieved by the creation of large density 
of misfit dislocations, which leads to the dominance of the impurity transition. 

3.4. GaN/AlGaN MQWs. As shown in Fig. 3, in GaN/AlxGa,.xN MQWs, the dominant emission lines 
aiways result from the well region at low temperatures. Comparing the PL spectra shown in Fig. 3(a) and 
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3(c), the exciton emission line resulting from the 25 Ä MQWs (sample H) is blue shifted by 56 meV with 
respect to the GaN epilayer (sample A). Comparing the PL spectra shown in Fig 3(b) and 3(c), the 
dominant emission line in the 50 A MQWs is 71 meV below the exciton emission line (sample I). Our 
results for GaN/AlGaN MQWs can be summarized as follows: (i) the optical transitions in MQWs with 
narrow well widths (Lw < 40 Ä) are blue shifted with respect to the GaN epilayer, however, no such blue 
shift was evident for the MQW samples with well thickness greater than 40 A and (ii) the band-to-impurity 
transitions are the dominant emission lines in MQWs of large well thicknesses (Lw > 40 A). 

3.5. Recombination lifetimes. Recombination lifetimes of various emission lines in GaN and InGaN 
epilayers and InGaN/GaN and GaN/AlGaN MQW samples used here have been measured. Fig. 4 shows 
PL temporal responses of exciton emission lines in GaN and InxGa,.xN epilayers, GaN/AIxGa,_xN and 
InxGa,_xN MQWs measured at their respective spectral peak positions. In general, the exciton lifetimes in 
MQWs are enhanced compared with those in epilayers. The typical exciton lifetime is around 0.3 ns in 
GaN epilayers and 0.6 ns in InGaN epilayers. ^Moreover, the exciton recombination lifetime in 
GaN/AlGaN MQWs of narrow well thickness (< 40 A) increases linearly from about 0.3 ns to about 0.45 
ns as temperature increases from 10 to 60 K, which is a hallmark of radiative recombination in MQWs." 

4. Summary 

Our results have revealed that the optical transitions at low temperatures are dominated by I2 (I,) in n-type 
(p-type) epilayers and free exciton transitions in high quality and purity GaN epilayers. The binding 
energies of free and bound excitons have been determined. The dominant optical transitions in InxGa,. 
xN/GaN and GaN/AlxGa,.xN MQWs are localized excitons at low temperatures due to alloy disorder and/or 
well width fluctuation. Quantum confinement effect has been observed for MQWs of narrow well widths. 
Exciton lifetimes in different materials and structures have been measured and compared. 
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Abstract A mechanism for efficient radiative light emission in GaN is presented. Stokes shifted emission 
was found to propagate almost exclusively along the c-plane when excited deep behind this surface. Onset of 
stimulated emission is observed. Emission intensity increases with the magnitude of the Stokes shift which in 
turn increases with film thickness, i.e. reduced biaxial stress conditions. We propose a model for the levels 
nature based on the strong oscillator of the heavy hole A-transition and its crystal field coupling to the small 
density of states associated the light hole B-transition. Highest emission is found for bulk-like stress 
conditions where the valence band top is found to be formed by the light hole mass. 

1. Introduction 

Identification and optimization of the light emission process in wide gap GaN [1] and its alloys with 
InN and A1N is a major task of optical spectroscopy. Record breaking device efficiencies of light 
emitting diodes and laser structures and their rapid improvement over time indicate features very 
unique to this wurtzite semiconductor system. Among several surprising properties of the nitrides an 
apparent contradiction between improvements of structural properties resulting in a decreasing 
luminescence efficiency has become common knowledge. 

Large lattice mismatch between nitrides and possible substrates results in a variety of biaxial 
stress conditions expressed in the ratio of lattice constants c and a. This additional parameter directly 
affects the electronic bandstructure in the top of the valence band controlling optical and transport 
properties. Most of GaN characterization and development has been performed on thin epitaxial films 
using sapphire or 6H-SiC as a substrate. While bulk-like GaN has been obtained only in small crystal 
sizes its polarization and orientation dependent characterization provides the key elements to establish 
the electronic band structure and its stress behavior. 

2. Experimental 

2.1 Samples and Equipment 

Stress relaxed bulk GaN crystals from hydride vapor phase epitaxy (HVPE) employing a ZnO buffer 
technique [2] at a size of 3 mm x 2 mm x 400 urn have been investigated. Lattice constants from X-ray 
diffraction are 3.1890 Ä (a) and 5.1850 A (c). The crystals are highly oriented with mirror-like c- and 
«-plane surfaces. For comparison a 20 um high temperature vapor phase epitaxy (VPE) GaN film on 
6H-SiC [3], a 10 um hydride VPE (HVPE) GaN film and a 2 um metal organic chemical vapor phase 
deposition (MOCVD) GaN film on sapphire are presented. All samples are nominally undoped. From 
Raman spectroscopy [4] of the Ai(LO) phonon mode a free electron concentration of-3x10" cm"3 was 
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3200 3300 3400 3500 
Energy (meV) 

Figure 1. Directional PL of 400 p.m bulk GaN. a) From the 
a-plane edge excited on the a-surface (right), and excited 
on the c-plane surface offset from the edge by ~300 um. b) 
c-plane luminescence at much weaker intensity, c) «-plane 
edge emission under high density excitation. 

3300       3400       3500 

Energy (meV) 

Figure 2. Directional PL of GaN films with 
different thickness (T=300K). Paired peaks 
dominate in c-plane emission and splitting 
increases with thickness. 

derived. Photoluminescence was excited using 20 mW of an 325 nm HeCd laser and a 1 mj pulsed N2 

337 nm laser. Photoreflectance was excited by a Xe lamp, modulated resonantly by the HeCd laser and 
a mechanical chopper, dispersed by a 25 cm monochromator and detected by a photomultiplier tube. 
All components are centrally software controlled. All data presented were taken at room temperature. 

2.2 Oriented Photoluminescence 

Photoluminescence (PL) (T= 300K) of the c-plane surface of bulk GaN is shown in Fig. lb). It consists 
of a two-peak structure with V-shaped minimum centered approximately at half the splitting energy. 
Compared to other samples the intensity is very weak only. Turning to the emission off the a-plane the 
situation changes dramatically (Fig. la), (right hand spectrum). Total intensity is approximately 100 
times higher and for photoexcitation onto the a-plane the upper wing clearly dominates leaving only a 
weak terrace like remnant of the lower wing. Changing the location of the photoexcitation to the c- 
plane and increasing the distance to the edge of detection by up to 500 um the spectrum changes to 
convert all the intensity into the lower wing (Fig. la), (left hand spectrum). Propagation is therefore 
strongly limited to the c-plane. This part of the emission is subject of highest interest. Under pulsed 
high density excitation an onset of stimulated emission occurs in the lower wing (Fig. lc) (c-plane 
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excitation and a-plane detection, offset 
-300 urn) [1,5]. Note that all characteristic 
energies like upper and lower edges of the 
wings, as well as the minimum in-between are 
kept constant in all spectra. 

PL under weak excitation densities off 
a- and c-plane in the 10 um and 2 um GaN 
films are compared in Fig. 2. The features of a 
single strong mode in a-plane emission and the 
double peak structure for c-plane emission are 
observed in all studied samples. For decreasing 
film thickness the respective splitting 
decreases. There is a consistent deviation of the 
higher maximum in both detection geometries. 
Intensities could be determined qualitatively 
finding the a-plane emission significantly 
increases with film thickness as (1:10:100). 

4000   4200       2.3 Ellipsometric Spectroscopy 

Figure 3. Dielectric function of bulk GaN for both 
polarizations. A clear oscillator structure interacting 
with a resonant background in both polarizations is 
observed in ELC. Real part of ä\c is larger than 
imaginary part. 

Spectroscopic ellipsometry to derive absolute 
values of the complex dielectric function in the 
vicinity of the bandgap was performed forElc, 
sic from reflection of the c-plane and for E\\c, 
e\\c from reflection of the a-plane (Fig. 3). It is 

due to the large thickness of the bulk crystal that data could be taken from the a-plane edge. Using a 
Brewster angle geometry a high degree of a-polarization could be achieved. Clear features in the 
imaginary part of sic mark the transversal energy of a strong oscillator at 3403 meV interacting with a 
continuum at higher energies as seen by the pronounced longitudinal mode in the real part at 3416 
meV. This feature shows characteristics of excitons in highest purity semiconductors at low 
temperatures. Here, however, this sharp structure is observed at room temperature in 400 urn GaN 
obtained from high growth rate vapor phase epitaxy. It is this unusual feature that we ascribe to the 
unique properties of efficient light emission processes. In addition interaction with other modes are 
obvious from the additional minimum at 3303 meV, below the transversal mode. In e\\c no sharp 
features are observed in this region of the spectrum. Note that here the imaginary part of £)|c is larger 
than the real part, a situation typically encountered on the high energy side of the main oscillator, i.e. at 
the optical bandgap. 

2.4 Photoreflection Spectroscopy 

A higher sensitivity to the dielectric function is obtained by photoreflection where the 
spectroscopically measured reflection is modulated by chopped 20 mW of a 325 nm HeCd Laser. 
Normalized to the DC component polarized bRIhPm^^lR for eLc (Fig. 4). Interpretation in the bulk 
sample can be supported by computation of the reflection Rcah at normal incidence from the 
ellipsometric data. Assuming that only the bandgap energy is changed by the photo modulation a 



242 

numerical derivative 
§R/R„lJbEy.\IRa,,c reproduces very 
well all the structures in the 
photoreflection data. It is common to 
use models where several degrees of 
freedom for each expected oscillator 
are used to describe photoreflection 
data. Here, however we are concerned 
not only with single oscillators such as 
excitons at low temperature but 
instead with continua of states. We 
therefore use a visual inspection of 
data sets and collect the extrema 
locations as measured. 

Photoreflection spectra of GaN 
samples with various thicknesses are 
combined in Fig. 4. Samples are 
arranged in the sequence of total GaN 
thickness and for the ease of 
interpretation spectra are offset in 
energy to align the overall minimum 
position. Taking the central oscillation 
as a reference two satellite modes are 

observed on either side indicated by vertical bars. In direction of increasing film thickness the lower 
one branches away, crosses through the maximum of the major line and re-appears as a broad 
minimum. In parallel the upper line approaches gradually the center double structure. Peak positions 
are collected in Fig. 5. 

-50 0 50 
Relative Energy (meV) 

4. Photoreflectance of c-plane GaN. 

100 

Figure 4. Photoreflectance of c-plane GaN. In direction of 
increasing thickness one mode approaches the central minimum 
and another crosses through the maximum away to the low 
energy side. 

3. Interpretation 

Wurtzite belongs to the C6v
4 space group and the C6v point group. In Y the valence band maxima are of 

r9, T7, and T, symmetry. This sequence from higher to smaller electron energy has been found from 
excitonic features at temperatures below 10 K in biaxially compressed GaN as typically grown on 
sapphire substrate [6]. The conduction band minimum is of T7 symmetry. In addition to the spin orbit 
coupling that splits the valence band maximum in sphalerite (zincblende) degeneracy of heavy and 
light hole bands is further lifted by the crystal field in wurtzite. This additional parameter of the 
bandstructure corresponds to the second lattice constant of the unique c-axis. A fixed relation between 
da for GaN single layers of variable thickness has been established [2] reflecting the biaxial stress 
conditions. As a function of da the level splitting described by the spin orbit splitting energy A,,, and 
the crystal field splitting energy Acf exhibits an anticrossing behavior of the respective bands. 
Experimental values Acf= 22 ±2 meV, Aso= 11 +5 meV were found in small bulk-like crystals [7] and 
theory values are found as large as Acf= 73 meV and A» = 16 meV [8], Electric dipole interband 
transitions for Elc, sic light propagating in k\\c is allowed between pairs (conduction band cb, valence 
band vb) cb: T, -» vb: T9 (A), cb: T7 -» vb: T, (B), and cb: T, -» vb: T, (C), whereas for£||c, e\\c, light 
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propagating in klc only transitions B and C are 
allowed. Bandstructure calculations of the 
effective valence band masses along the 
corresponding i-axes find mhh= 1.65 (A), mlh = 
0.15 (B), and mch= 1.10 (C) [8]. The highest 
energy derivative density of states has therefore 
to be attributed to the A-transition (see Fig. 5). 

Considering all the features an 
assignment of the modes to A B, and C 
transitions and transition ranges is possible. 
Most importantly is the observation of 
oscillator strength corresponding to transition 
range B below the strong mode of A. This 
results in a level/transition sequence in 400 urn 
bulk GaN from HVPE at room temperature of 
T, (B), T9 (A), and T, (C). The so identified 
modes are compared with the PL results (Fig. 
5). While small energetical changes are 
observed in the vicinity of the strong A 
oscillator, large level shifts occur on the low 
energy side. The dominant PL mode exhibits an 
even faster shift than the B-mode feature in the 
ellipsometric and photoreflective data. 
Furthermore transition B corresponds to the 
minimum in the c-plane luminescence 
equivalent to the characteristic edge in a-plane 
luminescence. We conclude that transition B 
determines the optical bandgap and higher 
wing emission from deep behind surface a is 
reabsorbed above B (Fig. 1). 

Remains to be solved the elemental question concerning the nature of the strong luminescence 
level Stokes shifted below the optical absorption edge providing the optical gain for stimulated 
emission. The observed splitting of levels A B, and C can be described in the picture of Fano 
resonances [9]. A single oscillator in transition A interacts with strength V with a continuum above 
transition B characterized by the light hole mass /»u, (Inset of Fig. 6). Both A and B each interact with 
the conduction band by oscillator strengths Th and TB, respectively. 

The band of transition B has an effective upper limit at the energy of transition C [8]. In a 
schematic model calculation we assume the values: strengths TBI TA= 0.3, mode A at 3500 meV, B 
extending from 3330 to 3500 meV and variable coupling strength V e {1, 2, 3 ... 10}. Depending on 
TK, TB and the matrix element V coupling them in the given energetical sequence oscillator strength 
from A and B is removed and projected to an energy below the optical bandgap. The new level draws 
its strength and polarization from both the continuum above B and the two dimensional oscillator in A. 
Its level is determined directly by the coupling of A and B which is the quantity of the crystal field 
coupling. 

We find that propagation of this new mode is strongly limited to the c-plane minimizing 
emission in conventional easily implemented PL geometry. 

2nm 
MOCVD 

10nm 
HVPE 

400nm 
HVPE 

Film Thickness / Growth Method 
Figure 5. Maxima and minima as measured in PL, 
photoreflectance and ellipsometry. After crossing 
through the dominant oscillator one mode exhibits a 
large Stokes shift for thicker films. Large symbols 
mark dominant peaks. 
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Figure 6. Schematic model of interaction of oscillator 
above continuous density of states with limited width 
(Fano resonance). Dependent of coupling strength some 
oscillator strength is projected beyond the limits of the 
initial gap defining a Stokes shifted band. 

4. Results 

In 400 um bulk GaN from HVPE we 
observe a strong oscillator in sic 
associated we heavy hole T9 edge of 
transition A. This room temperature 
feature corresponds to excitons in two- 
dimensional systems at low temperatures. 
Top of the valence band is formed by the 
light hole r, of transition B. Interaction of 
both produces an additional Stokes shifted 
mode in the transparent energy range of 
the gap. Its propagation is ideally limited 
to the c-plane consistent with it 
polarization, E\\c at the recombination site. 
Forming the valence band edge the light 
hole mass may provide low transparency 
densities, low inversion thresholds and a 
dispersion symmetrical to the conduction 
band edge. Onset to stimulated emission is 
observed for largest Stokes shift. 
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Abstract. We have imaged Be delta-doped layers in GaAs with atomic resolution using cross-sectional scanning 
tunneling microscopy (STM). In the samples, grown at low temperature (480 °C), we observe that the width of doping 
layers for concentrations up to M013 cm'2 is smaller than 1 nm, while for higher doping concentrations we find that the 
doping layer thickness increases strongly with doping concentration. This broadening is symmetrical about the intended 
doping plane. We believe that this broadening of the doping layer at high doping concentrations is due to Coulombic 
repulsion between individual Be ions. The effect of Coulombic repulsion can also be observed in the spatial distribution 
of the dopant atoms in the plane of the doping layer. 

1. Introduction 

As the size of electronic devices decreases, better control over the growth is required. With present 
day growth techniques like MBE, CBE etc. atomically sharp interfaces can be obtained. However, in 
small novel devices not only the layer structure has to be controlled on the atomic scale, also the 
dopant atoms have to be confined to a few atomic layers. The technique, of confining dopant atoms to, 
ideally, a single atomic layer is referred to as delta doping. Moreover, in these devices the local 
doping concentrations has to be increased too in order to have sufficient free carriers available. Thus 
there is a large amount of interest in the physics and applications of delta doping layers in 
semiconductors. 

Delta doped layers have been studied using many techniques[l-6]. Unfortunately, all these 
techniques have a limiting depth resolution of a few nm. Several authors [7,8] have recently shown 
that individual ionized dopants can be observed in cross-sectionally cleaved DI-V semiconductors 
surfaces with STM. It is a strong advantage of STM that individual atoms at a surface are observed so 
that there is not some kind of averaging in one or two directions as is the case with other techniques. 
Because the (110) cross-sectional surface is perpendicular to the (001) growth surface by means of 
this technique one can study the spreading of the doping layer as well as the distribution of the dopant 
atoms within the dopant plane [9]. 

2. Experimental details 

The GaAs structure we have studied was grown at 480 °C with a growth rate of about 1 um/h 
(=monolayer/sec) on a (001) p+ substrate with alignment 0.0 ± 0.2 °. The Be delta-doped layers were 
obtained by doping the growth surface during a growth interrupt lasting from 10 s up to 360 s, while 
the surface was under an As flux. In this way, a stack of four doping layers was produced with doping 
concentrations of 31012cm"2, M013 cm"2, 3-1013 cm"2 and MO14 cm"2, respectively. 25 nm of undoped 
GaAs was grown between the individual doping layers. This stack of four delta doping layers was 
repeated 3 times in the structure where each stack was separated by a doped 2.5 nm A^Ga^As 

CCC Code O-78O3-3883-9/98/$10.OO © 1998 IEEE 
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marker layer. The intended doping concentration was checked by SMS measurements and the electric 
activity of the dopant atoms in the layers by etching CV profiling. The STM measurements were 
performed in an UHV environment (p = MO"" torr) on freshly in situ-cleaved samples. 

3. Results 

In Fig. 1 we show a large scale As related image across a full stack of four delta doped layers. The 
white hillocks which are due to individual ionized doping atoms are clearly visible [6]. Ionized Be 
closest to the cleaved surface appear brightest while deeper lying dopants appear weaker. We are able 
to observe ionized dopant atoms up to a depth of about 1.5 nm below the cleaved surface. 

From expanded images like in Fig. 1 the position of the Be atoms was determined with atomic 
resolution in both the [001] and the [110] direction. Fig. 2 shows the spreading of the dopants in the 
[001] growth direction. The spreading is given in bilayer units where one bilayer consists of a single 
As layer and a single Ga layer. A Gaussian fit was used to quantitatively determine the spreading of 
the dopants. 

Fig. 1. STM image of Be-delta doped layers. Large scale (300*120 nm2, compressed) As related image of one of the 
stacks consisting each of four delta-doped layers. Tunneling conditions: sample bias = 1.0 V and tunnel current 20 pA. 
The grey-scale range is 0.08 nm with a [001] corrugation of approximately 0.03 nm. Electrically active Be dopants appear 
as white hillocks of approximately 2.5 nm in diameter and up to 0.05 nm high. 

4. Discussion 

The unprecedented resolution in Fig. 1 shows the potential of X-STM for the study of delta-doped 
layers. No other technique is able to get a similar atomic resolution as demonstrated here for the case 
of X-STM. The results show a near single atomic layer thickness for the doping layers with the lowest 
doping concentration whereas a considerable broadening is observed for the layers with the higher 
doping concentration. We also observed a small, about 2 bilayers, shift of the dopant plane from the 
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intended doping position towards the growth surface. This shift is probably due to the field induced 
drift from the surface depletion field which exists at the surface of the semiconductor [10]. However, 
this surface depletion field cannot be responsible for the broadening of the dopant layers at high 
doping concentrations because we observe a symmetric broadening of the doping layer centred around 
the intended dopant plane. We believe that this broadening is due to the mutual Coulomb repulsion 
between the individual Be ions. This drift/diffusion process is active in the absence of the surface 
depletion field as can seen from the ongoing drift/diffusion during growth of the sample. This is 
confirmed in Fig. 2 where we show that in the different stacks of delta layers the thickness of the 
dopant layer depends on the time at growth temperature. 

Fig. 2. Layer width as a function of the intended doping 
concentration and the time at growth temperature for the 
three stacks of doping layers. Data from stack 1 (circle), 
stack 2 (triangle) and stack 3 (square) are shown. 

Intended 2D Doping Cone, (cm 

One of the most exciting possibilities of X-STM is the fact that we are able to study the distribution 
of the dopants in the plane of the doping layer. The study of the in plane distribution can be used to 
check if any ordering of the dopants is occurring. A convenient way of showing the presence of 
structure in a particle distribution is the radial distribution function (frequency plot of the pair 
distance for all available pairs in the set of particles). In Fig 3 we show the radial distribution function 
of the doping layers with doping concentrations of MO13 cm"2 and 3-1013 cm"2, respectively. In the 
case of a totally random distribution one would observe a flat radial distribution function, g(r) = 1. Fig 
3 clearly shows that close pairs of dopant atoms are much less common. The distribution of the 
ionized Be atoms thus has the character of a so called strongly interacting gas. 

We believe that the absence of the close pairs is due to the mutual repulsion of the two ionized 
dopants. This is the same Columbic repulsion that spreads the dopants out in the growth direction. 
Thus it might be difficult to obtain a long range order in the dopant distribution, because the same 
effect that orders in the in-plane dimensions pushes the dopants off the plane in the growth direction. 
To achieve order it may be important to use longer growth interrupts because during this time the 
drift/diffusion of the dopants is highly anisotropic with motion on the growth surface being far more 
likely. In the future, it will be very interesting to see what the influence of the structure in the ionized 
dopant distribution is on the mobility of free carriers that scatter on these ionized impurities. In the 
ideal case of perfect long range order producing a Wigner crystal of ionized Be atoms, the scattering 
of the free carriers on the impurity distribution is absent. 
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Fig. 3. Radial distribution function for the delta layers with doping concentrations of (a) 3-1012 cm'2, (b) 1-10" cm"2 and 
(c) 3-10'3 cm'2 respectively as determined from the XSTM images (circle). The radial distribution function for a random 
distribution is shown by the dotted line. 

5. Conclusions 

Using STM we have shown that the width of the doping layers for concentrations up to M013 cm"2 is 
smaller than 1 nm. In doping layers with a higher doping concentration we find that the doping layer 
thickness increases strongly due to Coulombic repulsion between individual Be ions. The Coulombic 
repulsion can also be observed in the spatial distribution of the dopants in the plane of the doping 
layer. 
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Abstract. We have used room temperature  photoreflectance spectroscopy to  study interfacial 
electronic properties of various oxide-GaAs heterostructures. The samples, Air-, A1203-, Ga2Ox-, and 
Ga203(Gd203)-GaAs, were fabricated by in-situ molecular beam epitaxy. Build-in electric fields are 48,44, 
and 38 kV/cm for Air-, A1203-, and Ga2Ox-GaAs samples, respectively, corresponding to the interfacial 
state density (Dit) of 2.4,2.2, and 1.9x10" cm2 eV1, respectively. For the Ga203(Gd203)-GaAs sample, the, 
build-in electric field is negligibly small, indicating a very low interfacial state density. Estimated by the 
low field limit criterion, Dit is less than 1x10" cm'2 eV'1. Our results are consistent with the previous data 
obtained using capacitance-voltage measurements in quasi-static/high frequency modes. 

1. Introduction 

The dielectric or insulating film has played an important role in the fabrication of conventional 
and low dimensional field-effect metal-insulator conductor devices.[l]-[5] However, for the high 
mobility materials such as GaAs and its related compounds, which are the mostly commonly used for 
low power, high speed devices, the insulating film providing low interface state density and stable 
device operation is still not available. Many efforts have been made on the searching of such 
dielectric film including Si3N4, Si02, A1203, and Ga203 deposited in combination with dry, wet and 
photochemical surface treatment.[6]-[9] Recently, M. Passlack et <z/.[10] of Bell laboratory have 
reported a new approach to grow, by in-situ molecular beam epitaxy, a Ga203(Gd203)-GaAs structure 
with interface state density in the low 10'° cm"2eV"' range at midband energy and an interface 
recombination velocity of 4500 cm/s.[10]-[12] A capacitance-voltage (C-V), capacitance-time (C-T), 
conductance-voltage (G-V) and steady state photoluminesence (PL) measurements[13] were 
employed in their investigations on the electronic interface properties. 

In this letter, we present results of our studies on the electronic properties of the oxide-, 
semiconductor interface by contactless and nondestructive photoreflectance (PR). Four samples, Air-, 
A1203-, Ga2Ox, Ga20,(Gd203)-GaAs (bare sample surface) were studied. From the observed Franz- 
Keldysh oscillations (FKOs) of the PR spectra we were able to estimate the interface electric fields 
and deduce the densities of interface states. 

2. Experiment 

Samples were grown using a multiple-chamber UHV system.[10] A typical growth sequence 
entailed different oxide films being deposited on 1.5 \\m of n-type GaAs buffer layer (1.6xl016 cm"3) 
which had been previously grown on a highly doped n-type (100) GaAs substrate. The oxide films, 
A1203-, Ga2Ox-, and Ga203(Gd203)-GaAs were deposited using molecular böams of aluminum and 
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Table 1. The sample structure, dielectric film thickness, the values of the interface 
 field Fin, and the density of interface states Dit. 

Dielectric film Thickness (A)        Fin (kV/cm) Dit(10" cm'W) 

Air X 48 2.4 

AljO, 700 44 2.2 
Ga2Ov 600 38 1.9 

Ga2Q3(Gd203)* 400 <21 <1.0 

* Estimated from the low field limit criterion, | % Q|3/r3<l/3 

gallium-oxide. Single crystals of A1203, Ga203, and Gd3Ga5012 were used as source materials and 
evaporated by e-beam technique. According to the report by Passlack et a/.,[10] the use of Gd3Ga5012 

was motivated by the unavailability of single Ga203 crystal and led to the first successful deposition 
of gallium oxide molecules forming extremely uniform nonstoichiometry Ga203(Gd203) films on 
GaAs. Samples with different dielectric film materials and thickness are listed in Table 1. 

A standard PR apparatus was used in this study.[14] The probe beam consisted of a tungsten 
lamp and a quarter meter monochromator. A He-Ne laser served as the pump beam. The detection 
scheme consisted of a Si photodetector and a lock-in amplifier. The probe and pump beams were 
defocus on the sample to reduce the photovoltaic effect. All measurements were performed at room 
temperature and at a modulation frequency of/=200 Hz. 

3. Theory 

In PR, the electric field of the sample is modulated through the changes in the surface 
photovoltage induced by the absorption of the photons above the band gap. When an electric field is 
applied to a sample, electrons and holes are accelerated by the field. The electro-optic energy, ti fi, is 

defined as [15] : 

(7iQ)3=(ftFe)72u (!) 

where F is the electric field and \i is the reduced interband electron and heave hole pair effective mass 
in the direction of the electric field. The line shape of the PR spectrum in the low field limit 
| Ä£2|7r3<l/3, where T is the broadening parameter, can be fitted to [16],[17]: 

AR/R=Re[Aeie(E-EE+irp] (2) 

where A is the amplitude, 6 the phase angle, E the incident photon energy, Eg the interband transition 
energy and m is a parameter depending on the type of the critical point (for three dimensional critical 
point m=5/2). If an electric field exists and is not in the low field limit, the analysis of the PR 
spectrum is based on the so-called high field limit of electroreflectance. Under this limit, the PR 
spectra near the fundamental absorption edge exhibit FKOs above the band gap energy. The extrema 
in the FKOs are given by [18],[19]: 

n7HK^[(En-E8)/fcn]3/2 (3) 
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where n, <|>, En and Ee are the index of the n"1 extrema, an arbitrary phase factor, the photon energy of 
the n* oscillation and the energy band gap, respectively. 

4. Results and Discussion 

Fig. 1 shows the PR spectra for all samples at room temperature. Spectra of the three samples 
Air-, A1203-, and Ga2Ox-GaAs contain the FKOs features (labeled A-D in. Fig. 1) with different 
periods exhibited above the energy gap of GaAs (1.42 eV) for each spectrum. It indicates that electric 
fields of different strengths exist at the interface regions of the samples and the electric fields are not 
in the low field limit. No'FKO feature appears in the spectrum of Ga203(Gd203)-GaAs inferring that 
the electric field in this sample is too low to create any FKOs and the only feature in the spectrum 
corresponds to the fundamental band to band transition. The broadening parameter T obtained by 
fitting its spectrum to Eq. (2), is approximately 13 meV. The electric field F corresponds to the low 
field limit criterion, | ti n|3/r3<l/3, which at this broadening parameter is less than 2.1x10" V/cm. In 
Fig. 2, the quantity (4/371 )(En-Eg)

3'2 is plotted as a function of the index n, where Eg is estimated by 
the "three point method". The solid lines represent linear fits to Eq. (3). The slope of the solid line 
yields the electro-optic energy h fi which in turn gives, the built-in electric field F. The effective 
masses of the electron and heavy hole used here are 0.065 m0 and 0.34 m0 respectively in GaAs, 
where m0 is the free electron mass. The calculated value of F are also included in Table 1. 

Air-GaAs (x0.5) 

AI,Oj-GaAs 

Ga2Ox-GaAs 

Ga20j(Gd203)-GaAs (x0.5) 

1.35 1.40 1.65 1.45       1.50       1.55       1.60 

Photon Energy (eV) 

Fig. 1 The PR spectra for samples Air-, A1203-, Ga2Ox-, 

Ga203(Gd203)-GaAs, at room temperature. 

The mechanism of the built-in electric field can be interpreted by simple model of parallel plate 
capacitor. The band bending region, which supplies the PR signal is sandwiched between the negative 
charges in the interface states (surface states for Air-GaAs structure) and the positive charges in the 
thin depletion layer in the n-type GaAs. The electric field of the capacitor is given by : 
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. 0.000- 

12 3 4 

FKO Index n 

Fig. 2 The quantity, (4/37i)(En-Ee)
3/2, as a function of index n (FKO 

extrema) 

(4) 

where CTi; s, s0, e and Dit represent the surface charge density, relative dielectric constant, free space 
permittivity, free electron charge and the density of occupied interface states, respectively. Once the 
electric field is obtained from the FKOs, the interface charge density G; and thus the occupied 
interface state density D:i can be calculated from Eq. (4). The results are include.d in Table 1. The 
density of interface states of Ga203(Gd203)-GaAs reported by M. Passlack et al. [10], measured by the 
quasi-static/high frequency technique, ranges from 2xl010 to 5xl012 cm^eV"1 at various band gap 
energies which is comparable with the value of less than 1.0x10" cm"2eV"' averaged over the band 
gap energies estimated by the low field limit criterion in photoreflectance spectroscopy. For Air-, 
A1203-, and GajOx-GaAs, the densities of interface states are 2.4, 2.2, 1.9x10" cm'VV"1 respectively. 
Passlack et al. also reported a density of interface states of Al203-GaAs to be around 10'2 cm"2eV"' 
measured by capacitance-voltage technique which is also comparable with the result obtained by PR 
technique. 

5. Conclusion 

In conclusion, the contactless and nondestructive technique of photoreflectance has been used to 
characterize the electronic interface properties of a series of oxide-GaAs structures fabricated by in- 
situ molecular beam epitaxy. We found that the densities of interface states measured by PR 
technique is consistent with the results obtained from quasi-static/high frequency technique. The 
built-in electric field and the density of interface states of Ga203(Gd203)-GaAs structure are very 
small due to the fact that the nonstoichiometry film is extremely uniform deposited on GaAs. 
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Abstract. The InGaAsP/InGaAs strained-layer multiple quantum well (SL-MQW) structures for 1.3 um or 
1.55 urn distributed feedback laser diodes (DFB-LD) have been grown by low-pressure metalorganic 
vapor phase epitaxy. We observed the lateral undulation or deformation of SL-MQW grown on sawtooth- 
patterned substrates before the fabrication of DFB-LD, and it was dependent upon the initial growth 
conditions, AsH3 partial pressure and heat-up time, prior to the 1st active layer growth. It is mainly due to 
the excess accumulation of strain in a given growth condition. The structural qualities of SL-MQW are 
analyzed in-depth using DCXRC, PL, TEM, SEM, and OM. We will discuss the effect of undulation or 
deformation on the device properties, such as I-V, I-L, differential quantum efficiency, internal loss, and 
characteristic temperature. 

1. Introduction 

The 1.3 |am or 1.55 urn InGaAsP/InP strained-layer multiple quantum well distributed 
feedback laser diodes have been extensively studied as light sources for long-haul, high-speed optical 
communication systems [1]. Recently, lateral thickness modulations have been observed in the strain- 
compensated InGaAsP/InGaAsP MQW [2-4], the strained-compensated GalnAs/GalnAs MQW [5], 
and InGaAs/GaAs superlattices structures [6], grown on no patterned substrates. Ponchet et al. 
reported that tensile layer growth appeared to be responsible for starting of the modulation in the 
strain-compensated structure[2]. One may observe the undulation or deformation of SL-MQW layers 
in the growth of 1st active layers on the patterned substrates prior to the fabrication of DFB-LD. Such 
phenomenon deteriorates the device performances, such as thermal stability and reliability of DFB-LD. 

In this report, we observe that this undulation or deformation of the layer grown on the 
sawtooth-patterned substrate is dependent upon the initial growth conditions, AsH3 partial pressure 
and heat-up time, prior to the 1st active layer growth. We report the optimum initial growth conditions 
for removing such a lateral undulation or deformation of SL-MQW layers, and discuss the influence of 
undulation or deformation on the device performance. 

2. Experiments 

The epitaxial layers used in this study were grown on (100) InP substrates with lst-order 
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•SL-MQW- 

681388   20KV  X6S.QK  8.5Bu> 

(a) (b) 

Fig. 1    SEM cross-sectional views of (a) undulation and (b) no undulation of SL-MQW layers. 

corrugation grating using low-pressure metalorganic vapor phase epitaxy (LP-MOVPE). The layer 
structure consists of compressively strained InGaAs wells and lattice-matched InGaAsP barriers (10 
periods of MQW) emitting at 1.55 um, and 1.24-u.m InGaAsP waveguide layers. For double crystal 
X-ray rocking curve (DCXRC) measurement, symmetric (004) reflection RCs were obtained a high 
resolution double-crystal diffractometer (Bede DCC 300) equipped with a rotating-anode CuKa 
radiation and a Si(220) channel-cut collimator. The structural qualities of SL-MQW are analyzed 
using DCXRC, PL, TEM, SEM, and OM, and will discuss the effect of undulation or deformation on 
the device properties (I-V, I-L, differential quantum efficiency, etc), after the fabrication of high speed 
DFB-LD. 

3. Results and Discussion 

We observed the lateral undulation or deformation of SL-MQW DFB-LD structure grown on 
patterned InP substrates with the initial growth conditions of both AsHb partial pressure of 1.5 x 10"3 

Torr and heat-up time of 5 min, as seen in a SEM photograph (Fig. 1(a)). In Fig. 2(a), it shows rough 
surface morphology for the layer with undulation of SL-MQW. From the double crystal X-ray rocking 
in Fig. 3(a), satellite peaks of SL-MQW layers around InP substrate peak are very broad and not clear, 
indicating the very poor epitaxial quality of MQW, due to the dislocations generated at the concave of 
MQW, as reported by Jang et al.[7]. Dislocations appeared as early as the fifth period of MQW in 
TEM bright field image[8], and it is mainly due to the excess accumulation of strain. We could not 
detect PL signal for the sample of layer undulation due to the poor layer quality. This undulation was 
removed by controlling the AsFb partial pressure and heat-up time as shown in Fig. 1(b), and the 

(a) (b) 
Fig. 2    Surface morphologies of (a) undulation and (b) no undulation of SL-MQW layers. 
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Fig. 3    Double Crystal X-ray Rocking Curves : (a) undulation and (b) no undulation of SL-MQW 
layers. Satellite peaks of SL-MQW layers with undulation are very weak due to the dislocations. 

sample exhibited specular surface morphology in Fig. 2(b). We found the optimum initial growth 
conditions, such as AsFk partial pressure of 9 x 10"4 Torr and 3 min heat-up time. In the DCXRC of 
sample with no layer undulation in the Fig. 3(b), several satellite peaks are sharp and comparable to 
the peaks of Fabry-Perot LD structure. Unlike the layer undulation, the clear and sharp PL spectrum 
was observed, showing good layer quality. 

Figure 4 shows typical static characteristics, such as I-V, I-L, and differential quantum 
efficiency (or, slope efficiency (SE)), of DFB-LD fabricated with undulation and no undulation of SL- 
MQW. The differential quantum efficiency was 8% for the sample of layer undulation (Fig. 4(a)), 
while for the sample of no layer undulation, quantum efficiency increased to 16% in Fig. 4(b). For the 
sample of layer undulation, the characteristic temperature (T0) of ~ 48 K was obtained from the 
measured I-L curves at heat sink temperatures 20 ~ 80°C for laser diode having 300 urn cavity length 
(Fig. 5). However, T„ was the range of 51 ~ 57 K for the sample of no layer undulation. The internal 
quantum efficiency and the internal losses were extracted from the dependence of external efficiency 
with cavity length. Internal loss and internal quantum efficiency of the undulated DFB-LD were 26.7 
cm"1 and 43.4 %, respectively, while for no layer undulation they were 19.8 cm"1 and 58 %, showing 
better device properties. 

0     20    40    60    80    100 
If[mA] 

(a) 

0      20     40     60     80    100 
If[mA] 

(b) 
Fig. 4    Static Characteristics of DFB-LD : (a) undulation and (b) no undulation of SL-MQW layers. 
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Fig. 5 Characteristic temperature of DFB-LD with undulation of SL-MQW. 

4. Conclusion 

The InGaAsP/InGaAs SL-MQW structures for 1.3 urn or 1.55 um distributed feedback laser 
diodes have been grown by LP-MOVPE. The lateral undulation or deformation of SL-MQW layers 
grown on sawtooth-patterned InP substrates has been observed, and it was dependent upon AsH3 

partial pressure and heat-up time prior to the 1st active layer growth. Based upon our results, the 
optimum initial growth conditions, in order to remove such an undulation or deformation of SL-MQW 
layers, were AsH3 partial pressure of 9 x 10"4 Torr and 3 min heat-up time. The differential quantum 
efficiency was 8% for the sample of layer undulation, while for the sample of no layer undulation, 
quantum efficiency increased to 16%, indicating better device properties. Characteristic temperatures 
of ~ 48 K and -57 K were obtained for undulation and no undulation of SL-MQW, respectively. 
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Abstract. We report the appearance of a white-noise component in the anion roughness spectrum of the GaSb/ 
InAs interface under MBE growth conditions routinely employed for type-II quantum well and interband cas- 
cade lasers. Real-space imaging with cross-sectional scanning tunneling microscropy (XSTM) reveals that the 
white-noise power due to anion cross incorporation within the layers (As in GaSb and Sb in InAs) is less than 
the white-noise background appearing in the roughness spectrum, indicating an excess of interface defects. 

1. Introduction 

Improved control of the interfaces between nearly-lattice-matched 6.1 A materials (InAs, GaSb, and 
AlSb) is important for a number of applications, including the optimization of type-II quantum-well 
(QW) and interband cascade (IC) lasers operating in the mid-IR [1-3]. 

We present new cross-sectional scanning tunneling microscopy (XSTM) results exploring the 
relationship between two fundamental materials issues in the mixed-anion GaSb/InAs system: bulk 
cross incorporation and the interface roughness spectrum. In particular, we observe a new, white-noise 
component in the roughness spectrum at the GaSb-on-InAs interface under conditions routinely em- 
ployed for the growth of mid-IR lasers. We associate this phenomenon with point defects in the anion 
sublattice which occur within the layers as well as at the interface. We demonstrate the point defects 
appearing within the GaSb layers are due to As cross incorporation and, following earlier work, ascribe 
those in the InAs layer to Sb incorporation. The spectral density associated with cross incorporation 
cannot fully account for the white noise observed at the GaSb/InAs interface, indicating the presence of 
additional interface-specific defects. 

2. Experiment 

Two model structures were employed for the experiments reported here: the first was designed to facili- 
tate studies of the effect of growth order on interface properties and the second the role of anion cross 
incorporation (specifically As incorporation in GaSb). The respective layer sequences are illustrated in 
Fig. 1. 

All growths were performed in a Riber 32 MBE system equipped with a valved, cracked As 
source and an EPI175 Sb cracker. In the first structure, the As valve remained open at the optimal setting 
for growth of InAs while the source was shuttered during deposition of the antimonide layers. In the 
second structure, the As source was shuttered as before but the valve setting readjusted during antimonide 
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jLiAs 40 Ä 
AlSb 38 Ä 

iGaSb 200 A 
GaSb spacer 500 Ä 

|AlSb 38 A 
ilnAs 40 A 
GaSb 280 A 

InAs 90 A 
AlSb 86 A 

i GaSb 700 A 25 mils 
InAs 90 A 
AlSb 86 A 
GaSb 600 A 50 mils 
InAs 90 A 
AlSb 86 A 
GaSb 500 A 100 mils 
InAs 90 A 
AlSb 86 A 
GaSb 400 A 200 mils 
InAs 90 A 
AlSb 86 A 
GaSb 300 A 200 mils 

Figure 1. Layer sequences employed to study the effect of growth order (structure 1, left), and cross-incorporation (structure 
2, right, with As valve settings in mils) on interface properties. Growth direction is toward the top of the page. 

growth as indicated in Fig. 1. Both structures were grown at a temperature of 440 °C on top of a 0.3 urn 
GaSb buffer layer previously deposited on a p-GaSb substrate. Details of the growth procedures can be 
found in reference [4]. 

The samples were cleaved under UHV conditions (< 5x10" Torr) in a separate STM chamber, 
and the exposed (110) surfaces imaged with Pt-Ir tips at typical sample biases of -2.5 V and tunnel 
currents of 100 pA. 

3. Results and Discussion 

To assess the interface quality in these MBE-grown structures, we derive the roughness spectrum from 
atomic-resolution interface profiles (Fig. 2). Because of the pronounced electronic contrast arising from 

P.  a 

300 400 

[110] Distance (A) 

Figure 2. (Top) Representative XSTM image of the anion sublattice from the upper portion of structure 1. Growth direction 
is toward the top of the page. (Bottom) Corresponding profile at the GaSb/InAs interface, discretized in units of the surface 
mesh. 
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the valence-band offset between the respective materials, the GaSb/InAs interface readily lends itself to 
this kind of analysis. 

Following earlier XSTM studies [5-7], we examine interface segments with minimum lengths 
-500 Ä and use the surface mesh (4.2 A along the interface and 6.1 Ä across the interface) as a grid for 
discretizing our atomic-resolution profiles (Fig. 2). The resulting spectral density, obtained by averaging 
ten such profiles from structure 1, is plotted versus spatial frequency in Fig. 3. 

Previous XSTM studies of antimonide-based heterojunctions [5,7] have concluded that the rough- 
ness spectrum is Lorentzian [8], reflecting the interface kinks due to terrace/island structure at the GaSb/ 
InAs growth front. Inspection of Fig. 3, however, indicates our data is comprised of two components: a 
Lorentzian at low wave vectors that smoothly joins to a constant background at high wave vectors. As 
shown by the solid line in Fig. 3, the functional form 

N L: 2Az{A/2n) 

(l + <72(A/2;r)2 
- Constant (1) 

provides an excellent fit to the observed spectrum, producing reasonable values for the roughness ampli- 
tude A (1.7 ± 0.1 A) and correlation length A (79.0 ± 10.1 Ä) associated with the Poisson-distributed 
interface kinks. We interpret the constant offset in the spectral density (20.5 ± 1.5 Ä3) as a "white-noise" 
background due to random, uncorrelated point defects. These defects appear as isolated, single-cell 
discontinuities in the raw interface profiles (Fig. 2). 

The XSTM data shown in Fig. 2 suggests one possible origin for these interfacial defects. There 
are a number of anion defects within the layers that appear either as isolated dark sites in the case of GaSb 
or as bright sites in the case of InAs. The bright sites in InAs have been previously interpreted as substi- 
tutional Sb [5]; the appearance of dark sites in GaSb is similarly consistent with the hypothesis of substi- 

0.2 0.4 0.6 

Wave Vector q (A" ) 

•< 

1 2 

As Concentration (%) 

Figure 3. (Left) GaSb/InAs interface roughness spectrum using atomic-resolution interface profiles from structure 1. Solid 
line is a fit to Eq.(l). (Right) White-noise spectral density as a function of As concentration obtained from bulk profiles 
through the GaSb layers in structure 2. Solid line is an extrapolation of the spectral density due to a single defect. 
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tutional As, presumably from background incorporation during MBE growth. Atomic-resolution XSTM 
images from our second structure confirm this hypothesis by demonstrating a linear correlation between 
the GaSb layer defect density and the As-cracker valve settings indicated in Fig. 1. 

Bulk cross incorporation will contribute to the roughness exhibited by our interface profiles, since 
a dark or bright substitutional defect may introduce singe-cell discontinuites prejudicing our assignment 
of atoms to the InAs and GaSb layers, respectively. We can ascertain the influence this has on our results 
by examining an ensemble of bulk profiles (of standard length) through the GaSb layers in structure 2 and 
analyzing them in the same manner as our interface data. We find the associated "roughness" spectrum is 
"white", and that the spectral density scales linearly with As defect density as shown in Fig. 3. 

The scaling emphasized in Fig. 3 allows us to predict the spectral density associated with bulk 
cross incorporation in structure 1. So doing, we find that the combined Sb-in-InAs (4.5 %) and As-in- 
GaSb (2 %) defect concentrations account for less than half the interfacial white-noise observed in Fig. 2. 
This deficit indicates the prescence of additional, interface-specific defects whose character and origin 
are still under investigation. 

4. Conclusions 

We have used XSTM to examine the microstructure of epitaxial GaSb/InAs interfaces formed under 
conditions routinely employed in the growth of mid-IR lasers. Atomic-resolution images reveal the 
presence of point defects in the anion sublattice that introduce a white-noise component to an otherwise 
Lorentzian interface roughness spectrum. We have identified arsenic cross incorporation as a source of 
bulk defects within the GaSb layers and quantified its influence on the interface roughness spectrum. 
When the combined effect of anion cross incorporation in both GaSb and InAs layers is properly ac- 
counted for, we find an excess white-noise spectral density which we attribute to interface-specific de- 
fects. The precise origin of these defects is not yet known. 
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Abstract. By x-ray CTR (crystal truncation rod) scattering and x-ray interference in ZnSe/GaAs hetero- 
structures, Zn, Se, Ga and As distributions and crystal structures near the heterointerfaces were analyzed to 
the one monolayer level non-destructively. In Zn-initiated growth of ZnSe, several monolayers depth of 
interdiffusion of Ga/Zn and abrupt change of As and Se were observed. In Se-initiated growth, distribution 
of Ga-vacancy was observed, which means Ga2Se3 formation near the interface. 

1. Introduction 

Binary II-VI compound ZnSe has been grown on binary III-V compound GaAs because of close 
matching of lattice constants (ZnSe: 5.668 Ä and GaAs: 5.653 Ä) and availability of large area GaAs 
as the substrate for epitaxial growth (e.g. Gunshor and Nurmikko 1997). However, the difference in 
the valence of ZnSe and GaAs often nucleates stacking faults at the heterointerface, creates interfacial 
dipoles and highly doped regions and/or new phases such as Ga2Se3 by the mutual interdiffusion of 
host atoms near the heterointerface (e.g. Gunshor and Nurmikko 1997). Those interface structures 
should change depending on growth conditions of ZnSe on GaAs. Even though ZnSe/GaAs is a very 
important heterovalent structures, very little is known on the atom distributions at and near the 
heterointerface, which determine the electronic and energy structures at the interface. 

We have conducted the x-ray CTR (crystal truncation rod) scattering measurement to reveal 
the atomic distribution at and near the heterointerface of ZnSe/GaAs grown by OMVPE with Zn-initiated 
and Se-initiated growth of ZnSe at 450°C. X-ray CTR is a rod (or a needle depending on the x-ray 
beam size) that appears around a Bragg diffraction spot in k-space. It is caused by the abrupt 
truncation of a crystal at the surface and finite penetration depth of the x-ray (Robinson 1986, Kashiwagura 
et al. 1987). We have demonstrated that the x-ray CTR scattering with x-ray interference effect is a 
very powerful technique to reveal the layer structure, even the crystal structure in the layer, of the 
heteroepitaxially grown samples in the atomic scale and that a proper design of the layer structure 
enhances the CTR signal by one order of magnitude (Takeda et al. 1995, Tabuchi et al. 1995, Tabuchi 
et al. 1996a, b, Tabuchi et al. 1997, Fujita et al. 1997, Takeda et al. 1997). 

In this paper, we report the measurement of x-ray CTR scattering and x-ray interference in 
ZnSe/GaAs heterostructures and non-destructive analysis of Zn, Se, Ga and As distributions and 
crystal structures near the heterointerfaces to the one monolayer level. Clear difference in the spectra 
in Zn-initiated growth and Se-initiated growth of ZnSe on GaAs was observed, and hence clear 
difference in the interface structures in Zn-initiated and Se-initiated growth was obtained from the 
analysis. 
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2. Experiments 

2.1 Sample preparation 

The samples were prepared by an atmospheric pressure OMVPE (Funato et al. 1997) . TEGa and 
TBAs were used for the growth of GaAs and DEZn and DMSe were used for the growth of ZnSe. 3-5 
nm-thick ZnSe layers were grown on GaAs (001) substrates with 150 nm-thick undoped GaAs buffer 
layers. Growth temperature was 700°C for GaAs, once lowered to 200°C to purge the precursor for 
GaAs out of the reactor and then raised to 450°C to grow ZnSe. Prior to the ZnSe growth, GaAs 
surface was exposed to a Zn flux (Zn-initiated growth) or a Se flux (Se-initiated growth) for 2-60 s. 

2.2 X-ray scattering measurement 

X-ray CTR spectrum measurement was conducted at the beam line BL6A, of the Photon Factory at 
Tsukuba using synchrotron radiation from the 2.5 GeV storage ring. The wavelength of the x-ray was 
set at 1.600 A. The CTR spectrum extending from 004 Bragg point was recorded by a Weissenberg 
camera with IP (imaging plate) as a detector. 

3. Results and discussion 

To analyze the interface structures a model structure as shown in Fig. 1 was created from which a 
theoretical CTR spectrum was generated using a kinetic theory (Robinson 1986). In the model, those 
parameters such as nZn (number of Zn monolayers), nSe (number of Se monolayers), dZn (distribution 
distance of Zn into Ga sublattices), dSe (distribution distance of Se into As sublattices), dGa (distribution 
distance of Ga into Zn sublattices), dAs (distribution distance of As into Se sublattices), xiZn (Zn 
composition at Zn/Ga interface), xiSe (Se composition at Se/As interface), xhZn (Zn composition in 
ZnSe layer), xhSe (Se composition in ZnSe layer), and Ga-vacancy concentration which appears to form 
Ga,Se., were considered. The distribution functions were assumed to be expressed as, e.g., in the case 
of Se distribution, xhSe=x.Se{l-erf(n/dSe)}, where erf is the error function and n is the number of 
monolayer from the interface, i.e., the distance from the interface in units of monolayer. Other 
conventional parameters such as the surface roughness <Az2> and the lattice distortion are also considered 
as usual (e.g. Tabuchi 1996b). The values of these parameters were obtained at the best fit of the 
theoretical curve to each of the experimental spectra. 

Figure 2 (a) shows the measured (background subtracted) CTR spectra by solid circles. Each 
spectra are shifted by two orders of magnitude for clarity and the bottom one is plotted at the real 
intensity. The horizontal axis is the index / of (00/). Upper two spectra are from the samples with the 
Se-initiated growth and lower three spectra are from the samples with the Zn-initiated growth. Clear 
difference in both the lower index side and the higher index side of the spectra is observed for the 
Zn-initiated growth and the Se-initiated growth. The sharp drop around /=4.02 reached almost zero 
intensity in all the spectra. In Fig. 2 (a), the best-fit curves to the spectra without assuming Ga-vacancy 
are also drawn with thin dotted lines. Data around the Bragg peak (/=4±0.01) were not used for the 
fitting because the intensity may be too strong for the kinetic theory. 

Figure 2 (b) shows the best-fit curves to the upper two spectra in Fig. 2 (b), i.e., of the 
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Fig. 1 Model structure for ZnSe/GaAs with Zn/Ga and Se/As interdiffusion near the interface. Central figure is the model 
layer structure with ZnSe on top of GaAs. Left curve is the distribution of Zn and Ga, and the right curve is the distribution 
of As and Se. The distribution curves were assumed to be the error function with distance from the interface as the 
variable. The symbols are explained in the text. 
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Fig. 2 (a) CTR spectra of ZnSe/GaAs heterostructures. Upper 
two curves are for Se-initiated growth with Se-exposure time 
of 15 and 60 s, and lower three curves are for Zn-initiated 
growth with Zn-exposure time of 2, 30 and 60 s before ZnSe 
growth. Clear differences are observed between Se-initiated 
and Zn-initiated growth modes. Thin dotted lines are the best- 
fit curves without Ga-vacancy in the model, 

(b) The best-fit curves to the spectra of Se-initiated growth 

with Ga-vacancy in the model. 
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Se-initiated growth. In this theoretical curve Ga-vacancy was introduced, and much better fitting near 
the dip and in the lower index region was obtained. 

The results of the analysis are summarized as follow: 1) In the Zn-initiated growth, it was 
found that the compositions of Zn and Ga at the II/III interface were 0.5 and 0.5, which means that 
there are no Ga-vacancy in the Zn-initiated growth. 2) In the Zn-initiated growth, several monolayers 
of diffusion of Ga into ZnSe and that of Zn into GaAs were observed, while As and Se distributions 
changed quite abruptly at the interface. 3) Considering the donor-like pair Ga-Se in the ZnSe layer 
and the acceptor-like pair Zn-As in the GaAs layer, dipoles were found to be formed very near the 
interfaces. 4) In the Se-initiated growth the Ga-vacancy distribution was found to result in a better 
curve-fitting to the CTR spectra. 5) The Ga-vacancy which is considered to form Ga2Se, was found to 
distribute into the ZnSe layer for several monolayers. 

4. Summary 

X-ray CTR scattering measurements were conducted on ZnSe/GaAs samples grown by OMVPE with 
Zn-initiated and Se-initiated growth mode. Obviously different spectra for these two growth modes 
were observed. From the analysis of the spectra, Ga, As, Zn, Se, and Ga-vacancy distributions in these 
samples were obtained in the atomic scale. In the Zn-initiated growth mode, several monolayers of 
interdiffusion of Ga/Zn and abrupt change of As and Se were observed. In the Se-initiated growth 
mode, distribution of Ga-vacancy was observed, which means formation of Ga2Se3 near the interface. 
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Abstract. An investigation of the electric field dependent transport through superlattice and multiple 
superlattice minibands is presented. A decrease of the miniband transmission with increasing electric field is 
observed in agreement with the results of a calculation based on a transfer matrix method. This observed 
behavior gives direct evidence for coherent transport through an undoped and biased GaAs/AlGaAs superlattice. 
The transconductance in 'broken gap' superlattices is used to probe interminiband transition rates above and 
below the optical phonon frequency. 

1. Introduction 

The electrical field dependent electron transport in undoped, biased GaAs/Ga0.7Al0.3As 
superlattices (SLs) and multiple superlattice structures (MLs) has been investigated. The ballistic 
hot electron spectroscopy technique [1,2] allows to measure the transmission through superlattice 
states under well defined bias conditions. The localization of electron wave functions of extended 
superlattice states as a function of the electric field in the superlattice [3, 4] is directly evident as a 
decreasing transmission. 
Additionally, multiple superlattices were designed to measure transition probability between 
minibands. In these samples electrons can only pass through the multiple SL structure by a decay 
process, the direct nondissipative way is blocked. By measuring the transmission as a function of 
minigap size, transition probabilities and miniband (MB) lifetimes are derived. 

2. Experimental Setup 

A three terminal device [1] is used to probe the 
superlattice transmittance [2]. An energy tunable 
hot electron beam is generated by a tunneling 
barrier, passes the superlattice after traversing a 
thin highly doped n-GaAs base layer and an 
undoped drift region. Having the possibility to 
control the injected current independently from 
the superlattice bias field, the transmittance of 
the superlattice can be measured directly for a 
given     superlattice     bias.     The     calculated 
conduction band energy diagram of a typical hot electron transistor including band bending is 
sketched in figure 1 for a given bias condition. The injected tunable electron beam has a normal 
energy distribution of about 15 meV in width [5]. The collector current is measured as a function 

Distance 

Figure 1: Schematic conduction-band diagram of the 
three terminal device, negative bias applied to the SL. 

CCC Code 0-78O3-3883-9/98/$10.OO © 1998 IEEE 
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of the injection energy. The measured transfer ratio CX=IC/IE is directly related to  the transmission 
through the miniband under bias conditions. 

3. Samples 

The structures were grown by molecular beam epitaxy on a semi-insulating GaAs substrate: a 
highly doped n+-GaAs collector contact layer (n=lxl018 cm"3) is followed by a superlattice and the 
drift region, slightly n-doped (n~5xlOl4cm"3) in order to avoid undesired band bending. To reduce 
quantum mechanical confining effects originating from the quantum well formed by the emitter 
barrier and by the superlattice the drift region is chosen to be at least 200 run in width. This is 
followed by a highly doped (n=2xl018cm"3) n+-GaAs layer (base) of 13 nm width. On top of the 
base layer a 13 nm undoped Gao.7Alo.3As barrier is grown followed by a spacer and a n+-GaAs 
layer, nominally doped to n=3xlOl7cm"3, in order to achieve an estimated narrow normal energy 
distribution of the injected electrons of about 15 meV. It should be noted that the width of the 
injected electron beam limits the energy resolution of the experiment. Finally, an n+-GaAs contact 
layer (n=lxl018 cm"3) is grown on top of the heterostructure to form the emitter. 
Different types of SLs were embedded into the hot electron transistor structure. All SL structures 
have 5 periods and are given in table 1. 

sample No. superlattice 1 superlattice 2 superlattice 3 

barrier (A) well (Ä) barrier (A) well (A) barrier (A) well (A) 

single SL #1 25 65 

multiple SL #2 35 42.5 25 120 15 85 

multiple SL #3 40 44 40 55 40 68 

Table 1: Description of the single and multiple superlattice structures embedded into the three terminal device 

The devices were fabricated using wet chemical etching of 20x20 (im2 mesas. The ohmic contacts 
are formed using a standard AuGe/Ni alloy. All measurements are performed at liquid helium 
temperatures. The doping profiles were verified using a CV-etch profiler. For the single SL #1 a 
simple Kronig-Penney calculation gives the lowest miniband lying between 46 meV and 68 meV, 
and the second between 182 meV and 276 meV [6]. 

4. Results and Discussion 

The static transfer ratio <X=IC/IE of the single 5 period superlattice structure (SL #1) is measured as 
a function of emitter bias in a common base configuration for different collector biases (see Fig. 2). 
No collector current is observed up to the first transparent state of the first miniband, indicating 
that there is no significant leakage current between base and collector. The bold solid line 
represents the transfer ratio at flat band condition (UBc~0). The sharp increase of the transfer ratio 
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at about 45 meV coincides very well with the lower 
edge of the first miniband which is calculated to be 
46 meV. The peak due to ballistic transport through the 
first miniband is broader than the expected miniband 
width (22 meV) due to a superposition of the miniband 
and the injector width. Before the sharp rise at the 
second miniband position 2 phonon replica are seen 
separated by 36meV, the origin of these replica is 
explained in greater detail in Ref. [2]. 

Figure 3 shows the transfer ratio of sample SL 
#1 as a function of positive and negative superlattice 
bias. An increased electric field leads to a decrease of 
the extend of the individual wavefunctions. The 
observed behavior is therefore in good agreement with a 

Figure 2: Transfer ratio at 4.2K versus injection simpie estimate for the quenching of the superlattice 

d?Kl^Lndto.SUPerlattICe  SamPle  *  transmission which should occur when the localization 
length A,=A/eF (A is the miniband width, and F the 

applied electric field) has reached about half of the total superlattice length. 
The experiment shows a symmetric decrease of the transmission for both bias directions 

indicating that the transport is purely ballistic and that no scattering is evident. This is in 
agreement with the result of a calculation based on a transfer matrix method using an envelope 
function approximation shown as solid line in Fig. 3. This experiment demonstrates for the first 
time clear evidence of coherent transport through 
electric field modified superlattice states. 

The next step is to look at the transport 
through a superlattice where a transition between 
states is enforced by the presence of a "broken gap" 
SL. Two samples with different combinations of five 
period SLs were designed. In Fig. 5 the basic idea is 
indicated: electrons injected into the miniband on the 
left-hand side can only pass through the multiple SL 
structure by a decay process. 

Figure 5 shows the transfer ratio versus 
injection energy of two different samples. Since the 
energy gap between the second and the lowest MB of 
sample #2 is of the order of the optical phonon energy, 
the inter-MB transition rate is mainly governed by 
LO-phonon emission. Sample #3 is designed in such a 
way that the gap between the MB  is smaller the 

calculation 
• experiment 

-4-2       0        2 

electric field (kV/cm) 

Figure 3: Measured (dots) and calculated 
(line) transfer ratio versus electric field. 
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optical phonon energy. The transfer ratio of #3 is found to be smaller by a factor of 20, thus giving 
a lifetime in the upper miniband 20 times larger than the optical phonon lifetime in the order of 

10 ps. 
The applied currents lead to current 

densities of less the one electron in the 
superlattice (20x20 urn2 mesa), making electron - 
electron scattering events very unlikely. Only 2 
to 3% of the carriers are scattered in sample #3 
in the overlapping region and contribute to the 
transmission current compared to the 
transmission of sample #2. Most of the electrons 
bounce back and are collected in the base region. 
However by biasing sample #3 with an electric 
field  the   superlattice   transition   energies   are 
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Figure 5: Transfer ratios of multiple SL #2 and #3. 

decreases the transfer ratio similar to the case of the single SL sample #1 due to electric field 

induced localization. 

Figure 4: Bandstructure of multiple SL sample #2; 
arrows indicate the electron injection. 

increased leading to an increase in the transfer 
ratio of more than one order of magnitude. 
When the increasing separation of the states 
in the minibands reaches transition energies 
close to the energy of optical phonons, fast 
interminiband transitions become possible, 
leading to a strong increase in the transfer 
ratio. Further increase of the applied voltage 
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Photoluminescence spectra, excitation spectra and decay kinetics of epitaxial GaN layers grown by MOCVD on sapphire 
substrates and implanted by isoelectronic impurities P and Bi were investigated. Post implant annealing up to 1150 ° C, and 
different duration time was done in a tube furnace under flowing NH3 or N2, using proximity cap method to recover 
implantation damages. The PL of GaN: P shows strong emission peaked at 423 nm - 428 nm with modulated structures that 
depend on annealing condition. The PL of GaN: Bi shows a luminescence transitions, observable at wide temperature range 
from 9 K to 300 K. Further, we develop the luminescence models that describe the recombination and quenching processes. 

It is well known that isoelectronic impurities in semiconductors produce bound states in the 
forbidden gap, binding an electron or a hole. An isoelectronic center can form bound states because of a 
short range central-cell potential. The primary factors affecting the binding potential are the 
electronegativity and the size differences between the impurity and the host ion which it replaces. The 
Pauling's electronegativity of N, P and Bi are 3.04, 2.19 and 2.02 respectively. From experimental data the 
isoelectronic impurity potential is attractive to a hole or electron according to the electonegativity rule that 
states that impurities may bind a hole (electron) if its electonegativity is smaller (larger) than that of the host 
atom it substitutes. It is found experimentally that only very large atoms or very small atoms produce 
isoelectronic traps because they create large lattice distortion induced by the substitution. To create a large 
binding potential, the substituted atom must generate a noticeable change in the local properties of the 
lattice [1,2]. After an isoelectronic trap has captured an electron or a hole, the isoelectronic trap is 
negatively or positively charged, and by Coulomb interaction it will capture a carrier of the opposite charge 
creating a bound exciton. If the isoelectronic trap remains as a stable charged state after trapping an electron 
(hole) without producing a bound exciton, the trapped electron ( hole) will recombine radiatively with a 
hole (or an electron) located at a distant acceptor (or donor). In this paper we discuses the isoelectronic 
traps in GaN semiconductors introduced by implanted P [3a,b] and Bi ions replacing the nitrogen. 
Photoluminescence spectra, excitation spectra, and PL kinetics of a high quality epitaxial GaN layers grown 
by MOCVD at CREE and EMCORE on sapphire substrates and implanted by isoelectronic impurities P 
and Bi were investigated. Post implant annealing at temperatures of up to 1150 ° C, and at different duration 
of time was done in a tube furnace under flowing NH3 or N2, and a in rapid thermal annealing system in 
ambient of N2 using the proximity cap method to recover implantation damages. The PL of GaN: P showed 
a strong emission peaked at 423 nm - 428 nm with modulated structures that depend on annealing 
conditions Fig. 1,2. The PL of GaN: Bi shows a modulated luminescence spectra Fig.3 observable at wide 
temperature ranges from 9 K to 300 K (due to interference ). The PL of GaN: P annealed at 1150 ° C in 
NH3 exhibits strong pair-type luminescence transitions overlapped with emissions of an exciton bond to 
the P isoelectronic trap wich became dominant at 150 K Fig.l. From Fig.l we obtained experimental 
evidence that under above bandgap excitation, there exists the pair type emission involving P isoelectronic 
traps and neutral donors and the emission band due to the recombination of excitons bound to phosphorus 
isoelectronic traps. With increasing temperature the pair emission decrease and vanished at 175 K, but the 
emission of excitons bound to a P isoelectronic trap is observed till room temperature. The new pair spectra 
are different from the ordinary donor- acceptor pair spectra, because an isoelectronic hole trap is neutral 
before the hole capture. The recombination process of an electron from an separate neutral donor with 
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Temperature dependance of PL GaN:P: Fig.l annealed in NH3, Fig.2 in N2, and Fig.3 GaN:Bi annealed in NH3. 

a hole trapped on an isoelectronic trap is different from the normal donor-acceptor pair recombination. The 
recombination energy of an electron and hole bound to a donor - P isoelectronic pair does not have the 
Coulomb interaction term and is given by [4]: 

to = E, - E, - (Ed + Ep) - mto, phn (1) 

where E, and Ed are the binding energies of holes at isoelectronic traps and electrons at donors, and Ep 

is the electrostatic polarization interaction energy. The binding energy of the electron to the donor can be 
increased by interaction with the positive hole trapped at the neutral P isoelectronic trap. For a pair 
separation larger than the sum of radii of trapped electron and hole states, the interaction energy is 

E=-[9e2/(4eRD)](RD/r)4 (2) 

where RD is the ground state radius of the donor, r is the pair separation, and e is the low frequency 
dielectric constant. From equations 1 and 2 it is seen that the transition energy will decrease if the donor 
ionization energy is increased (Ed + EJ. The energy shift due to the change of pair separation should 
increase with increasing excitation intensity. The shift should be toward lower energy with the increase of 
excitation intensity indicating that the isoelectronic-trap - donor pair transition energy decreases with 
decreasing pair separation. The magnitude of the energy shift calculated from equation 2 is Ep « 0.16 meV 
This shift is much smaller and opposite to the ordinary donor-acceptor pair radiative transition energy shift. 
The intensity of the isoelectronic P (hole trap)- donor pair luminescence decreases quickly with increasing 
temperature Fig. la-d, and at 150 K spectrum d the dominant luminescence is attributed to P isoelectronic 
trap-bound exciton (P- BE) recombinations. 
To optimize the PL intensity of GaN: P we investigated the development of the luminescence as the 
function of the post-implantation annealing process. The characteristic spectra of phosphorus (P) 
isoelectronic impurities were first observed after the annealed temperature reached 900 C, and their 
intensity increased at each anneal at higher temperatures up to 1150 ° C, at that temperature we stop the 
annealing process to avoid decomposition of the GaN samples. The variation of the emission peak positions 
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Fig.6 The PL emission and excitation spectra of GaN: P. 
Fig.7 The PL emission and excitation spectra of GaN, GaN: Bi. 

with temperatures for the spectra from Fig. 1 is shown in Fig.4.The band emission of the exciton bound to 
P-isoelectronic trap is anomalous in variation of the emission peak position with temperature as shown in 
Fig.4. The maximum shift in that range of temperature is about 29 meV. Generally the peak position 
decreases as temperature increase, although not quite as fast as the bandgap which decreases in this same 
temperature range by 66 meV. In contrast GaN: Bi emission peaks not change position with temperature. 
The temperature dependency of the PL integral intensity for GaN: P, (Bi) annealed in NH3 are plotted 
in Fig.5. The activation energies derived from best fit to equations shown considerable variation in the 
values of activation energies En determined from a larger number of samples. 
The example of low-temperature photoluminescence excitation spectrum (PLE) from GaN: P epi-layer 
monitored at 430 nm, uncorrected for the spectral variation in the excitation intensity, is shown in Fig.6,7. 
Below the exciton peaks we can see a broad excitation band. This excitation band is attributed as the 
characteristic excitation band of the P-isoelectronic band appearing at 425 nm (2.917 eV). For this emission 
band peaking at 425 nm, the estimated zero-phonon line position, unobservable because of strong phonon 
coupling, is at the long-wavelength end of the excitation band at 379 nm (3.2709 eV). 
Let us take the energy difference between the bandgap for GaN and the estimated zero-phonon line position 
to be a measure of the trapped exciton's binding energy [6]. This gives us a value of 232 meV. The binding 
energy for the exciton, localized at the P-isoelectronic trap 232 meV, is consistent with the value of a 
thermal dissociation energy ~230meV, obtained from the fitting of PL quenching shown in Fig.5a.The 
modulated D-A pairs like spectra visible on the short wavelength side of the emission spectrum of 
GaN: P (Fig. 1) is attributed to recombination of the electron on the shallow native donor with a hole on 
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a phosphorus isoelectronic center (D-Iso pair). Taking the donor energy Ed = 35.5 meV [5], and zero- 
phonon line at 3 82 nm (Fig. 1) we obtained for the binding energy for the exciton localized at the 
P-isoelectronic trap 222 meV. This value is consistent with estimation of the binding energy for the exciton 
localized at the P-isoelectronic center.For the isolated P, Bi isoelectronic impurities the binding energy of 
a hole by short range potential can be described [7] by a three dimensional spherical potential well model 
with the potential depth -V0 and the radius px. The binding energy of an exciton to an isolated P impurity, 
a P pair or n-atomic P clusters is essentially equal to the binding energy of a hole to these clusters. To 
extend this model to the n atomic P clusters it is assume that each P, Bi atoms in a cluster contribute the 
same potential well leading to a total potential well with unchanged depth and n times enlarged volume. The 
notential well is approximated by a spherical one with the same volume having the effective radius 

P„ = n"3
Pl 

The binding energy for an exciton bound to an n atomic P cluster is given by 

en = [(tfß„2)/(2m*pn
2)] (3a) 

Where m* is free (effective) mass of an electron. The ßn 
2 must be calculated from the transcendental 

equation: 

ßn = {2m* V0 / *
2 - ßn 

2 }°5 Cot [p„ {2m* V0 / *
2 - ßn 

2 }°5 ]      (3b) 

Using above equations we can fit the experimental binding energy e, for isolated P impurity but the two 
parameters' V0 and p! in this simple model cannot be determined uniquely. If the experimental binding 
energies are known for isolated P impurity el and for phosphorus pair e2 the two parameters can be funds 
uniquely. In GaN the distances between like atoms is 0.3189 nm. Taking as m* the free electron mass, and 
P! = 3.6* 10"10 m, we can calculate the potential V0 to fit experimental binding energy 6j For the 
experimental binding energy 232 meV, the exciton localized at the P isoelectronic trap the two parameters 
are: p, = 3.6* 1010 m, and V0 = 1.397 eV. 
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Double Quantum Wells Under In-Plane Magnetic Fields* 

M. A. Blount,f J. A. Simmons, S. K. Lyo, N. E. Harff, and M. V. Weckwerth 

Sandia National Laboratories, Albuquerque, New Mexico 87185 USA 

Abstract. We experimentally investigate the transport properties of an extremely-coupled AlGaAs/GaAs 
double quantum well, subject to in-plane magnetic fields (B„). The coupling of the double quantum well is 
sufficiently strong that the symmetric-antisymmetric energy gap (ASAS) is larger than the Fermi energy (£F). 
Thus for all B„ only the lower energy branch of the dispersion curve is occupied. In contrast to systems with 
weaker coupling such that ASAS < £F we find: (1) only a single feature, a maximum, in the in-plane 
magnetoresistance, (2) a monotonic increase with B, in the cyclotron mass up to 2.2 times the bulk GaAs 
mass, and (3) an increasing Fermi surface orbit area with B,, in good agreement with theoretical predictions. 

1. Introduction 

Coupled double quantum well (DQW) systems have shown interesting transport properties under the 
application of an in-plane magnetic field, J?„. Due to the presence of inter-well tunneling, ß„ causes the 
dispersion curves of the individual QWs to shift in k-space, and a partial energy gap to open at their 
anticrossing point, whose width is given by the symmetric-antisymmetric gap ASAS of a balanced DQW at 
fi„=0. The Fermi surface (FS) of this unusual system thus continuously evolves from two concentric 
circular orbits at 5,1=0, to a large hour-glass shaped orbit and a much smaller lens-shaped orbit at higher 
fi„. In contrast to the constant density of states (DOS) exhibited by a single 2D electron layer, this system 
exhibits additional singularities in the DOS at the upper and lower edges of the anticrossing gap. [1] 
Because the energy position of the anticrossing gap depends on Bp the DOS singularities can be made to 
pass through the chemical potential \i, producing two large features, a minimum followed by a 
maximum, in the in-plane magnetoresistance. [2] Simmons et al. [3] previously measured the cyclotron 
mass mc of electrons in the lens orbit by adding a small perpendicular magnetic field B± and measuring 
the dependence of the Shubnikov-de Haas (SdH) oscillations on temperature T. The lens mc was found 
to decrease strongly with B„, in agreement with theoretical calculations. [4] Lyo has also predicted that, 
in contrast to the lens orbit, electrons in the hourglass orbit will exhibit an mc that increases with S„. [4] 
However, Simmons et al. were unable to reliably determine the mc of electrons in the large area hourglass 
orbit over a significant field range, since the hourglass SdH oscillations were obscured by the much 
stronger SdH oscillations arising from the small area lens orbit. 

In this work, we investigate the transport properties of an extremely coupled DQW: whereas in 
almost all DQW systems previously studied ASAS was smaller than the Fermi energy EF, in this work ASAS 

> EF. Thus at ß„ = 0 the upper energy branch (or anti-symmetric sub-band) is entirely unoccupied. As a 
result, for all Bu only the lower energy branch, or hour-glass orbit, is occupied, enabling its transport 
properties to be readily determined. This system displays markedly different behavior than a system with 
both branches occupied. (While Millard et al. [5] have recently studied a system with only lower branch 
occupation, the extreme built-in density imbalance between the two QWs makes interpretation of the data 
much less straightforward.)    In contrast to Ref.  3,  we find (1) a single peak in the in-plane 
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magnetoresistance at high Bp (2) an enhancement by more than a factor of two in the cyclotron mass of 
electrons in the lower branch, and (3) a steadily increasing FS orbit area. These results agree with the 
predictions of Lyo for a system with only the lower branch occupied. 

2. Samples and experimental method 

Our sample was grown by molecular beam epitaxy and consisted of two identical 125 A GaAs quantum 
wells separated by a 10 Ä Al03Ga07As barrier. Self-consistent Hartree calculations on this structure 
without gate bias yielded a ASAS of 8.5 meV. A metallic top gate was placed over the DQW in order to 
control the total density n. At gate voltage V0 = 0.0 V, the total mobility was 9.4 x 103 cmVVs, and n 
was 1.2 xlO" cm"2, corresponding to an EF of 4.3 meV. At VG=0.5 V the total mobility increased to 2.2 
x 104 cm2, and n became 2.9 x 10" cm"2, increasing EF to 10.3 meV. Due to the conduction band 
minima offset, the upper-lower branch energy difference £„., became 12.8 meV. These values of £F are 
both below the calculated £„.,, therefore the upper energy branch is expected to be unoccupied for all B„. 
Fourier analysis of the SdH oscillations in a pure B± show only one frequency component, verifying that 
only one energy branch is occupied. An in-situ sample tilting stage was used to introduce both £„ and Bx 

components, enabling measurements of mc. Magnetoresistance measurements were made via standard 
four terminal low frequency lock-in techniques at temperatures between 0.3 and 10 K. 

3. Measurement results and discussion 

3.1 In-plane magnetoresistance 

Fig. 1(a) shows the in-plane magnetoresistance R^ of the sample as a function of ß„ for VG = 0.0 V and 
BL = 0. While previous work [3] on samples with ASAS < £F showed two features, a large minimum 
followed at higher B„ by a smaller maximum, this extremely coupled sample exhibits only a single 
feature, a large maximum, occuring at 5„ = 10.8 Tesla. The occurence of only a maximum in the in- 
plane magnetoresistance can be understood by considering the action of ß„ on the shape of the dispersion 

ky(10-2Ä-1)   (10i°/cm2meV) 

Fig. 1. (a) In-plane magnetoresistance of the extremely coupled DQW. Insets show sketchs of the Fermi surface for 
different characteristic regions, (b) Sketch of dispersion (left) and density of states (right) for B,=0 (top) and «, = 7T 
(bottom), (c) Sketch of dispersion, with the three different Fermi surface cases depending on the position of u.. 
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curve. Fig. 1(b) shows a sketch of both the dispersion and DOS for our density-balanced coupled 
DQW, for the two cases ß„=0 and ß„=7 T. At ß„=0, the symmetric (lower energy branch) and 
antisymmetric (upper energy branch) dispersions each form identical paraboloids offset by DS AS. The 
DOS at ß„=0 is thus constant for each branch. The primary effect of a finite ß„ is to induce a linear shift 
Ak = edBJh in the canonical momenta of electrons in one QW relative to those in the other, where d is 
te distance between the electron layers and ß„ is in the ^-direction. The shifted dispersion curves then 
form an anticrossing gap of width ASAS, yielding a highly non-parabolic dispersion. New singularities in 
the DOS appear at the upper and lower edges of this gap. The shape of the FS is given by the 
intersection of p. with the dispersion, as illustrated in Fig. 1(c). Three distinctly different cases occur, 
depending on the energy range in which p. falls: two separated Fermi circles (I); an hour-glass shaped 
orbit only (II); and both an hour-glass orbit and a much smaller lens-shaped orbit enclosed within it (III). 
As ß„ is increased, the gap rises in energy relative to p. For samples with ASAS<EF, the FS changes from 
case III to case II, and finally to case I. The magnetoresistance features occur at the two transitions 
between these three cases. When the upper edge of the energy gap crosses p., a magnetoresistance 
minimum occurs. This is because a step decrease in the DOS exists at this point, causing an abrupt 
decrease in the available scattering states as electrons empty out of the lens orbit. [1,2] At higher ß„ the 
lower edge of the energy gap crosses p.. Because the lower gap edge is a saddle point in the dispersion, 
a logarithmic singularity in the DOS exists here, all of whose states have zero Fermi velocity. Electrons 
are thus rapidly scattered into these non-current-carrying states, producing a magnetoresistance 
maximum. In the extremely coupled DQW investigated here, however, ASAS > E?. Thus p never resides 
in region III, causing the upper energy branch to be unoccupied for all ß„ and yielding only a single 
feature in the magnetoresistance, a maximum corresponding to the lower gap edge crossing p.. 

Using the model of Ref. 2 and assuming balanced densities in the two QWs, we estimate the ß„ at 
which we expect the maximum to occur. The lower edge of the anticrossing gap will cross m when the 
the momentum offset Afcy is such that the undistorted QW dispersion curves cross at an energy £F + 
ASAS/2. Hence edBJh = 2[2m*(EP+ASAS/2)]"2/ft. Using d = 135 Ä, this yields a position of ß„ =11.9 
T, differing by only 10% from the experimental value. 

3.2 Cyclotron mass 

In order to measure mc, the sample was rotated to 9=10° from a purely ß„ so as to introduce a small ß±. 
For several different T, sweeps of total field BT were then performed, resulting in simultaneous variation 
of Bx = BTsin9 and ß„ = ßTcos9. The mass measurement was performed for both VG=0.0 V and 0.5 V. 
Following Simmons et al. [3], mc was extracted from the T-dependence of the SdH oscillation amplitude 
using a form of the Ando formula, AR(T)/AR(T0) = 7sinh[ßro(mc/m0)/ßJ / rosinh[ßr(mc/m0)/ßj. 
Here AR =R(BJ - ß(ß±=0), T0 is the base temperature, ß= 2n\mjhe and m0 is the free electron mass. 

Fig. 2(a) shows fits of this expression to the measured AR(T)/AR(T0) for ß„ = 4.2 and 9.7 T, at 
VG=0.5 V, with mc the only fit parameter. At 4.2 T the extracted value of mc = 0.069 m0 is very close to 
that of bulk GaAs! m*0aAs = 0.067 m0. However, at 9.7 T we find that mc has increased to 0.113 m0, or 
-1.7 times m*GaAs. Repeating this procedure for several SdH extrema, in Fig. 2(b) we show mc as a 
function of ß„ for the two VG values. For VG=0.5 V, mc increases monotonically to -1.7 times m*GaAs, 
while for VG=0 V mc reaches a value over 2.2 times m*GaAs. This is contrast to previous work, in which 
the lens orbit mc decreased monotonically with ß„, and the hourglass orbit mc could not be fully 
determined. In the present work the absence of the lens orbit enables the ready determination of the 
hourglass mc over a broad field range. Our data agrees well with the theory of Lyo for a DQW with only 
lower-branch occupation, as shown by tight-binding calculations for our sample (solid lines).  [4] 
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Fig. 2. (a) Amplitude of SdH oscillations vs. temperature at ß»=4.2 and 9.7 T. Dotted lines show fits to the Ando formula, 
yielding mc=0.069 and 0.113 m0 respectively, (b) Summary of mass data vs. B, for Vc= 0 V (triangles) and 0.5 V (circles). 
Lines show theory, (c) Area of hourglass orbit vs. B„. Inset shows condition under which saddle point begins to form. 

Although we could not reliably extract mc for ß„ > 10 T, we expect that at higher B„ the lower gap edge 
would cross \i, causing mc to return to the bulk GaAs value. This has been observed in Ref. 5. 

3.3 Fermi surface orbit area 

We also measured the Blfdependence of the area in k-space of the hourglass orbit, given experimentally 
by A = (2ne/h)[A(l/B±)Y\ where A(1/5X) is the reciprocal spacing of the extrema of the SdH 
oscillations. In Fig. 2(c) we plot A as a function of S„ for VG=0. The data shows a nearly constant area 
until about 7 T, after which it increases rapidly. At 9.7 T, A reaches a value over 60 % larger than at 2 
T. This increase in A with B„ is in agreement with our picture of a system with lower branch occupation 
only. The hourglass orbit is elongated by the action of S„, causing a corresponding increase in the area. 
Again, this is in contrast to the previous measurements of Simmons et al., [3] which allowed 
measurement of only the lens orbit area, since its strong oscillations obscured those of the hourglass 
orbit. In that work, the lens orbit area was shown to decrease with Br We note that the hourglass 
orbit's area remaining relatively constant until ~7 T is also consistent with a large ASAS: although the orbit 
will change shape at small values of 5„, its area will not change significantly until the saddle point begins 
to develop. Roughly, this will occur when the momentum offset A/ty is such that the two undistorted 
QW dispersion curves cross at an energy ASAS/2 above the dispersion minimum. That is, My = edBJh = 
2[m*ASAS]"

2/fi. For ASAS=8.5 meV, this expression yields 8.5 T, in fair agreement with the data. 
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Abstract. We determine the band offset ratio of GaAs/GaXAs heterostructures, where X is any alloying 
element (e.g. In, Al, P, Sb), by studying GaXAs/AlGaAs superlattices. Photoluminescence is measured at 
both ambient and high pressure from GaAs and GaXAs quantum wells and this yields the band offset ratio of 
the GaXAs/GaAs interface. To confirm the technique, the band offset ratio of GaAs/AlGaAs is determined in 
this paper using this general method, and the result agrees well with previously published data obtained more 
directly. 

1. Introduction 

With the increasing diversity of heterostructures used in advanced semiconductor devices and the need 
to characterise their electronic band structures, a general method for determining band-offset ratios is 
becoming important. The general method demonstrated here can be applied to any GaXAs/GaAs 
interface, where X is an alloying element (e.g. In, Al, P, Sb), and can also be extended to a wider range 
of compounds and alloys. We have previously reported the band offsets of InGaAs/GaAs using 
InGaAs/AlGaAs superlattices [1]. Here we determine the band offset ratio of GaAs/AlGaAs 
heterostructures directly by comparing GaAs/AlGaAs and AlGaAs/AlGaAs superlattices. 

In 1986, using a direct but not generally applicable method, Wolford et al [2] reported the band 
offset ratio of GaAs/AlGaAs to be 68 : 32 and Venketaswaran et al [3] reported it to be 70 : 30 
(Qc •' ßv)- In this paper we apply our general method to GaAs/AlGaAs and find good agreement, thus 
demonstrating the validity of the general method. 

2. Experimental Details 

The samples were grown by molecular beam epitaxy (MBE) at the EPSRC ITJ-V Central Facility in 
Sheffield. One sample consisted of 20 repeats of an 80Ä GaAs quantum well in 150Ä Al030Ga070As 
barriers. The other was identical to the first apart from having Al0 ^Ga^^As alloy quantum wells. To 
achieve the Al010Ga090As quantum well, a short period superlattice was grown, consisting of 
1 x Al030Ga070As + 2 x GaAs monolayers. Relatively thick quantum wells were used so that the 
corrections for quantum confinement would be small. 

The experiments were carried out in a miniature diamond anvil cell at 10K using our standard 
techniques [4], The cell was loaded with argon as the pressure transmitting medium and a piece of 
In053Ga04?As was used for pressure calibration. Photoluminescence was excited by a few mW of 
514nm argon ion laser radiation. 
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3. Results and Discussion 

Photoluminescence was measured at ambient pressure from both the GaAs quantum wells and the 
Al010GaogoAs quantum wells. From figure 1, the difference in energy between the Al0]0Ga090As(r-r) 
transition and the GaAs(r-r) transition, E, - Er is the total band offset energy, AEe, in a 
GaAs/AlGaAs heterostructure. The pressure was increased to above T-X crossover so the 
photoluminescence transitions occurred between the A^^Ga^^s X level in the barrier and the T 
valence band level in the quantum well. The difference in energy between the two transitions, 
Al030Ga070As(X)-Al010Ga090As(r) and Al030Ga070As(X)-GaAs(r), or E4- E2 as shown in figure 1, is 
the band offset energy in the valence band, AEv. The band offset in the conduction band, AEc, is simply 
the difference between AE and AEv. 

Because of the sub-linearity of band-gaps with pressure we have plotted our data as a function 
of unit cell density, calculated using the Murnaghan equation [5], (see figure 2). Linear plots against 
pressure and against lattice constant are commonly used, but it was found that different workers' data 
sets were best reconciled if plotted against density [6]. 
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Fig. 1: Photoluminescence transitions at ambient pressure and at a pressure above T-X crossover, for a 

GaAs/AlGaAs sample and a GaXAs/AlGaAs sample, (X = A1Q ]0). The total band offset energy for 

GaAs/AlGaAs is £,-£,, and the valence band offset energy is E4 - Er Confinement energies are 

omitted for clarity. 
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Fig.2: The photoluminescence peak energies of the GaAs/AlQ 30Gafl 7QAs (circles) and 
Al 10Ga090As/Al030Ga070As (squares) samples, plotted as a function of percentage change in unit 
cell'density. The energies E4 -E2 = AEv and E3-E, = AEg which give the band offset ratio, are shown. 

At ambient pressure strong photoluminescence peaks, with linewidths of a few meV, were observed 
from the quantum wells of the two samples. The difference in energy between these two peaks is the 
difference between the Al010Ga0 90As and GaAs band gap, AEg, (shown on figure 2). Pressure was 
then applied until the T level in the quantum wells crossed with the X level in the barrier. The 
photoluminescence was observed to quench strongly, and the emission peak began to move slowly to 
longer wavelength. Also observed were some weak defect related bands which limited the range over 
which the indirect X-r emission could be followed. The valence band offset, 4£v, of 
GaAs/AL lnGanqnAs, shown in figure 2, is the difference between the indirect transition energies of the 
two samples extrapolated back to Okbar. The straight line fits in the plot are calculated by using a least 
squares fitting routine over the initial linear portion of the plot before any perturbation from the 
crossing with the X level. The pressure under which the two samples are measured is subject to a 
significant experimental error, so the fits to the T related emission have been rescaled to give the same 
slope, as have the fits to the X related data. 

From the fits in figure 2, E2 = 1.909eV + 3meV and E4 = 1.955eV + 3meV. The errors are 
determined from the intercept error given by the least squares fit. Correcting for small valence band 
confinement energies or E2v = = 7.9meV and E4v = 7.6meV, the valence band offset is 

M      =(E.-E4v)-(E2-E2v) = 47±5meV 
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Similarly, Ej is 1.561eV ± 2meV and E3 is 1.694eV + lmeV. Thus the direct energy difference at 
Okbar, with additional corrections for confinement energies in the conduction band of Elc = 62.7meV 
and E3c = 53.3meV, gives a total band offset energy of 

AEg     = (E3 - E3c - E3v) - (E, - Elc - E,v) = 143 ± 2 meV 

so the conduction band offset is simply 

AE      = AE -AE = 96 ± 5 meV 
C g V 

yielding a band offset ratio of Qc: Qv = 67 : 33 ± 3 which is in excellent agreement with the previous 
reported results of 68 : 32 [2] and 70 : 30 [3]. 

An additional source of error is introduced if the fits to the X related data are not forced to have 
the same slope. In this case, extrapolations of the separate fits to Okbar gives E2 = 1.909eV and 
E4 = 1.962eV and a band offset ratio of 62 : 38, so that alternatively, an average result of 65 : 35 + 5 is 
obtained. 

4. Conclusions 

We present data demonstrating the validity of this general method for obtaining band offsets for any 
pair of near-GaAs alloys. A band offset ratio for GaAs/AlGaAs, using AlGaAs barriers, was 
determined to be 67 : 33 (Qc: Qv), in excellent agreement with previously reported results. The main 
source of error in the technique is still the difficulty in identifying the weak X-related transitions above 
crossover, and the consequent uncertainty in the extrapolation to Okbar. Additional error is also 
introduced by the need for using two different samples which have to be measured in separate 
experiments. Both errors will be eliminated when growth problems have been overcome so that the X- 
related zero phonon line and phonon replicas are clearly visible, and the two different sample structures 
can be incorporated into one structure. 

Once the difficulties of growing suitable structures have been overcome, the general method is 
directly applicable to GaAsSb/GaAs, GalnAsP/GaAs etc. If suitable "marker" barrier X levels are 
identified, the method would extend to near-InP compounds and many others. While the necessary 
GaXAs growth may be problematic we have shown that short period superlattices can be adequate 
substitutes. 
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Abstracts. We have reported steady-state and time-resolved PL studies of ZnS^Se,., epilayers grown on 
GaAs substrate by molecular beam epitaxy with various sulfur compositions around the lattice matching 
composition (0 <x< 0.12). We have investigated the PL decay dynamics of ZnSxSe,„ epilayers, and 
found that the decay time of the ZnS,Se;„ epilayer with sulfur composition closely lattice-matched with the 
substrate is longer than that of any other lattice-mismatched one. This is interpreted as indicatig that the 
crystalline defects induced by lattice mismatch with the substrate mainly act as nonradiative 
recombination centers and consequently reduce the PL lifetimes of the epilayers. These studies suggest 
that the lattice mismatch has a strong correlation with PL lifetimes of the ZnSxSe^. epilayers. 

1. Introduction 

The steady-state and time-resolved photoluminescence (PL) studies of ZnSxSe;.» epilayers on GaAs 
substrate grown by molecular beam epitaxy around the lattice matching composition (0 < x < 0.12) are 
discussed. The primary focus of this work is on determining the influence of crystal defects mainly 
induced by lattice mismatch on the PL lifetimes for ZnS^Se;.* epilayers grown on GaAs. Little is 
known about the excitonic recombination lifetime in ZnS^Se,.* epilayers. To our knowledge, we have 
firstly observed the PL decay times of ZnS^Se;., epilayers through time-resolved PL measurements. 

2. Experiment 

The ZnS^Se/.* /GaAs structures under investigation were grown in a dual-chamber RIBER 32P MBE 
system Undoped GaAs buffer layers with a thickness of 500 nm were grown at 560 °C on (100)- 
oriented GaAs substrate. The undoped ~ 0.6 urn thick ZnS^Se,., (0 < x < 0.12) epilayers were 
deposited at 300 °C on the GaAs buffer. The sulfur composition was determined by double-crystal X- 
ray diffractometry (DCXD). Time-correlated single photon counting (TCSPC) system has been 
employed to study the exciton dynamics of the ZnSxSej.x epilayers. The excitation source is a 
picosecond dual-jet dye laser (Coherent 702) with a cavity dumper (Coherent 7220) at 3.8 MHz 
dumping rate. The instrumental response function of our TCSPC system was typically 55 ps, which 
gives about 10 ps time resolution through deconvolution technique. 
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3. Results and Discussions 

Fig. 1(a) shows the PL spectra of the ZriS^Se^ epilayers grown on GaAs substrate with various sulfur 
compositions (0 < x < 0.12) at 12 K. The two peaks of free exciton (FE) and donor bound exciton 
(DBE) emissions with different intensities were observed for each sample. The full width at half 
maximum (FWHM) of DBE and FE emission bands of each sample are nearly 3.5 meV, indicating 
that the crystallinity of the epilayers is similar to each other. The origins for free and bound exciton 
emissions were identified through the temperature and excitation dependent PL measurements shown 
in Fig. 1(b) and (c). As the temperature increases, the bound excitonic PL lines disappear (near 70 K) 
because the binding energy of the exciton bound to the impurity is smaller than the free exciton 
binding energy. The measured energy difference between FE and DBE emission is nearly the same for 
each sample (5-6 meV) and can be considered to be the binding energy of DBE which corresponds 
to the exciton emissions bound to neutral donors weakly. The excitation intensity dependent PL 
spectra show that the intensity of FE emission was found to increase more than that of DBE with 
increasing the excitation intensity. The temperature and laser excitation intensity dependent PL 
measurements were carried out using the 325 nm line of a cw He-Cd laser and various neutral density 
filters. In addition we observed that the PL intensity of DBE emission became weaker as sulfur 
composition x increases. Hence the enhancement of the FE emission for the sample with higher 
sulfur composition is likely attributable to the localization of free excitons due to an increase in alloy 
fluctuation. The potential fluctuation of alloy disorder could create the free excitons in a localized 
state. These excitons may have low probability to meet nonradiative decay centers, and result in large 
oscillator strengths for optical transitions. 

(a) 
ZnSxSe,.x / GaAs        y 

12 K                                    / 

A 
= 0.115^-— 

x = 0.094 

DBEAAFE 

X = 0.078 

J     Nl                               x = 0.051 

A:. X = 0.033 

2.81 2.82   2.83   2.84   2.85   2.85   2.872.81 

Energy (eV) 

2.84 2.85 

Energy (eV) 
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Fig. 1. (a) PL spectra of the ZnSxSe-/.x epilayers on GaAs substrate with various sulfur compositions 

(0 < x < 0.12) at 12 K. DBE and FE represent the donor bound exciton and free exciton emissions, 
respectively.(b) Temperature dependent PL spectra of ZnSxSef_x epilayers (x = 0.078) (c) Laser 

excitation intensity dependet PL spectra of ZnSxSe^.x epilayers (x = 0.078) 
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Fig. 2 illustrates the PL decay profiles for both free exciton and donor bound exciton emissions 
observed in the ZnSxSei.x (x = 0.062) epilayer at 12 K. The PL decay times for DBE and FE emissions 
of ZnSxSe/.x (x = 0.062) epilayer were found to be around 140 and 130 ps, and the risetimes of about 
90 and 30 ps, respectively. In the case of an ~ 1 um thick ZnS*Se7.x epilayer (x = 0.062) with the same 
PL FWHM value, the measured PL decay times were around 250 and 210 ps for DBE and FE 
emissions, respectively. The faster PL decay time of- 0.6 um thick epilayer as compared with that of 
~ 1 urn thick sample is probably associated with the surface recombination effect [1]. It has to be 
pointed out that the measured PL decay time does not provide a direct measurement of radiative 
lifetime, and represents an effective carrier lifetime (xeff) for free excitons and bound excitons. It can 
be expressed as a combination of radiative (TR ) and nonradiative (TNR ) recombination lifetimes with 
the decay rate given by 1/ Tefr= 1/ TR + 1/ TNR. For the cases where the nonradiative decay rate is larger 
than the radiative one, the measured decay time follows the characteristic of the nonradiative 
processes such as multiphonon emission or capture of free excitons at defects and impurities. The 
risetime of PL contains information concerning the dynamics of the formation of excitons from the 
initially photogenerated electron-hole pairs. Since the excitation energy (~ 4.2 eV) is above the band 
gap of the ZnSjSe/.j epilayers (~ 2.9 eV), we can anticipate a finite rise of the FE emission due to the 
relaxation of excitons with excess energies. In addition, we have observed the longer risetime of the 
DBE emission than that of the FE whose energy is only 5-6 meV apart from the DBE emission. The 
slow rise of the DBE emission probably reflects the relaxation of the FE into the DBE energy by 
nonradiative relaxation processes such as interaction with acoustic phonons. 

In Fig. 3(a) the sample with x = 0.051 composition was observed to have the longer decay time, 
- 170 ps, than those with x = 0.033 and 0.094 for which decay times are around 110 and 120 ps, 
respectively. The composition dependent decay times of DBE and FE emissions for the ZnS^Se/.x 

(0 < x < 0.12) epilayers are summarized in 
Fig. 3(b). The ZnS^Se;^ epilayer is known to 
be lattice-matched with GaAs substrate for 
the composition x of - 0.055 at room 
temperature [2,3] and of - 0.08 at growth 
temperature around 340 °C [4,5]. And it was 
reported that the lattice matching sulfur 
composition x at 11 K is almost the same as 
that at room temperature as expected from 
the thermal expansion coefficients [4]. As 
illustrated in Fig. 3(b), the decay time of the 
ZnSxSe/.* epilayer with x = 0.051, which is 
close to the lattice matching sulfur 
composition, is slower than that of any other 
sample. There are pre-existing defects 

originated from the II-VI/III-V interface 
during the growth. 

c 
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c 

1.0 

Time (ns) 

Fig. 2. PL decay profiles for DBE and FE emissions 

observed in the ZnSxSe^.x epilayers (x = 0.062) at 12 K. 

But the defects such as misfit dislocations caused by the lattice mismatch would be dominant in the 
PL decay for ZnSxSey.x epilayer, where its thickness (~ 0.6 um) is larger than the critical thickness (~ 
0.2 urn) [4,6] from which the strain starts to relax by nucleation of misfit dislocations. This suggests 
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that the longer PL lifetimes for the ZnS^Se;^ epilayers with sulfur composition closely lattice-matched 
with GaAs substrate arises from the decrease of crystalline defects which are mainly induced by the 
lattice mismatch. On the other hand, the crystal defects such as stacking faults and misfit dislocations 
provide nonradiative deactivation centers for the decay of excitonic emission in the lattice- 
mismatched ZnSxSei-x epilayers 
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4. Summary 

The steady-state and time-resolved 
photoluminescence (PL) studies of ZnS^Se/.j 
epilayers on GaAs substrate grown by 
molecular beam epitaxy around the lattice 
matching composition (0 < x < 0.12) are 
discussed. The fast decay for both free 
exciton and bound exciton emissions suggest 
that the exciton lifetimes in the ZnSxSei.x 

epilayers are governed by nonradiative 
relaxation processes. The PL lifetime is 
longer for the sample with sulfur 
composition which is closely lattice-matched 
with the substrate than for any other lattice- 
mismatched one. It is considered that the 
crystalline defects such as misfit dislocations 
induced by lattice mismatch with the 
substrate mainly act as nonradiative 
recombination centers and consequently 
reduce the PL lifetimes of the epilayers. As a 
result of our empirical assignments, we have 
deduced that a precise lattice matching is 
needed to obtain crystals which have a longer 
PL lifetime in the ZnSxSe/.^ /GaAs system. 

Fig 3.(a) PL decay profiles for DBE emission in the ZnSxSe-/ epilayers with various sulfur compositions of 

x = 0.033, 0.051 and 0.094 at 12 K. (b) Sulfur composition dependence of decay times for DBE and 
FE emissions in the ZnSxSe^.x epilayers on GaAs substrate at 12 K. 
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Whole Wafer Characterization of Large Size 
GaAs-AIGaAs Semiconductor Materials Prepared by 

MOCVD TurboDisc™ Technology 
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Abstract GaAs-AIGaAs III-V compound semiconductor materials and structures have many applications for 
electronic and optoelectronic devices. Large diameter wafers from epitaxial growth of these materials with high 
quality and high uniformity are in great demand. Non-destructive and whole wafer characterizations are very 
necessary for these materials in mass production industry environment. In this study, we demonstrate the low 
pressure MOCVD growth and non-destructive materials characterization on 100 mm (4") diameter wafer epitaxial 
films of GaAs, AlGaAs, and quantum well structures. A series of mapping distributions of the film thickness, sheet 
resistivity, and PL spectra within a run and ran to run are illustrated. Uniformities of our epitaxial film thickness, 
sheet resistivity, major PL band peak wavelength and width are better than 1-4%, characteristic of the grown 
materials with high crystalline quality and uniformity. These wafer scale material characterizations were tightly 
coupled with the epitaxial growth processes for the optimization of growth and processing parameters. 

1. Introduction 

GaAs-based III-V compound semiconductor materials and structures have many applications in 
electronic and optoelectronic devices working over a wide wavelength range from visible to 
infrared (IR). Mass production and large-scale wafer epitaxial growth of these materials with high 
quality and high uniformity are in great demand. Further developments in modern electronics and 
optoelectronics require the production of different types of III-V material and microstructure 
wafers with high uniformity over the entire wafer area, coupled with the ability to maintain a wafer- 
to-wafer repeatability within a run and run-to-run, the ability to maximize the yield per wafer and 
the minimization of the costs of mass production. To meet these challenges, EMCORE 
Corporation has developed and applied the advanced TurboDisc™ technology, which utilizes a 
vertical growth configuration and a high speed rotating disk reactor (RDR) for the metalorganic 
chemical vapor deposition (MOCVD) of large area and multiple wafer growth of various 
semiconductor, ferroelectric, oxide and superconductor materials [1-5 and refs. in]. To achieve 
these goals, we face a new challenge on the necessity for whole wafer non-destructive material 
characterization. Whole wafer scale and non-destructive characterizations are quite different from 
single point and destructive measurements, and are more difficult and important in compound 
semiconductors than in silicon case. As a flexible technique, whole wafer characterization ability 
has become an important part of advanced growth technology development. 

In this study, we describe our efforts to establish several mapping techniques, present some results 
on whole wafer mappings and demonstrate the non-destructive material characterization of 100 mm 
(4") wafer size epitaxial films of binary GaAs, ternary AlGaAs and microstructures. These data 
show that the grown materials are of high crystalline quality and uniformity. For example, 
uniformities of our epitaxial film sheet resistivity, major PL band peak wavelength and band width 

CCC Code 0-78O3-3883-9/98/S10.OO © 1998 IEEE 
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are typically better than 1-4%. These wafer scale material characterizations were tightly combined 
with the epitaxial growth processes and helped to greatly improve the quality and uniformity of the 
large scale wafer epitaxial films, thereby guaranteeing the success, high yield and high efficiency of 
mass production for modern electronic and optoelectronic materials and structures using 
TurboDisc™ MOCVD and technology. 

Flow Rangt '"(water cooled) 
MainCarrierGas 

Reagents 

Susceptor.* 

Reagents 

" Thermocouple 

~ Exhaust 

Figure 1 Schematic diagram of an E400 TurboDisc™ 
MOCVD growth chamber. 

2. Experimental 

2.1 Growth Technology 

GaAs-based materials in this study were grown 
using an EMCORE Enterprise 400 (E400) 
system with a 16" wafer carrier and in the 
vertical growth configuration, as shown in 
Figure 1. A high speed rotating disk holds a 
susceptor with a diameter of 400 mm in this 
model. Nine wafers of 100 mm (4") diameter 
or equivalent, such as 38x2", 17x3", 4x150 mm 
or 1x300 mm, wafers are handled per run. The 

loadlock system allows fully automated transfer of platters into and out of the reaction chamber 
without breaking vacuum. The system design was made according to the hydrodynamic symmetry 
and rotating disk reactor (RDR) flow dynamics, which ensures growth to be laterally uniform, 
abruptly switchable, and robust against variations in process parameters [1,4,5]. High purity 
trimethygallium (TMGa) and trimethyaluminum (TMA1) metalorganic sources were used to supply 
Ga and Al, respectively, and AsH3 was used for P. High purity H2 was used as the carrier gas. 
More growth details can be found in Refs. 1-5. 

Zn-doped GaAs To ' 
Zn ■ 

675 *C 
2E18 cm"3 

Resistivity 
Mean = 78.9 Q/D 
o = 3.01 Ola 
Uniformity =3.81% 

Resistivity 
Mean = 83.7 aln 
o = 3.40Q/Q 
Uniformity = 4.06% 

Figure 2   Sheet resistance maps of 
two MOCVD-grown 100 mm diameter 

p-type Zn-doped epitaxial films. 

2.2 Characterization Techniques 

Sheet resistivity mapping was performed by a Lehighton eddy 
current sheet resistivity non-destructive mapper. A 55 point 3- 
dimensional (3D) map is created as a function of position on 
the wafer. Fourier transform infrared (FTIR) reflectance and 
map distribution were measured by a Bio-Rad 175C and a 
PIKE mapper. Room temperature (RT) photoluminescence 
(PL) mapping was done using a Philips SPM-200 mapper 
using a He-Ne laser (633 nm) in this study. 

3. Results and Discussion 

3.1 Sheet Resistance 

Sheet     resistance     mapping     has     become     a     routine 
characterization at EMCORE for epitaxial films.    Doping 

distributions over large area epitaxial wafers can be studied by Lehighton sheet resistance maps. 
The effects and sheet resistivity distributions of n-type Si doping in 2" InGaAs/InP and 4" epitaxial 
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GaAs have also been presented [2,4]. Here we present new results on p-type zinc doping, which is 
generally more difficult than n-type doping. Figure 2 exhibits the sheet resistivity maps of two 4" 
(100 mm) Zn-doped GaAs epi-wafers from nine wafers in one growth run. As can be seen, nine 4" 
wafers were grown in the same single run with one wafer sitting in the center of the platter and 
eight wafers in the outer region. Our results show that by using a high speed rotating disk and 
optimizing process parameters, including the pressure, rotation speed, flow ratios etc., all the eight 
wafers located on the symmetrical locations in the outer region of the platter have almost identical 
films grown on. This means that all the eight outer 4" wafers have an average sheet resistivity of 
78.9 n/D and a standard deviation (S-D), o, of 3.01 Q/O with an uniformity of 3.8%. The inner 
wafer possesses a slightly different average value of 83.7 Q/O and a of 3.4 fi/D with an uniformity 
of 4.1%. It has been reported that the Zn doping concentration is related to the substrate growth 
temperature [6]. Therefore, the good Zn-doping uniformity is also an indication of good growth 
temperature uniformity over the entire 4" wafer region. 
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Figure 3       FTIRfilm thickness map of a 
MOCVD-grown AlGaAs film on GaAs (100 

mm diameter), EU87B. 
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3.2 FTIR Thickness Map 

Fig. 3 shows an example of a thickness mapping 
distribution, determined by Fourier transform infrared 
(FTIR) technique, of an AlGaAs film grown on a 100 mm 
diameter GaAs substrate, E1187B. An average film 
thickness of 1.30 um and a uniformity of 1.4% have been 
obtained, indicating a good epi-film thickness control. 

3.3 Photoluminescence Mapping 

PL has been used in the compound semiconductor industry 
as a major characterization tool, since it provides 
information on both alloy composition and crystalline 
properties. PL maps directly predict the distributions and 
uniformity of the composition and crystalline quality of 
epitaxial compound films. It can also serve for the quantum 
well structures. 

Figure 4 (a) shows the structural diagram of a GaAs-AlGaAs single quantum well (SQW) structure, 
E809. This SQW consists of a 56 Ä wide GaAs well with 1000 Ä AlxGai-xAs (x~30%) barrier 
layers, an upper clapping layer of 2500 Ä n+ Si-doped (1E18) AlyGai.yAs (y~60%) with a 100 Ä 
GaAs cap and a lower cladding layer of 2000 Ä un-doped AlyGai.yAs (y~60%), grown on 1000 A 
Si-doped (1E18) GaAs on a semi-insulating 100 mm diameter GaAs substrate. Fig. 4 (b) exhibits 
the RT PL map of/\.(peak) with an average value of 800.4 nm and a S-D of 0.50 nm (a uniformity 
better than 0.1%). Fig. 4 (c) shows an average FWHM of 24.1 nm and a S-D of 0.82 nm. The 
FWHM uniformity of the main PL band for this SQW wafer is 3.4%. The intensity uniformity is 
about 10% (not shown here). The QW PL peak position is directly related to the quantum well 
width and barrier composition [7]. The high uniformity in peak PL wavelength and FWHM 
predicts the high uniformity of the quantum well width and barrier alloy composition, and good 
control of the structural interfaces. Further quantitative analysis is in progress. 
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AlGaAs-GaAs Single Quantum Well Structure (100 mm) 
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Figure 4      RTPL maps of a 100 mm AlGaAs-GaAs 
single quantum well (SQW) with the structure in (a) 

and two PL parameters of(b) Afpeak) and (c) FWHM. 

4. Conclusion 

We have demonstrated whole wafer 
characterization by applying several non- 
destructive techniques, including sheet resistance, 
FTIR-determined film thickness and room 
temperature (RT) photoluminescence (PL) for 
semiconductor epitaxial materials of 100 mm (4") 
diameter GaAs, AlGaAs and quantum well 
structures prepared by TurboDiscm MOCVD 
technology. Good results have been obtained. 
Zn doped 100 mm p-type epitaxial GaAs 
possesses a sheet resistivity uniformity of 3-4%. 
AlxGai.xAs film has a film thickness uniformity of 
1.4%. RT PL maps show the AlGaAs-GaAs 
single quantum well structure with a peak 
wavelength of 800.4+0.5 nm (uniformity better 
than 0.1%) and a FWHM uniformity of 3.4%. 
The success of these achievements are based upon 
the advanced MOCVD TurboDisc™ technology 
[5 and references therein] and the close feedback 
of the characterization information with the 
adjustment and optimization of various growth 
parameters and conditions [1-4]. Other non- 
destructive and wafer scale characterization 
techniques, using such as double crystal X-ray 
diffraction, Raman scattering, photoreflectance 
and ellipsometry spectroscopy etc., are under 
investigation and development. 

5. References 

[1] Tompa G S, McKee M A Beckham C, Zawadzki P A, Colabella J M, Reinert P D, Capuder K, 
Evans G H, Stall R A and Norris P E 1988 J. Crystal Growth 93, 220-227. 

[2] McKee M A Norris P E, Stall R A, Tompa G S, Chern C S, Noh N, Kang S S and Jasinski T J 
1991 J. Crystal Growth 107, 445-451. 

[3] Liu H, Zawadzki P A and Norris P E 1993 Thin Solid Films 225, 105-108. 
[4] Tompa G S, Breiland W G, Gurary A Zawadzki P A Evans G H, Esherick P, Kroll B and Stall 

R A 1994 Microelectronics J. 25, 757-765. 
[5] Thompson A G 1997 Materials Lett. 30, 255-263. 
[6] Chang C Y, Chen L P and Wu C H 1987 J. Appl. Phys. 61, 1860-1863. 
[7] Feng Z C, Perkowitz S, Cen J, Bajaj K K, Kinell D K and Whitney R L 1995 IEEE J. Selected 

Topics in Quantum Electronics 1, 1119-1125. 



291 

Structural and Optical Properties of Very High Quality 
GaAs/AlGaAs Multiple Quantum Well Structures Grown on (lll)A 
Substrates by MOVPE 

A. Sanz-Herväsa, Soohaeng Cho, O. V. Kovalenkovb, S. A. Dickey, and A. Majerfeldf 

Dept. of Electrical and Computer Engineering, CB425, University of Colorado, Boulder, CO 80309, USA. 

C. Villar, and M. Lopez 

Dpto. de Teoria de la Serial y Comunicaciones e Ingenieria Telemätica, ETSIT, Universidad de Valladolid, 
Real de Burgos, 47011 Valladolid, Spain. 

R. Melliti, G. Wang, and P. Tronc 

Ecole Superieure de Physique et Chimie Industrielles, Laboratoire d'Optique Physique, 10 rue Vauquelin. 
75231 Paris Cedex 05, France. 

B. W. Kim 

Electronics and Telecommunications Research Institute, P.O. Box 106, Yusong, Taejon, 305-600 Korea. 

Abstract. We report an investigation of the structural and optical properties of the first high quality 
GaAs/AlGaAs multi-quantum-well structures grown on (111)A substrates by the metallorganic vapor phase 
epitaxial process at the relatively low temperature of 600 °C. By high-resolution x-ray diffractometry it is 
shown that the structure analyzed has a good crystal quality and period reproducibility. The structural and 
optical properties were also investigated by photoluminescence and photoreflectance spectroscopies. A 
photoluminescence linewidth of 12.3 meV at 11 K indicates that the well length (105 Ä) fluctuation over 10 
periods is at most ±3 monolayers A detailed analysis of the photoreflectance spectrum at 11 K permits an 
excellent identification of all the allowed and also weakly allowed optical transitions expected for this 
structure, further demonstrating that the heterointerfaces are abrupt and smooth. 

1. Introduction 

The epitaxial growth of AlGaAs/GaAs multilayers along the <111> crystallographic directions has 
received considerable interest in the last few years due to their special fundamental optical and electrical 
properties and their possible application to novel optoelectronic devices [1]. A strong anisotropy is 
present in the valence band which leads to a large heavy hole effective mass in the <111> directions. A 
reduced threshold current density for <111> lasers as compared with the same [001] devices has been 

reported [2]. 
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Some researchers have achieved the growth of high quality AlGaAs/GaAs heterostructures on 
(lll)A and (lll)B GaAs by molecular beam epitaxy (MBE) [3,4] using high growth temperatures, 
however, this is a serious obstacle for the growth of the strained InGaAs/GaAs/AlGaAs material system 
necessary for the fabrication of laser devices along the <111> axes. Recently, the growth by MBE of 
high quality single-quantum-wells (SQWs) on the (111)A face at 520 °C has been reported [5]. Several 
works have been published on the growth by metallorganic vapor phase epitaxy (MOVPE) of GaAs and 
AlGaAs single layers on (111)A and (111 )B substrates. It has been observed that the optimum growth 
conditions to obtain good surface morphology are very limited [6-8] or require high growth 
temperatures (>800 °C) [9,10], In a previous paper we demonstrated the feasibility of growing 
AlGaAs/GaAs SQWs on (lll)A GaAs at a relatively low substrate temperature (660 °C) [11]. In this 
work we present the fabrication, structural and optical characterization of high quality AlGaAs/GaAs 
multi-quantum-wells (MQWs) grown at an even lower temperature (600 °C). 

2. Experimental 

AlGaAs/GaAs QW structures were grown in a horizontal quartz MOVPE reactor operated at 
atmospheric pressure We used nominally exactly-oriented (111)A and 2°-off (100) towards [110] 
semi-insulating GaAs substrates, which were placed side by side during each growth run We used 
100% AsH3. trimethylgallium and trimethylaluminum as precursors. The MQW structure reported in this 
paper consists of an unintentionally doped AlGaAs/GaAs MQW of 10 periods grown on top of a 
0 3 um buffer. The growth temperature was 600 °C and the V/III molar ratios were 68 for the GaAs 
and 52 for the AlGaAs layers, respectively. 

High-resolution x-ray diffractometry (HRXRD) was used to assess the crystal quality of the 
samples and to obtain structural information. The measurements were carried out in a Bede D3 

diffractometer (X = Cu Kai). For the (111)A MQW we recorded the crystal truncation rods around the 
333 and {224}± reciprocal points using 0/KO scans to improve the signal-to-noise ratio of the 
measurements, where the angular ratio K depends on the reflection. The experimental scans were fitted 
by theoretical profiles calculated through an improved simulation model [12]. 

Photoluminescence (PL) measurements at 11 K were performed using the 5145 Ä line of an Ar+ 

laser with an excitation intensity of 0.001-2 W/cm2 and a double pass monochromator. The 
photoreflectance (PR) measurements at 300 K and 11 K were made by using the beam from a tungsten 
light source passed through a double pass monochromator as the probe beam, while a chopped Ar* laser 
beam tuned to 5145 Ä was used as the pump beam. The reflectance signal was detected by a Si diode 
with a longpass filter (Corning 3-68) placed at the collection lens to cut off the laser beam. Both optical 
intensities were kept low (1 mW for the laser) 

3. Results and discussion 

Under Normarski contrast microscopy the (111)A sample showed a defect-free surface with some 
hardly visible corrugation. The (100) 2°-off sample showed a mirror-like surface. According to HRXRD 
the (111)A sample has a good crystal quality with clear satellite peaks due to the MQW periodicity. We 
could deduce the Al fraction in the barriers Xb = 28.8±0.5 %, and the well and barrier  thicknesses 



293 

Lw = 105A 
Lb = 225 A 
x (Al)= 0.29                        ;, 

E1H1=1.543eV^.^ ' 

FWHM=12.3meV     /\ 

T = 11 K 

<-E1H1=1.549eV 

FWHM=10.8meV 

- - OK70(100)2'-off 

 OK70(111)A J\ J- <i __J L 1 

3 

1.5 1.55 1.6 

ENERGY (eV) 

1.7 

T=11K 
GaAs 

W-v 
■ Experiment 

- Lineshape Fit 

1.45    1.5    1.55 1.8     1.85     1.9     1.95 

Figure 1. 11 K PL spectra of a 10-period AlGaAs/GaAs 
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Figure 2. 11 K PR spectrum of the 10-period 
AlGaAs/GaAs MQW on (111)A GaAs. 

U= 105±5 Ä and Lb = 225±5 A, respectively. By HRXRD it was also determined that the nominal 
orientation of the substrates was correct within ±0.3°. 

Figure 1 shows the UK PL emission from the (lll)A and the (100) 2°-off samples grown 
side-by-side. It can be seen that the FWHM is 12.3 meV and 10.8 meV for the (lll)A and the (100) 
samples, respectively. The FWHM for (111)A is slightly lower than the best value recently reported for 
an MBE AlGaAs/GaAs MQW with only 5 periods [4]. The FWHM value indicates a well thickness 
variation across the 10-period MQW of ±3 monolayers at most. 

The UK PR spectrum for the (lll)A AlGaAs/GaAs MQW and the best theoretical fit are 
displayed in Figure 2. The PR energies are identified with all the allowed transitions for this structure 
(up to E3-HH3) and five weakly allowed transitions, which proves the high optical quality of the MQW. 
The eigenvalues for the structure were calculated assuming a band gap energy for the AlxGai_xAs 
barriers corresponding to the AlGaAs transition energy at 1.878 eV of the PR spectrum. This energy 
represents an Al fraction xb = 29 % according to ref. [13], which is very close to the value obtained 
from HRXRD. The eigenvalues that best agreed with the experimental transitions are listed in Table 1 
and were obtained for U = 105 A, in perfect accord with the HRXRD value. An exciton binding energy 
of 8 meV was subtracted from all the theoretical eigenvalues [14]. In the computations the GaAs 
effective masses employed were trie = 0.067mo, 1% = 0.952m,,, and m,h = 0.079mo, and the AlGaAs 
effective masses were nu = 0.087mo, mhh=1.002m0, and mu, = 0.093mo [15]. The conduction- and 
valence-band discontinuities used were AEC = 245 meV, and AEv = 120 meV, respectively. There is an 
excellent agreement, within ±3 meV, between the experimental and the calculated transitions energies. 
The PR results indicate an overall well width fluctuation of ±1 monolayer, which is even lower than the 
fluctuation previously obtained from the PL FWHM. 

4. Conclusions 

We have reported the growth of high quality AlGaAs/GaAs MQWs on (111)A GaAs by MOVPE at low 
temperature (600 °C). The HRXRD study proves the good crystal quality and periodicity of the MQW. 
The sample exhibited a single PL peak with a FWHM of 12.3 meV at UK, the narrowest value 
reported for a MQW on {111} GaAs, which corresponds to a well length fluctuation of at most 
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Table 1. Comparison between the experimental energy transitions deduced from the best fit to the 11 K PR 
spectrum for the 10-period AlGaAs/GaAs MQW on (111)A GaAs and the theoretical eigenvalues for the structure. 

Spectral PR energy Calculation * Spectral PR energy Calculation * 
feature (eV) (eV) feature (eV) (eV) 

Alo29Gao7iAs 1.878 — E2-HH4 1.669 1.669 
E3-HH3 1.771 1.768 E2-HH2 1.635 1.635 
E3-LH1 1.764 1.764 E1-HH3 1.565 1.565 
E3-HH1 1.745 1.745 E1-LH1 1.561 1.561 
E2-HH6 1.722 1.722 E1-HH1 1.543 1.543 
E2-LH2 1.703 1.704 

* After deducting an exciton energy of 8 meV 

±3 monolayers. The PR spectrum shows all the allowed and also weakly allowed transitions for the 
structure, further demonstrating the excellent interfacial quality of the MQW. The theoretically 
calculated transition energies are in excellent agreement, within ±3 meV, with the observed PR 
transitions using a well width of 105 A, in foil agreement with the HRXRD value. This also indicates a 
thickness fluctuation of ±1 monolayer. Finally, the low growth temperature (600 °C) achieved indicates 
a good prospect for the growth of InGaAs/GaAs/AlGaAs structures for the fabrication of laser devices. 
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Abstract. We present a study of photoexcited plasmons in semi-insulating, Fe-doped InP at room temperature 
and at 80 K by means of Raman spectroscopy. Two peaks are detected in the frequency region of the LO mode. 
Whereas the low-energy peak does not change with incident laser power, the high-energy peak shifts to higher 
energies with increasing laser power, and therefore is assigned to the £+ branch of the LO-plasmon coupled 
mode. The LO and the £,+ modes could be resolved at room temperature for high incident power, and were 
clearly resolved at 80 K for all the incident powers studied. The Raman spectra were fitted using a L+ lineshape 
model based on the Lindhard-Mermin dielectric function, in which contributions from electron, heavy-hole and 
light-hole intraband transitions as well as heavy-hole-light-hole interband transitions were taken into account. 
The fitting procedure allows us to determine the photoexcited plasma density as a function of the incident laser 

power. 

1. Introduction 

Recently, there has been a great interest in InP due to its applications to a wide range of high-performance 
electronic and optoelectronic devices. The capablity to design InP-based devices lies in the thorough 
understanding of the carriers behaviour. 

Light scattering by single-particle and collective excitations of photoexcited carriers has been exten- 
sively studied in GaAs [ 1]. By contrast, only a few articles on Raman scattering by photoexcited carriers 
in InP have been published so far, some of which report time-resolved measurements using high-power 
pulsed lasers for generating the e-h plasma [2, 3]. The observation of light scattering by a photoexcited 
plasma in InP under cw laser excitation was first reported by Nakamura and Katoda [4]. In lightly doped 
n-InP they observed a shift of the L+ branch of the LO-plasmon coupled modes (LOPCM) to higher fre- 
quency with increasing laser power. The shift was attributed to the generation of photoexcited carriers, 
whose density was estimated to be about 3 X1017 cm-3 for a laser power density of 1200 W cm"2. In a 
more recent paper, Boudart et al [5] have reported Raman measurements on undoped semiconducting 
(SC) InP and semi-insulating (SI) InP:Fe. For the SC InP, the L+ modes were clearly resolved from the 
LO mode arising from the depletion zone, and exhibited the expected shift to higher frequencies with 
increasing power density. However, they could not resolve the L+ and LO modes in SI InP, and therefore 
the presence of L+ modes in photoexcited SI InP could not be demonstrated. Quite recently, the results 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Figure 1. Polarized Raman spectra of semi-insulating lnP:Fe for different inci- 
dent laser power (a) at room temperature and (b) at 80 K. 

of polarized Raman measurements close to the E0 + AE0 resonance have been published [6]. These 
results appear to be in conflict with previous data, as frequency shifts of only 0.2 cm-1 are reported for 
the L+ peak, even with very high exciting laser-power densities. In contrast, L+ shifts in excess of 20 
cm-1 have been observed by other authors for similar laser-power densities [4, 5]. 

Up to date, no experimental evidence of L+ modes in SI InP under cw laser excitation has been re- 
ported. In this work we study the Raman scattering of SI InP for a range of incident cw laser power, and 
show that, even at low laser power densities, the photoexcited e-h plasma couples with the LO phonons 
giving rise to the observation of a L+ peak. 

2. Experiment 

The experiments were performed on LEC grown, semi-insulating (Fe-doped to approximately 5 X 1016 

cm-3) InP samples supplied by Sumitomo. We used the 528.7-nm line of an argon-ion laser as excitation 
source which was focused onto a spot area of about 5.3 X 10"4 cm2. The Raman signal was analyzed 
using a T64000 Jobin-Yvon spectrometer equipped with a charge-coupled device detector cooled with 
liquid nitrogen. The triple-additive configuration of the spectrometer was used, with 100-|U entrance 
slit, which gives a spectral resolution better than 1 cm-1. The polarized Raman measurements were 
performed on a (001) face in the (Z\XY\Z) configuration. The low-temperature measurements were 
performed at 80 K in a TBT Air-Liquide liquid nitrogen cryostat. The power loss through the optical 
window of the cryostat was measured and taken into account in the determination of the incident power 
on the sample. 
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Figure 2. Lindhard-Mermin lineshape fit (solid line) to the experimental Raman 
spectrum (dots) of lnP:Fe measured with an incident laser power of 15 mW (a) 

at room temperature and (b) at 80 K. 

3. Results and discussion 

Figure 2 (a) shows the Raman spectra measured at room temperature for different incident laser powers. 
A strong peak at 346 cm"1 and a shoulder at 344 cm"1 can be observed in the room-temperature spectra 
taken with 7 mW shown in Fig. 2 (a). With increasing incident power, the dominant peak shifts slightly 
to higher energies and broadens, while the shoulder is observed at the same frequency position, and 
for higher incident powers becomes resolved as a peak at 344 cm"1. In the (Z\XY\Z) configuration the 
deformation-potential mechanism is allowed for both the LO and the LOPCM modes [7]. We assign the 
high-energy dominant peak to scattering by coupled LO-photoexcited electron-hole plasma modes. The 
LO-L+ splitting is even better resolved by performing the measurements at 80 K, as can be seen in Fig. 

The density of the photoexcited plasma can be estimated by fitting a suitable LOPCM lineshape model 
to the experimental data. In our experimental geometry, only deformation potential and electro-optical 
mechanisms contribute to Raman scattering [7]. The corresponding Raman cross-sections are evalu- 
ated using the fluctuation-dissipation theory of Hon and Faust [8] and expressed in terms of the electric 
susceptibility of the plasma, which includes contributions from electron, heavy-hole and light-hole in- 
traband transitions as well as heavy-hole-light-hole interband transitions. The intraband contributions to 
the susceptibility are calculated in the random phase approximation including collision-damping correc- 
tions using the Lindhard-Mermin formalism [9]. The inter-valence-band terms are evaluated following 
Wan and Young [10]. This lineshape model, which contains two free parameters, the photoexcited 
plasma density and a phenomenological damping constant, was fitted to the experimental spectra. Figure 
3 shows the results of the model calculation for the spectra corresponding to a power density excitation 
of 28 W cm""2 (a) at room temperature and (b) at 80 K. From the fit we estimate the electron-hole den- 
sity in the plasma to be about 4 X 1016 cm"3. In the range of power densities studied, the photoexcited 
electron-hole density changes only by about 1.5 X 1016 cm"3. This is due to the presence of Fe deep 
impurity levels [11] which are very effective in capturing and recombining the photoexcited carriers [5]. 
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4    Conclusions 

We have shown that LO-plasmon coupled modes are observed in SI InP:Fe under cw laser excitation 
even at low incident-power density. High-resolution measurements are necessary to resolve the LO and 
the L+ peaks, thus allowing the accurate determination of the LO mode energy. A lineshape model 
based on the Lindhard-Mermin dielectric function, which takes into account the intraband electron, 
heavy-hole, and light-hole, as well as the interband heavy-hole-light-hole transitions, provides a good 
fit to the measured spectra. From fits of this model to the spectra the photoexcited carrier density can be 
determined. 
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Abstract. The photocapacitance measurements under constant capacitance condition is applied to n- andp-type InP 
crystals prepared by 4h-annealing at 700°C under controlled phosphorus vapor pressure. Samples used are InP bulk crys- 
tals grown by the conventional LEC method. Vapor pressure corrtroUed-2onemdtmggrovmIJiPandIJJE-grownInPare 
also investigated. The phosphorus vapor pressure dependence ofthe deep level density is slwmArri the exritarion pho- 
tocapacitance method is also applied to show the precise optical transitiorimeclianismofthese deep levels. From these re- 
sults, the detect formation mechanism is discussed in view ofthe deviation from the stoichiometric corrrposition of InP. 

1. Introduction 

The most important factor to be controlled in compounds is the deviation from the stoichiometric composition[l]. 
Whereas InP is one ofthe most promising semiconductor material for the application of ultra-fast electronic devices, 
opto-electronic devices and so on, the deviation from the stoichiometric composition is more serious compared 
with Ga-As based compounds. Many reports on the deep levels have been published[2]. However, the results are 
far from crucial conclusion ofthe effects of stoichiometry on the defects in InP. 
In this paper, the photocapacitance (PHCAP) measurements under constant capacitance condition is applied to 
various n- [3]and/> -InP[4] crystals prepared by 4h-annealing at 700°C under controlled phosphorus vapor pres- 
sure followed by rapid cooling. Vapor pressure controlled-zone melting grown InP and LPE-grown InP are also 
investigated by PHCAP. The phosphorus vapor pressure dependence ofthe deep level density is shown. And the 
excitation photocapacitance method is also applied to show the precise optical transition of these deep levels. 

2. Experiments 

2.1 Samplepreparation 

The starting crystals used for annealing were LEC grown w-andp-InP. Carrier concentration of undoped crystal is 
1.2-1.5xl016cm'3 and that of Sn doped InP is 2.2xl016 cm"3. Carrier concentration ofp-InP doped with Zn is 3xl017 

cm"3. InP is placed in one end of a dumbbell-type quartz ampoule and 6N-red phosphorus in the other end. After 
sealing in vacuum, heat treatment was carried out at 700°C for 4h under controlled phosphorus vapor pressure. 
Phosphorus vapor pressure at the phosphorus zone, Pp, is determined from the temperature of red phosphorus [5]. 
The phosphorus vapor pressure at the crystal zone, P, was determined from the following equation. 

P=PP(T/TP)
1/2 (1) 

where T and Tp are the temperature of InP crystals and red phosphor, respectively. After annealing, the ampoule 
was rapidly cooled by dipping into the water at nominal room temperature. 

2.2 Photocapacitance measurements 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 JJEEE 
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PHCAP measurement by constant capacitance method is applied at 77K to determine the level densities and their 
energy levels. Metal-semiconductor contact diodes were made by Au-evaporation as a barrier metal. Monochro- 
matic light was fed into the depletion layer of the sample diodes. Deep levels was made to be neutral before each 
light irradiation. For this purpose, forward bias injection was carried out in the dark before each light irradiation. 

After light irradiation, bias voltage (AVph) changes to keep the junction capacitance constant according to the ioni- 
zation of the levels. However, the depletion layer thickness is kept constant regardless of the change of ion density. 

The change of ion density, AM, is given by the following equation. 
AVpiKeßC^ANt (2) 

where C is the constant capacitance of the sample diode, 8 is the dielectric constant and AV& is the change of bias 
voltage. Precise description of the PHCAP will be referred elsewhere[6]. 

3. Results and Discussion 

3.1 n-typeLECInP crystal 

Figure 1 shows the ion density PHCAP spectrum of undoped w-InP crystal before annealing. Vdak is attributed to 
the thermally ionized level density in the dark. Net ion density induced by the light irradiation is obtained by 
AV^Vph-Vidc, where V,* is the bias voltage after light irradiation. In Fig. 1, it is shown that the ion density shows 
gradual increase at ~0.4eV and then increase at 0.63eV. The decrease of ion density at 0.74eV is induced by the 
neutralization of ionized deep level. In the wavelength region of 0.9-1. leV, another ionization is observed at 1. leV. 
In case of undoped «-InP, almost the same deep levels are observed even after 4h-annealing at 700CC. 
Figure 2 shows the change of deep level density as a function of the phosphorus vapor pressure. It is shown that the 
Ec-0.63,1. leV and 0.74eV+Ev level density decreases with increasing vapor pressure in the range below 100 Torr. 
Then, the level densities increase when the vapor pressure exceeds 1000 Torr. 
Ion density PHCAP spectrum of S-doped InP crystal with the carrier concentration of 5xl017cm'3 does not show 
the ionization at 0.63eV nor the neutralization at 0.74eV. Group VI impurity S will occupy the P-sublattices. 
Therefore, the doped impurity S will also reduce the Vp concentration. It is considered that these deep levels are 
stoichiometry-dependent and are related most possibly with at least the Vp. It is also considered that the annealing 
under extremely high vapor pressure induces non-equilibrium defects in the lattice. Indeed, in the case of GaAs, it is 
noticed that high-pressure annealing induces not only the interstitial arsenic atom-related point defects but structural 

defects like stacking 
faults and extended 
dislocations. In such 
highly degraded lat- 
tices, it is considered 
that both the excess 
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light irradiation, the ion density PHCAP spectrum was measured from long wavelengths. It is shown that the de- 
crease of ion density is induced at 0.43 and 0.45eV. This decrease of ion density is caused by the neutralization of 
ionized deep levels. The precise optical transition of deep levels in n-InP will be shown later with those mp-M>. In 
case of Sn-doped M-InP, the ion density PHCAP spectrum shows almost no ionized levels at around 0.63eV. How- 
ever, after 4h-annealing at 700°C, Ec-0.63eV and 0.74eV+Ev levels are induced. The vapor pressure dependence 
of these deep levels shows gradual decrease in the range of oxlO"6 ~ lxlO"1 Torr. Above lxlO"1 Torr, the ion densi- 
ties shows slight increase with increasing vapor pressure. Under the application of high vapor pressure, Sn-doped 
w-InP crystal is seriously degraded after annealing by the crystallographic inspection. 

3.2 p-typelnPLEC crystal dopedwiihZn 

Figure 3 shows the ion density PHCAP spectrum of^-InP crystals prepared by 4 h-annealing at 700°C. It is shown 
that 1.05 eV+Ev level is detected before and after annealing. In addition, the deep level is detected at 0.74 eV 
above the valence band when/^InP crystals are annealed under lower vapor pressure of 1-100 Torr. It is already 
shown that PHCAP results revealed the electron capture at 0.74eV above the valence band even in undoped n-InP 
crystals. It is also shown that the 0.74eV+Ev level density in «-InP decreases with increase of vapor pressure in the 
range below <100 Torr. It means that the photoresponse at 0.74 eV+ Ev in Zn- doped />-InP corresponds to the 
electron capture at 0.74 eV in «-InP. Therefore, it is concluded that the phosphorus vapor pressure dependence of 
the 0.74eV+Ev level density shows good correspondence between n- and/>-InP crystals respectively. It is consid- 
ered that 0.74eV+Ev level is at least related to VP. 1.05 eV+ Ev level density increases monotonically with increase 
of vapor pressure. In view of vapor pressure dependence and the effect of impurity doping, 1.05 eV level may be 
due to defect- impurity complex with close relation to either In vacancy or P interstitial. 
The excitation PHCAP was also carried out to 1.05eV+Ev level. After the primary light irradiation, ion density 

PHCAP spectrum was measured repeatedly from the long 
wavelength by changing the primary excitation light wave- 
length. After 1.08 eV light irradiation, neutralization is 
induced at 0.51 eV below the conduction band. From 
these results, schematic drawing of the optical transition 
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Fig.3 Ion density PHCAP spectra of intentionally Zn 
doped p-InP prepared by 4h-annealing at 700°C 
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Fig.4 Schematic drawings of the optical transition 
process of stoichiometry-dependent deep levels in 
LEC-grown InP prepared by 4h-annealing at 700°C 
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process in InP is shown in 
Fig.4. 

3.3 Vapor pressure con- 
trolledInPcrystalgrowth 

The vapor pressure control 
technology has been exten- 
sively appHed to the liquid 
phase epitaxy (LPE) and bulk 
crystal growth of InP by the 
pressure controlled zone 
melting method Contrary to 
the conventional method, 
LPE growth has been carried 
out by the temperature difference method under controlled vapor pressure (TDM-CVP)[7]. Figure 5 shows the ion den- 
sity PHCAP spectrum of LPE-grown InP under controlled vapor pressure. As shown in Fig.5, almost no deep level is 
detected in the spectral range below 1. leV. This indicates that the high qua%Ii>E InP wife stoichiometric composition 

can be grown by the pressure controlled LPE method. 
Figure 6 shows the ion density PHCAP spectrum of InP bulk crystal by the pressure controlled zone melting method. 
From our previous results, it has been shown that the electron concentration shows its minimum and the Hall mobility 
shows its maximum under a specific phosphorus vapor pressure of-22.7 atm[8]. As shown in Fig6, the PHCAP method 
revealed deep donors at 0.46, 0.86 and l.leV below the conduction band and ~1.0eV above the valence band respec- 
tively. These deep levels are quite different from those observed in ccmventional LEC InP except Ec-l.leVlevel. In addi- 
tion, the levdder^ is extremely low con^ared with the IJECInP^ 
possibility to obtain high quality bulk crystals with stoichiometric composition 
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Fig.6 Ton density PHCAP spectrum of n-type 
InP bulk crystal grown by the vapor pressure 
controlled zone melting method. 

4. Conclusion 

PHCAP measurements revealed stoicMometry-dependent deep levels at Ec-0.63eV, 0.74eV+Ev, Ec-1. leV in both inten- 
tionally-undoped and Sn doped n-type InP, and 0.74eV+Ev and 1.05eV+Ev levels have been revealed in Zn-dopedp- 
type InP respectively. 0.74eV+Ev level was detected commonly in both n-mlp-typs InP when annealed under lower 
phosphorus vapor pressure. From the results, it is considered that Ec-0.63eV, 0.74eV+Ev and Ec-l.leV levels relate at 
least with VP. 1.05eV+Ev level inp-InP is considered to be related with excess phosphorus composition Vapor pressure 
control has been extensively applied to the LPE and bulk crystal growth of InP. PHCAP results indicates that the high 
quality crystals with stoichiometric composition wfll be obtained by the vapor pressure ccaitrol during crystal gro 
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Abstract. Photoconduction measurements made on InojjGa^As channel HEMTs indicate that the threshold energy 
for photoconduction corresponds to the bandgap of the quantum well and the absorption edge of the substrate. Many 
interband transitions are observed which can be correlated with the electronic subbands of the quantum well. Strong 
confinement of photogenerated holes is associated with a large modulation of the HEMT threshold voltage. 

1. Introduction 

Photoelectric measurements based on induced photoluminescence, (PL) and photoconductivity, (PC) are 
standard techniques used for the evaluation of semiconductors. PC measurements were extended by 
Schuermeyer (1996) to include GaAs-based fully fabricated high electron mobility transistors (HEMTS). 
Such measurements are considered desirable because fundamental material properties can be affected by 
the device processing procedures and the electronic properties of such devices depend on the voltages 
applied to their terminals. PC procedures can be used for these purposes with radiation incident on the 
substrate side of HEMTs if their substrates are transparent for radiation which is absorbed in their 
conductive channel quantum wells. 

There are fundamental differences between PL and PC spectroscopic techniques applied to quantum 
confined charge carriers. In emission spectroscopy the charge carriers relax to their lowest energy states 
and recombine by means of radiative transitions; their spectral response consists of a few narrow lines 
whose width is broadened by their thermal distribution. The PC spectral response is not affected by thermal 
broadening provided that the Fermi levels and quasi-Fermi levels are far removed from the electron and hole 
subbands; this occurs in deeply depleted HEMTs. Therefore more transitions can be resolved by means of 
such absorption spectroscopic measurements (Tanaka 1996, Kotera 1996) than by means of photoemission 
measurements. PC measurements can even be made at room temperature. However, their absorption 
spectra have step-like characteristics. Differentiating the PC response versus photon energy yields spectral 
lines at the risers of the steps; the linewidths of the spectra indicate the quality of the quantum wells. The 
PC spectral response characteristics provide information about the energy profile of GaAs-based HEMTs 
(Schuermeyer 1997) and indicate, as well, that the photogenerated charge is amplified by the HEMTs due 
to hole storage in the channel. These holes modify the HEMT threshold voltage and consequently they also 
affect its effective drain current. 

2. Experiment and Interpretation 

Details of the apparatus used for the on-wafer, non-destructive, PC measurements have been described 
previously (Schuermeyer 1996). Chopped monochromatic radiation, obtained from a 50W tungsten/iodine 
source incident on a grating monochromator, is applied to the substrate side of HEMT by means of an 
optical fiber; its source, gate and drain contacts were shielded. A thermopile and a Ge detector were used 
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Figure 2  Photoconduction spectrum at a gate voltage Vg 
= 0V 

to calibrate the energy dependence of the incident radiation intensity. The DC as well as the AC drain 
currents induced by the chopped light were recorded as functions of the photon energy and gate voltage. 

The photon energy dependence of PC spectra, measured at room temperature, on a HEMT with an 
In053Gao47As channel, an In052Al048As barrier layer, and a 0.25 um buffer, grown on an InP substrate, 
(Goldman 1996a) is shown in Figure 1. Each of the 3 curves shown here has a threshold energy at ~ 1.3 eV, 
consistent with the InP absorption edge, and a second threshold at ~0.7eV consistent with the bandgap of 
In^Ga^As. The strong dependence on the applied gate voltage, Vg, similar to that observed on GaAs- 
based HEMTs, is attributed to amplification of photo-generated charges by the transistor. Figure 2 shows 
the structural features of the Vg= 0 curve, between its two thresholds. The spectra observed in the vicinity 
of 0.9 eV are produced by the tungsten-iodine light source rather than by the transistor. Figure 3 shows 
the energy dependence of the derivative of the other PC signals of Figure 2: a well developed peak at -740 
meV and oscillations at higher energies with an interval between peaks of ~55meV. The exact location and 
the intensity of these peaks varied slightly from device to device. Figure 3 also shows the consistency 
between spectra measured, between 1 and 1.3 eV, on the same device, under the same conditions, after an 
elapsed period of several days. These spectra represent, therefore, the PC response of the HEMTs and are 
not random noise. 

The spectra in Figure 3 are considered to represent electronic transitions to the subbands of the quantum 
well channel. The relevant energy levels of these subbands were calculated by means of procedures, such 
as described by Weisbuch (1987, p. 11), assuming a quantum well width of 50 nm, an effective electron 
mass ratio, m7m0=0.041 and a heterobarrier of 510 meV. These calculations yielded a total of 12 subbands 
whose energies with respect to the valence band maximum are indicated in Figure 4 by triangles. Figure 
4 also shows these energy levels as Gaussian functions of equal weight with a standard deviation of 12 meV. 
The calculations effectively simulate the experimentally obtained data. Above leV we observe 4 bands 
which appear evenly spaced by ~65meV in good agreement with experiment. At lower energies the 
subbands are closely spaced and cannot be resolved as discrete levels. However, their overlap produces 
an increase in the resultant signal, similar to those observed experimentally. We have considered possible 
alternative explanations for the oscillatory PC signals above leV such as might be caused by interference 
effects. We reject this assumption because the separation between- peaks suggests a fundamental 
wavelength of 25um, in vacuum, and 7 um, in the semiconductor, assuming its index of refraction to be 
n=3.5. 
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Figure 4   Display of theoretically derived electron 
subbands 

Figure 5 shows the photocurrent Ip, transconductance of the HEMT, and the threshold shift dependence 
on the gate voltage, measured with a drain voltage, Vd = 20mV for an incident photon energy of 800meV. 
The data shown in Figure 5 are similar to those obtained on GaAs-based HEMTs and are attributed to the 
amplification of the photogenerated charge by the transistor. The modulation of the threshold voltage 
(Schuermeyer 1997) shown here indicates excellent hole confinement in the channel; the range is 
considerably greater than that observed in GaAs-based devices, limited between 5 an 10 mV and remaining 
constant in the depletion range. 

We have made similar PC measurements on an In^Ga^As/ In052Al048As HEMT, made of a 
heterostructure, grown by MBE, on a GaAs substrate with a compositionally step- graded h^Ga^As buffer 
(Cheskis 1996). In order to inhibit the generation and the propagation of lattice defects generated by the 
lattice mismatch between the substrate and the HEMT we use a compositionally step-graded In/Ja^As 
buffer (Goldman et al. 1996a) between the substrate and the In0 530304^ channel. 

Each one of 5 buffer steps is -200 nm-thick and the In concentration increases from the substrate by 
-10%, per step. The PC response vs photon energy of this specimen, shown in Figure 6, indicates a 
threshold at -1.4 eV consistent with the GaAs absorption edge while the other threshold at ~0.7eV 
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Table I 

HEMT 
on n/cm2 

(300K) 
cm!/Vs 
(300K) 

n/cm2 

(1.6K) 
cmWs 
(1.6K) 

(mA/mm) 
(300K) 

gm 
(mS/mm) 
(300K) 

f, 
(GHz) 
(300K) 

InP-based 
substrate 

1.4xl012 13,600 1.4xl012 102,000 200 240 19 

GaAs-based 
substrate 

2.7xl012 12,600 2.5xl0'2 64,000 520 300 20 

corresponds to that of the In^Ga^As channel. From the derivative of the PC spectra measured for Vg= 
-1.6V we find a single transition peak at ~0.75eV in contrast to the closely spaced transitions associated 
with the peak of the InP-based HEMTS. Furthermore, at higher energies the spacing between the peaks 
is ~200meV. These results may be due to a much narrower quantum well with fewer electronic subbands 
in the GaAs-based device than in the InP-based device. The effects of the absorption in the buffer layer on 
the PC spectrum have not been evaluated, as yet. The charge transport properties of the heterostructures 
used to fabricate the HEMTs are shown in Table I. A nearly complete strain relaxation in the buffer is 
required (Goldman et al. 1996b) to provide a room temperature electron mobility of the GaAs-based 
HEMT comparable to that of the lattice matched InP-based HEMT. However, in the cryogenic regime 
(1.6 K), the former has only half the electron mobility of the latter,attributed to a high density of occupied 
ionized acceptor centers associated with dislocations present in the quantum well. 

The room temperature saturated drain current, Idss, the transconductance, gm, and the gain-bandwidth 
product, ft, of the identical configuration 1.0 x 50 um2 HEMTs are also shown in Table I (Cheskis 1995). 
The larger gm is, obviously, associated with the higher ns of the GaAs-based sample although the ft values 
are nearly the same, probably because the electron velocity in the In0^Ga,, 47As channel is nearly the same 
in both transistor types. 

3. Conclusions 

The photoconductive responses of representative In0^Ga^As/ In„ 52Al0 48As HEMTs grown on InP and 
on GaAs substrates were evaluated at room temperature within the spectral range delimited by the 
absorption edges of their substrates and their conductive channels. The calculated spectral response is in 
good agreement with the experimentally measured transitions to the subbands of their quantum wells and 
the fundamental interband transition (el-hhl) energy is the same in both transistor types. 
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Abstract. Hydrogenation effects on electrical properties of n-type and undoped InGaP epi layers lattice 
matched to GaAs was investigated. It was found that the hydrogenation under a proper condition can be 
resulted in a Au/n-InGaP Schottky diode with a good rectifying characteristics as well as an effective defect 
passivation. These improvement were thought to be resulted from the atomic hydrogen diffused into InGaP 
neutralized Si donor and passivated recombination centers near the surface. 

1. Introduction 

InGaP lattice matched to GaAs is an attractive alternative to AlGaAs in optoelectric devices. Due to 
many useful properties such as its wide band gap, low concentration of deep traps and large valence 
band discontinuty, this material system appears to have good potential to applications for laser 
diodes[l,2], field effect transistor[3], and heterojunction bipolar transistors[4]. 

Hydrogen can be introduce into semiconductors during the device process such as chemical vapor 
deposition(CVD), thermal annealing, exposure to a hydrogen containing plasma, and wet etching 
process. In many cases, its incorporation into crystalline semiconductors is unintentional, and can 
cause changes in the electrically active dopant profile in the near surface region. Since atomic 
hydrogen in semiconductors results in electrical passivation of impurity states, deep levels as well as 
unreconstructed surface dangling bonds, the hydrogen incorporation in crystalline semiconductors has 
attracted considerable interest. 

In this paper, hydrogenation effect on electrical properties of Si doped n-type and undoped InGaP 
epi layers grown on GaAs was investigated. It was found that the hydrogenation under a proper 
condition can be resulted in a Au/n-InGaP Schottky diode with a good rectifying characteristics as well 
as an effective defect passivation. 

2. Experiments 

Undoped and Si-doped n-type Ino.4sGao.52P epilayers were grown on 2-in.-diam semi-insulating 
(lOO)GaAs substrates by molecular beam epitaxy (MBE) using a special phosphorus solid source with a 
fast acting valve and a cracking section(Riber KPC 250). The P2 beam equivalent pressure(BEP) 
used in this work were typically about 6.5 x 10"6 Torr. The growth rate of InGaP was 0.8 u.m/h. 
The room temperature electron concentrations in the n-type sample was about 8 x 1016 cm"3. In order 
to investigate the hydrogenation effect, two type specimens were prepared by CVD-processed . One 
deposited Si02 film by plasma enhanced chemical vapor deposition (PECVD) using at a substrate 
temperature 200 °C.    The PECVD was performed with a power of 0.33 W/cm2. The film thickness 
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was 100 nm and deposition rate was 20 nm/min. The other type of sample was prepared at 200 °C by 
the hydrogen plasma exposure(HPE) in remote plasma chemical vapor deposition(RPCVD) system. 
The hydrogen pressure during the exposure was 5 mTorr and the substrate temperature was sustained 
by IR lamps. 

Au Schottky diodes with a diameter of 0.5 mm were prepared using a thermal evaporator. The 
active carrier concentration, its profile vs. junction depth and current density were obtained using an 1 
MHz capacitance-voltage and current-voltage measurement system controlled by a microcomputer. 
Also, the characteristics of deep levels existing in the active layer were studied by optical deep level 
transient spectroscopy(ODLTS). 

3.    Results and discussion 

Figure 1 shows the reverse biased I-V curves of Au/n-InGaP Schottky diodes before and after hydrogen 
plasma exposure in CVD at 200 °C. As shown in this figure, the leakage current in the Schottky 
diode hydrogenated at 200 °C for 2 h decreased from 10° A/cm2 to 10"7 A/cm2 at - 3 V, and the 
breakdown voltage was increased to above 30 V, while in the untreated Schottky diode those were 
about 10"4 A/cm2 and - 4 V, respectively. Here, the breakdown voltage was defined as the voltage 
when the leakage current density reached 1 x 10"4 A/cm2 under reverse bias. As can be seen in this 
figure, in the CVD processed-diode which was fabricated after removed of the passivated SiCh, the 
leakage current was five times lower and the breakdown voltage was 20 % higher than those of the 
untreated diodes. These improvement in the rectifying characteristics were thought to be due to 
hydrogen atoms diffusing during the CVD process. 

Figure 2 was the forward biased I-V characteristics for the Schottky diodes. In the forward 
characteristics, the ideal factors (n) of the untreated and the CVD-processed samples were about 1.05 
and that of the hydrogenated specimen was 1.15. The saturation current of the hydrogenated sample 
increased two orders of magnitude compared to the untreated and the CVD-processed diodes. As a 
hydrogenation result, we found that hydrogenation under a proper condition can result in good 
rectifying characteristics of a Au/n-InGaP Schottky diode. The increase in breakdown voltage and the 
decrease in leakage current of the hydrogenated diode were resulted from the increase in Schottky 
diode barrier height during hydrogenation. In other words, the atomic hydrogen diffused into InGaP 
during HPE neutralized Si donors as well as deep levels near the surface. Thereby giving rise to the 
increase in effective barrier height and the decrease in recombination centers. To confirm the 
hydrogen incorporation to Si donors, high frequency C-V (1 MHz) measurements were performed. In 
the as- grown sample, the donor carrier concentration was about 8.0 x 1016 cm"3. In the CVD- 
processed sample, the concentration was lower by 4.5 x 1016 cm"3 at 2200 Ä. In the hydrogenated 
sample at 200 °C for 2 h, the concentration was five times lower than that of the as-grown sample. 
This indicated that the CVD-processed samples could contain the hydrogen atoms near the surface and 

the diffused hydrogen during the CVD process can passivated the electrical activity of Si-donor in 
InGaP. 
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Fig. 2 The forward biased I-V characteristics of the 

Schottky diodes made by Au contacts on as-grown, 

CVD    processed, and hydrogenated n-type InGaP. 

In order to investigate deep levels in the hydrogenated InGaP, ODLTS measurements were 
performed. The rate window of the spectra was fixed to 18.48 s"1. The InGaP samples were heat- 
treated at 350 °C for 5 min in N2 ambient after metallization. Figure 3 shows the changes of deep 
levels by the hydrogen plasma exposure at 200 °C for undoped InGaP. In the pre-hydrogenated 
sample, four deep levels, denoted as PI, P2, P3, and P4, respectively were observed. By using the 
DLTS signal analysis method, it was confirmed that the four signals represented deep level defects 
located at 0.25 eV, 0.31 eV, 0.43 eV, and 0.62 eV from a conduction band edge. The concentration of 
PI and P2 in undoped InGaP decreased with increasing P2 BEP, suggesting that these traps may be 
associated with the crystal defects in the P deficient lattice sites such as the phosphorus vacancies(Vp). 
Also, the origin of P3 and P4 signals were attributed to phosphorus vacancies Vp and/or a transformed 
defect from Vp such as a Gap or Inp antisite[5]. After hydrogenation at 200 °C for 2 h, the relative 
intensities of all traps decreased in about 10 times and only two signals corresponding to P3 and P4 
traps around 180 K and 280 K remained as main defects. 

Figure 4 shows the behavior of deep levels for hydrogenated n-type InGaP. Like the undoped 
sample, the three deep levels, PI, P2, and P3, after hydrogenation, decreased rapidly. After 
hydrogenation, the decrease of deep level defects was believed to be due to the neutralization of their 
active states related to the phosphorus vacancies by the atomic hydrogen. Since vacancy defects 
always have dangling bonds, they can easily bond together with hydrogen atoms[6]. In generally, the 
hydrogen atom can effectively passivates vacancy defects. This indicated that electron traps in InGaP 
have been formed due to complexes of vacancies and other impurities. 
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4. Conclusion 

The increase in break down voltage and the decrease in leakage current in the hydrogenated diode are 
thought to be resulted from the increase of the diode barrier height during hydrogenation. That is, the 
atomic hydrogen diffused into InGaP by HPE neutralizes Si donor as well as deep levels near the 
surface, giving a rise to the increase of the effective barrier height and the decrease of recombination 

centers. 
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Abstract: InGaAs layers were grown on InP substrates by MOCVD using CBr4 sources and 3x10" cm"3 doping 
was achieved upon annealing and de-passivation from hydrogen. The impact of annealing was investigated by 
FTIR, SIMS and Hall measurements. The results show the presence of the H - (CA, )2 complex and a loss of 
hydrogen upon annealing which is estimated to be -33% by FTIR and -50% by SIMS. These results are consistent 
considering the fact that FTIR refers only to C-H bonds. In and As variations near the surface and some carbon 
concentration variation upon annealing is also reported. 

I. Introduction 
Heavily doped p-type InxGa!.xAs (x = 0.53) is very attractive for electronic and optoelectronic 

applications such as, Heterojunction Bipolar Transistors (HBTs), heterojunction lasers and p-i-n diodes. Carbon 
doping offers a valuable alternative to traditionally used group II elements, such as Zn and Be due to its low 
diffusivity and high degree of incorporation. Most of the work to date has been carried out by growth 
techniques other than Metalorganic Chemical Vapor Phase Epitaxy (MOCVD). Results presented so far using 
MOCVD employed primarily CC14 as carbon source [1] and demonstrated some limitations imposed by the 
presence of large amounts of hydrogen which reduce carbon incorporation and passivate the incorporated 
atoms. Annealing appears to be in certain cases necessary in order to activate the incorporated acceptor atoms 
and obtain a high level of p-doping. Little is known on the hydrogen passivation process and the characteristics 
of such layers. We report the growth of C-Ino.53Gao.47As by MOCVD, using CBr4 rather than CC14 as carbon 
source and analyze its characteristics using Fourier Transform Infrared Spectroscopy (FTIR), Secondary Ion 
Mass Spectrometry (SIMS) and Raman spectroscopy. 

II. Basic considerations of C-incorporation in III-Vs 
Extensive reports have been made on C-GaAs and its passivation with hydrogen [2][3] but much less 

has been reported on its ternary compounds [4]. Studies of these materials by infrared and Raman Spectroscopy 
have revealed Localized Vibrational Modes (LVM) of (C - H) pairs and carbon isolated acceptors. Carbon 
acceptors in InGaAs can manifest five different cluster configurations, depending on the number of In Nearest 
Neighbors (NN), CAs Ga4, CAsInGa3, CAsIn2Ga2, CAsIn3Ga, and CIn4, with Td, C3v, C2v , C3v, and Td symmetry. 

The introduction of Hydrogen passivates the carbon acceptors and form a C-H complex, with hydrogen 
occupying the bond centered site, between the carbon and one of its NN atoms. High resolution IR and Raman 
spectra of GaAs at He liquid temperature (HeLT) revealed the presence of a high frequency stretch mode at 

2635 cm"1 which was assigned to a C-H complex [4][5]. Moreover, the frequencies 2635, 2626,2617, 2608 and 

2558 cm"1 were observed in AlxGai.xAs with 0< x < 1 [6]. These lines provided information on the Al (NN) 

complex with zero, one , two or three Al (NN). The 2635 cm"1 line has also been observed in InGaAs for x < 
0.1 [7] . The difference in line number appears to depend on the technique and parameters used for growth. A 

2688 cm"1 line has also been observed at (HeLT), in GaAs and AlGaAs [8][9]. Extensive work on this line, 
concluded that it is due to the formation of an aligned carbon - hydrogen complex [H- (CAs)2] involving two 
carbon atoms aligned in the [110] direction, when the growth direction is [100]. Moreover, some of these 
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complexes but not necessarily all, incorporate at least one hydrogen and the di-carbon split interstitial appears 
to act as a donor [9]. Dissociation and defect cluster formation combined with eventual presence of interstitial C 
and deep donor presence can consequently impact the performance of devices such as HBTs. It is therefore 
important to understand the local structure of QAS in InGaAs before and after annealing. 

We report a similar investigation on the local structure of C acceptors in InxGai.x As with x = 0.53. 
SIMS, Raman, FTIR and Hall measurements were performed for this purpose. Annealing led to de-passivation 
of the carbon acceptors and its impact has also been investigated. The results show the presence of the di-carbon 
defect [ H- (CAs)21 aligned in the plane perpendicular to the (100) growth axis. 

III. MOCVD Growth Study of C- Ino.53Gao.47As using CC14 and CBr4 Sources 
The investigated C-InGaAs layer was 2.5 urn thick and was grown directly on Fe-doped SI InP (100) 

substrate, using our EMCORE LP-MOCVD system [1]. TMIn, TMGa and 100% AsH3 were used for group III 
and group V elements respectively. The V/III ratio was 5 to 20. Studies of the CBr4 source efficiency as a 
function of growth temperature showed a much smaller sensitivity of indium incorporation efficiency to 
temperature compared with growth in the presence of CCI4. Since the incorporation of both H and C increases 
as the growth temperature decreases, the latter was set to 450°C which is a good trade-off for reduced H 
incorporation and maximum doping. 

The maximum doping level achieved with the above described approach was 7 x 1019 cm"--- and 3 x 
1019 cm-3 for CCI4 and CBr4 sources respectively. Studies of the mobility vs. hole concentration characteristics 
for InGaAs grown using the above two sources showed similar values as those obtained using other growth 
techniques such as MBE and Gas-Source MBE. SIMS and Hall analysis suggested that the Hydrogen reduction 
taking place upon annealing is smaller than the occurring increase of p-doping. A possible explanation for this 
is the presence of an additional mechanism related to carbon displacement from group III to group V site [1]. 
The investigated samples consisted of "as-grown" InGaAs, annealed InGaAs and a reference InP substrate. 

IV. Fourier Transform Infrared Spectroscopy Characteristics of C-Ino.53Gao.47As 
FTIR measurements were performed at room temperature, using a Nicolet 800 FTIR spectrometer at 4 

cm" resolution in the 400 - 4000 cm" range. Tests took place with and without polarizer, at different angles of 
incidence, in the transmission and reflection modes, before and after annealing of the sample. The absorption 

spectra of the InGaAs are shown in Fig.l and reveal a wide peak centered at 2666 cm" . Taking into account the 
difference in frequency between (HeLT) and room temperature spectra, this peak is to be compared with the 

2688 cm" line observed in GaAs and AlGaAs. The latter suggests that the observed peak may be assigned to a [ 
H- (CAS)2 ] complex as previously reported for GaAs. 
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Fig. 1 FTIR spectra of C-InGaAs before and after annealing in the 2600 cm"  region 



313 

Annealing at 600°C in an inert atmosphere for 10 sees, led to a decrease in the intensity of the 2666 
cm"1 peak. The integrated absorbances for both spectra before and after annealing ( Al= 0.0921 cm , A2 = 
0.0612 ), show that 33% of the complex centers dissociate upon annealing. Assuming that the carrier 
concentration increase upon annealing is solely related to dissociation of C-H complexes, this suggests that 50% 
of the passivated carbon atoms could be freed upon annealing. 

Study of the isolated carbon (C - Ga) or (C - In) bond in the low energy range turned out to be difficult 
due to the apparent Fe segregation and diffusion in the InP substrate taking place at the process temperature 
and upon annealing [9]. Nevertheless, in the narrow window, between 515 and 600 cm" , where the InP 
muliphonons and Fe impurities contributions are absent, a very weak peak was observed at 545 cm . The nature 
of this line can be better understood by consideration of the lines associated with the isolated carbon (C-Ga) 
bond and observed in C-GaAs and C-AlGaAs between 500 and 600 cm"1. By analogy to the correlation reported 
between the 576 cm"1 and 2688 cm"1 lines in GaAs [10], it is suggested that the 545 cm"1 is likely to be 

correlated to the 2666 cm^line observed in our InGaAs samples. 

V.        Hall and SIMS Characterization of C- Ino.53Gao.47As 
Hall measurements showed a strong increase in carrier concentration after annealing with a doping 

increase from 2.0 x 1018 cm"3 to 6.9 x 1018 cm"3, while the mobility remained almost constant showing a small 
variation from 60 to 63 cm2/Vs. This suggests the presence of a hydrogen passivation mechanism which is 
purely associated with a neutralization effect (partially neutralized [H - (CAS>2] complexes). 

SIMS depth profiles made it possible to obtain information on the concentration of the different 
elements present in the InGaAs layer. SIMS measurements were performed with a Cameca - IMS 4f apparatus, 
with oxygen as primary beam. The samples (before and after annealing), were introduced together, and 
measured simultaneously, after 24 hours degassing, in order to overcome the interference from residual 
hydrogen in the chamber, and ensure the use of same parameters and conditions for the evaluating the sample 
profile. Typical results are shown in Fig.2 and demonstrate a variation in the concentration of In and As over 
the top one micron of the layer. The layer appears in this region as «In rich» and «As poor» and the results 
suggest the presence of stoichiometry variations near the surface. 
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Fig. 2 SIMS characteristics of C-InGaAs after annealing   Fig. 3 Raman spectrum of C-InGaAs upon annealing 

Hydrogen depth profiles of the samples before and after annealing showed a 50% decrease in 
hydrogenconcentration (proportional to the ionic current) upon annealing. This agrees with the above reported 
FTIR results which predicted a smaller decrease of 33% as expected in such a measurement which is solely 
related to changes in C-H bonds. The remaining elements except carbon, appeared to remain stable upon 
annealing. 
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Care was taken to ensure very stable and reliable conditions for SIMS measurements. As explained 
earlier, samples were characterized simultaneously before and after annealing and degassing took place over 
extended periods of time. The observed 20% carbon loss in C-InGaAs upon annealing (on a linear scale) is 
higher than the 5 to 10% uncertainty of the SIMS measurement. There is consequently at least 10% of carbon 
concentration change, possibly by outdiffusion [11]. Moreover, the decrease in Carbon concentration upon 
annealing is linear, showing a maximum variation of -10% at the top of the layer and almost zero variation near 
the InGaAs/InP substrate interface. 

VI. Raman Spectroscopy of C- Ino.53Gao.47As 
Raman measurements have been performed at room temperature with a Dilor spectrometer using the 

514.5 nm Argon laser line at 2 cm" resolution. Fig. 3 shows the Raman spectrum of the InGaAs layer before 
annealing. InGaAs is expected to manifest two modes behavior in Raman spectra. The observed peaks at 267, 

244, 217 and 190 cm" are, however, very wide and convoluted to be analyzed precisely. Moreover, the C-H 

peak which is expected at 2666 cm" due to the strectch mode of H - (CAs)2 pairs complexes is absent. Only 

phonons bands are visible, as well as, a peak at 244 cm"   which has been attributed to disorder alloy and 

becomes narrower after annealing. The presence of an In As peak at 217 cm" , suggests a lack of stoichiometry 
i.e. In rich conditions and is in agreement with the previously discussed SIMS results. 

Finally, the very wide peak at 190 cm* is not an InGaAs phonon band. This peak could be attributed to 
an AlAs disorder induced scattering activated mode [12]. SIMS spectra obtained after this observation 
confirmed the presence of very low concentration of Al in the InGaAs layer and support this hypothesis. 

VII. Conclusion 
C-doped InGaAs was grown by MOCVD on InP (100) substrates using a CBr4 source and doping levels 

of 3 x 1019 cm-3 have been achieved. The presence of an aligned [H - (CAS )2l complex is evidenced at the 
growth surface of C- Inx Ga^As layers for x=0.53 by FTIR measurements. Further evidence of the passivation 
mechanism taking place by hydrogen incorporation in the layer is expected by performing liquid Helium 
temperature IR measurements, with higher resolution, in order to resolve the observed peak. 

SIMS measurements provided information on the total loss of hydrogen which occurs in the layer upon 
annealing. They have also revealed a variation of In and As concentration near the surface and a change of C- 
concentration upon annealing. Raman characterization suggested some lack of stoichiometry and the presence 
of AlAs induced scattering. The evolution of hydrogen content is obviously related to the annealing temperature 
and thermal budget used. Further studies along these lines would yield optimum conditions for carbon acceptor 
activation, and will help understanding of the dissociation mechanism of complexes present in the layer. 
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Abstract 

The high pressure phase transitions of InAs,.xSbx/InSb and InAs,.xSbx/InAs superlattices are investigated 
using Raman spectroscopy. Both component layers of the superlattices undergo a phase transition at the same 
pressure. In the InAs,.xSbx/InAs system, this pressure is the same as that of bulk InAs, independent of the Sb 
content of the alloy layer. In the InAs,.xSbx/InSb system, the transition pressure is either that of the InAs,.„Sbx 
alloy, or it is the mean of the transition pressures of both constituent layers. The mechanisms which could 
cause the differences in transition pressures are discussed. 

1. Introduction 

In a previous paper we reported Raman spectra of InAsi.xSbx alloys under hydrostatic pressure [1]. The 
phonon peak positions shifted monotonically to higher frequency with increasing pressure, until the 
phase transition pressure was reached. The phase transition pressure was 75 kbar for pure InAs, and 
decreased almost linearly as the Sb content (x) was increased. An InAs0ssSbo^AnSb superlattice 
changed phase at a pressure equal to the mean of the transition pressures of its constituent layers. This 
paper extends those studies, by investigating the phase transition pressures of InAsi.xSbx/InSb 
superlattices with x>0.4, and InAsi_xSbx/InAs superlattices with x<0.38. 

2. Experiment 

All the superlattice samples were grown by molecular beam epitaxy (MBE) on GaAs substrates. Buffer 
layers of composition InAsi.^Sb^, and lum thick, accommodated the lattice mismatch between the 
epilayer and the substrate. The samples were grown at 450°C, a temperature for which phase separation 
is unlikely to occur [2]. Each superlattice consisted of 100 periods, and the thickness of each layer was 
100Ä (i.e. a period of 200Ä), giving a total superlattice thickness of 2um. The top layer of each sample 
was the binary compound (InAs or InSb). The compositions of the alloy layers were determined by x- 
ray diffraction. 

High pressures were generated using a miniature diamond anvil cell [3], with a 4:1 (by volume) 
mixture of methanol and ethanol as the pressure transmitting medium. The pressure in the cell was 
measured by the ruby fluorescence method [4]. Raman spectra were taken using a Renishaw Raman 

CCC Code 0-7803-3883-9/98/S10.00 © 1998 IEEE 
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Figure 1: Raman spectra of InAso.3sSbo.62/InSb superlattice at various pressures 

Microprobe, and the excitation source was a HeNe laser, giving a wavelength of 633nm. Taking into 
account optical losses from both the spectrometer and the diamond anvil cell, the laser power at the 
sample is estimated to be less than lmW. 

3. Results and Discussion 

Raman spectra from an InAso.38Sbo.62/InSb superlattice, at a series of pressures, are shown in Figure 1. 
The peak at higher frequency (about 211cm"1 at atmospheric pressure) is the InAs-like LO mode from 
the alloy layer. At lower frequency, there is a peak with a shoulder on the low frequency side. The peak 
is thought to be the InSb mode from the binary layer, while the shoulder is the InSb-like mode from the 
alloy layer. The frequency of the InSb-like mode in an InAsi.xSbx/InSb superlattice is expected to be 
lower than its bulk frequency, due to the tensile strain in the InAsSb layers. 

The Raman modes from both the binary and alloy layers remain visible up to the phase 
transition pressure (Pt), suggesting that all the superlattice layers transform simultaneously. The phase 
transition is identified by the disappearance of the Raman peaks, as the lattice structure changes to a 
high pressure orthorhombic phase [5]. The surface morphology of the sample also changes; when 
viewed under an optical microscope, the surface takes on a wrinkled appearance. If the pressure 
increments are sufficiently small, Pt can be determined to an accuracy of ±l-2kbar. Measurement of 
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Figure 2: Phase transition pressures of superlattice samples 

ruby fluorescence from pieces of ruby at different positions in the gasket hole indicates that the 
pressure varies by less than ±lkbar. 

The phase transition pressures of all the superlattice samples are shown in Figure 2. Also shown 
are the results for InAsi.xSbx alloys, from reference 1. All of the InAs^Sbx/InAs superlattices 
transform at a pressure close to the transition pressure of bulk InAs (75kbar). The InAsxSbi.x layers are 
therefore 'superpressed' beyond their normal transition pressures, by as much as 12kbar in the case of 
the x=0.38 sample. The two InAsi_xSbx/InSb samples with lowest values of x transform at the mean of 
the transition pressure of their constituent layers (this mean pressure is indicated by a dotted line on the 
diagram). The transition pressures of the other two are approximately equal to the bulk transition 
pressures of their alloy layers, resulting in a superpressing of the InSb layers of about llkbar for 
x=0.80. The samples are therefore behaving in two distinct ways: either they transform at the mean Pt 

of their layers, or the higher Pt layer dominates. These two groups will be referred to, respectively, as 
'mean Pt' and 'high Pt' samples. 

It is thought that a superlattice can undergo a phase transformation by the motion of alternate 
{111} planes of atoms to new lattice locations [6]. Since these planes intersect both types of 
superlattice layer, the higher Pt layer can hinder their motion, and prevent the lower Pt layer from 
transforming. The lower Pt layer can therefore be 'superpressed' beyond its bulk transition pressure. In 
the mean Pt samples, the lower Pt layer can overcome this resistance, causing the whole superlattice to 
transform at an average Pt. In the high Pt samples it cannot, so the higher Pt layer is able to constrain 
the lower P, layer, until the higher Pt layer transforms. It can be seen from Figure 2 that for 
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InAsi_xSbx/InSb, the mean Pt samples have lower Sb contents, and are therefore more highly strained, 
than the high Pt samples. The increased compressive strain in the lower Pt layers could be providing the 
extra energy needed for them to overcome the resistance of the higher Pt layers. 

The InAsxSbi.x/InSb sample with x=0.62 is a 'mean P,' sample. However, the InAsxSbi.x/InAs 
sample with x=0.38 is similarly strained (with a lattice mismatch of about 2.5%), and it changed phase 
at the Pt of bulk InAs, i.e. it is a 'high Pt' sample (as were all of the InAsxSbi_x/InAs samples studied 
here). This suggests that the InAs layers are more effective at preventing the lower Pt layers from 
changing phase, possibly because the Pt of bulk InAs is significantly higher than the P,'s of the 
InAsxSbi.x alloys (in the range of x studied here). Therefore, even in the more highly strained 
InAsxSbi_x/InAs samples, the lower Pt layers cannot overcome the resistance of the InAs layers, and the 
higher Pt layers determine the superlattice Pt. 

4. Conclusions 

The behaviour of InAsxSbi.x/InSb and InAsxSbi.x/lnAs superlattices, under high pressures, is 
investigated by Raman spectroscopy. The superlattice layers with the higher Pt impede the phase 
transition in the lower P, layers. In the more highly strained InAsi.xSbx/InSb superlattices, compressive 
strain can cause the lower Pt layers to partially overcome this resistance, making the superlattice 
transform at the mean P, of its constituent layers. All of the InAsi_xSbx/InAs samples changed phase at 
pressures close to the Pt of bulk InAs. 
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Abstract. This article reviews our recent research efforts on GaAs passivation by the growth of a novel 
oxide made of Ga203 and Gd203. The oxide-GaAs interface has a low interfacial state density of 10'° 
cm'2eV', comparable to that of Si02-Si interface. A multi-chamber UHV system, including molecular 
beam epitaxy (MBE) growth chambers, has been used to fabricate Ga203(Gd203)-GaAs device wafers. 
The growth of Ga203(Gd203), in combining a conventional ion implantation process, enables us to 
demonstrate the first enhancement-mode GaAs metal-oxide-semiconductor field-effect-transistors 
(MOSFETs) with inversion. 

1. Introduction 

Today's integrated circuit is based upon Si MOSFETs technology. The primary reason is the ability to 
produce a superb interface between Si and Si02, • which has a low interfacial state density, and is 
thermodynamically stable. It is well known, however, that electrons move faster in GaAs, an important aspect 
to build high-speed circuits. Furthermore, semi-insulating substrates, not available in silicon, can be used to 
reduce cross-talk between high-speed signal lines in dense GaAs circuits. Present GaAs transistors use a 
metallic Schottky gate contact placed directly on a highly doped GaAs channel (called MESFETs), rather than 
on an oxide as in the MOS configuration. The Schottky gate induces unavoidable leakage currents, which 
severely limits the integration level of GaAs MESFETs. The lack of a stable dielectric film with a low 
interfacial state density (Djt) precluded the development of GaAs MOSFETs. 

Unlike Si02-Si, oxidation of GaAs surface produces poor-quality oxides. Efforts in searching for 
thermodynamically stable insulators providing a low interface state density for GaAs were taken as early as in 
1960s. Thermal, anodic, and plasma surface oxidation techniques produced highly resistive films but could not 
provide the oxide-GaAs interfaces with low interfacial state density. [1,2] Deposition of different insulator 
materials on GaAs, including Si3N4, Si02, A1203, and Ga203 has been used, in combination with dry, liquid, and 
photochemical semiconductor surface treatments.[l-4] These efforts produced limited improvements of 
electronic properties of the interfaces, with Dj( at best in the range of ~ 10   cm eV . 

Recently, we have effectively passivated GaAs surfaces using a novel oxide of Ga203(Gd203) prepared from 
our multi-chamber UHV system. [5-6] GaAs MOS diodes were fabricated, and accumulation and inversion in 
p- and n-channels were established. An interfacial state density as low as 2-3 x 1010 cm"2 eV"' was 
demonstrated, [7] which is comparable to that of Si02-Si. In 1996, using Ga203(Gd203) as a gate dielectric and 
a conventional ion implantation process, enhancement-mode GaAs MOSFETs with inversion have been 
implemented on semi-insulating GaAs substrates in n- or p- channel configurations.[8] 

CCC Code 0-7803-3883-9/98/$ 10.00 © 1998 IEEE 
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In the following, first, the requirements for obtaining low interfacial state density are discussed. We then 
describe the muti-chamber ultra high vacuum (UHV) system which was used to evaporate Ga203(Gd203) and to 
grow the device materials. Structural and compositional characteristics of the in-situ fabricated oxide-GaAs 
interfaces were studied, followed by the discussion of the electronic properties. We then present fabrication 
and demonstration of enhancement-mode GaAs MOSFETs. We also discuss the more recent results on 
depletion-mode GaAs MOSFETs and enhancement-mode InGaAs MOSFETs. 

2. Important parameters for achieving low interfacial state density 

From the vast amount of work over the last 30 years, in order to achieve low interfacial state density in 
oxide-GaAs heterostructures, the following requirements have to be considered: (i) low surface exposure, in 
particular, the exposure to oxygen to be completely avoided or kept to a very low level, (ii) exclusion of 
chemical reactions between deposited oxides and GaAs, (iii) oxide deposition in an As free environment, and 
(iv) no introduction of interfacial states by electronic structures of deposited oxides. We believe, as will be 
discussed next, that a multi-chamber UHV system is a proper approach to achieve most of these requirements. 

3. Film growth using multi-chamber UHV system 

Fig.l shows our multi-chamber UHV system that includes two MBE growth chambers (a solid source GaAs 
based III-V chamber and an arsenic-free oxide deposition chamber) and other functional chambers. These 
chambers are linked together by several transfer modules with a background pressure of 10"'° torr. UHV is 
needed to minimize surface exposure, particularly to avoid oxidation, and to achieve an atomically ordered and 
chemically clean GaAs surface before the oxide deposition. Thus, neither contamination nor oxidation 
occurred on wafer surfaces during wafers transfer, and prior to the oxide deposition. The oxide deposition in an 
As free environment is preferred, because excess As on GaAs surface may cause high interfacial state density. 

Samples were first loaded in the III-V chamber for either epi growth or surface cleaning by desorbing native 
oxides, which was monitored using reflection high energy electron diffraction (RHEED). Once an As- 
stabilized GaAs surface reconstruction of (2x4) was maintained, the wafers were then transferred to the second 
growth chamber for deposition of Ga203(Gd203) or other oxides. The background pressure of the oxide 
chamber was below 10 Torr. Ga203(Gd203) films were deposited by electron-beam evaporation of a single- 
crystal Gd3Ga50,2 source at substrate temperatures in the range of 350-600 C. 

•MgO 
• Ga203(Gd203) 

• epi growth As-free 
• surface cleaning 

Fig. 1 Schematic of in-situ fabrication system, including solid-source III-V MBE, oxide chamber, and other 
functional chambers. 
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4. Structural characteristics of Ga203(Gd203)-GaAs interfaces 

The as-deposited Ga203(Gd203) films are amorphous as studied by transmission electron microscopy (TEM), 
and RHEED. From studies of Rutherford backscattering spectrometry (RBS) and Auger analysis, the ratio of 
Gd203 to Ga203 depends on the deposition conditions such as substrate temperatures. The interfacial depth 
profiles of Ga203(Gd203)-GaAs investigated by x-ray photoelectron spectroscopy (XPS) showed only the 
presence of Ga203, Gd203, and GaAs. Chemical reaction products, in particular As203 and As2Os are not 
detectable. [7] Consequently, the chemical reaction As203 + 2GaAs -» Ga203 + 4As (AG = -62 kcal/mol) 
resulting in As formation and degradation of electronic interface properties is excluded. XPS was also 
employed to study the structural properties of other in-situ fabricated oxide-GaAs samples, such as MgO-, 
A1203-, and Si02-GaAs. The results are similar to that of Ga203(Gd203)-GaAs interface, namely, no 
observation of As203 and As205. However, as will be discussed in the next section, Fermi level is pinned at the 
interfaces for these oxide-GaAs structures, but not at the Ga203(Gd203)-GaAs interface. 

5. Electronic properties of Ga203(Gd203)-GaAs interfaces characterized using photoluminescence 

Interfacial recombination velocity (S), although not being directly related to an actual velocity, is related to 
the rate at which excess carriers recombine at the interface. For PL and recombination velocity studies, two 
reference samples of no oxide deposition (bare surface) and Al0.45Ga0.55As-GaAs were fabricated, with identical 
GaAs epitaxial layer and substrate. Standard steady-state PL measurements using an argon ion laser at a high 
injection level of 1100 W/cm2 were used to qualitatively characterize the MgO-, A1203-, SiCy, Ga203(Gd203)-, 
and Al0.45Ga0.55As-GaAs interfaces as well as the bare surface. [9,10] The results reveal two distinctively 
different classes of interfaces where the first group includes Ga203(Gd203)- and Al0.45Ga0.55As-GaAs , and the 
second comprises the other oxide-GaAs interfaces. Based on the internal quantum efficiency measured for 
incident light power densities, the interfacial recombination velocity has been inferred using a self-consistent 
numerical heterostructure device model. [9,10] The best fit of the simulations to the measured data has been 
obtained at S = 4000-5000, and 1000 cm/s for Ga203(Gd203)-GaAs and reference Alo^Gao.ssAs-GaAs 
structures. The Ga203(Gd203)-GaAs interfacial recombination velocity is consistent with the low interface state 
density in the mid 10'° cm"2 eV"1 range, as measured from the C-V method. [7] 

We notice that A1203-, Si02-,and MgO-GaAs structures are characterized by a Fermi level pinned at the 
interface and an interface recombination velocity which is comparable to that of the bare GaAs surface (~ 107 

cm/sec). The fundamentally different electronic properties observed at various in-situ fabricated oxide-GaAs 
interfaces are due to the specific chemical bonding associated with the interfacial atoms of GaAs and the 
deposited oxide molecules. Evidently, in addition to (a) clean and atomically ordered GaAs surface and (b) no 
AsxO at the oxide-GaAs interface, the attainment of low interfacial recombination velocity, hence low 
interfacial state density, also requires no introduction of GaAs gap states by the deposited oxide molecules. 

6. Interfacial roughness and formation of inversion and accumulation 

Metal-oxide-semiconductor (MOS) capacitors were characterized by C-V measurements at frequencies 
ranging from quasi-static to 1MHz. The inferred midgap interfacial state density is in the low 1010 cm"2 eV"' 
range as reported in Ref. 7. The observation of inversion and accumulation depends strongly on the interfacial 
roughness of Ga203(Gd203)-GaAs heterostructures. Figs. 2 and 3 show the x-ray reflectivity and the 
corresponding C-V characteristics for a Ga203(Gd203) film 8.8 nm thick deposited on Si doped GaAs (1018 cm" 
3). In the x-ray reflectivity method of film metrology, the specular reflectivity of x-ray from a film surface is 
measured as a function of incidence angle. By analyzing these data, one can measure the thickness, density, 
and roughness of a single film on a substrate. The oxide-GaAs interfacial roughness was measured to be 0.24 
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Fig. 2 X-ray reflectivity as a function of the 
incident angle for a Ga203(Gd203) film 8.8 nm 
thick on GaAs. 
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Fig. 3 Capacitance as a function of the bias voltage for 
the sample in Fig. 2. Frequency varies from 50 Hz to 1 
MHz. 

nm. The C-V measurement in Fig. 3 was performed under dark. For negative voltage, an inversion layer of 
holes forms at the interface. The inversion carriers follow the a.c. signal at 100 Hz at dark, and at 1 kHz under 
light (not shown). For an oxide-GaAs sample with an interfacial roughness of 0.8 nm, the inversion carriers 
only barely follow the a.c. signal at 100 Hz. 

7. Demonstration of enhancement-mode GaAs MOSFET with inversion 

The process sequence and a cross-sectional view of a GaAs enhancement-mode device are shown in Figs. 4 
and 5. As described above in section 3, native oxides on GaAs were thermally desorbed at substrate 
temperatures of 580-600°C under an As overpressure. The wafers were then in-situ (under UHV) transferred 
into the oxide chamber where Ga203(Gd203) was deposited at a substrate temperature of 535°C. Selective area 
ion implantation was used for ohmic, well, and channel regions. The implant activation anneal was carried out 
at 800°C and 860°C for 5 min for p- (Zn) and n- (Si) implants, respectively. HC1:H20 mixtures were used for 
the oxide etching. AuBe/Pt/Au and Ge/Ni/Au-Ge/Mo/Au were used for p- and n-metallization, respectively. 
The interconnection and gate contact formation were achieved using e-beam evaporated Ti/Pt/Au metallization 
and lift-off process. 

Figure 6 (a) and (b) illustrates the drain I-V curves of p- and n-channel devices with a geometry of 4 x 50 
urn2. [11] For p-MOSFET, the gate voltage varies from -9 to 0 V in steps of -IV with a threshold voltage (VT) 
of -0.5 V. The saturation drain current is proportional to (Vg -VT)2, which is a characteristics of an 
enhancement-mode device. An extrinsic transconductance of 0.2 mS/mm, which is limited by the large gate 
length and parasitic resistance, is obtained at Vds of 2 V and Vg of -9 V. From the variation of drain 
conductance gD versus gate voltage at small drain voltage, the effective mobility u,ff was derived to be 20 
cmWs. The measured \xcft is an order of magnitude lower than the bulk hole mobility, which is most likely 
caused by interfacial scattering. Similar device characteristics were also observed for n-MOSFET. Before the 
oxide growth, a rough wafer surface caused by prior device processing, was observed using in-situ RHEED. 
With the gate oxide 40 nm thick, a symmetrical gate breakdown voltage of 12.4 V is obtained. The gate 
breakdown is consistent with the breakdown field of 3.6 MV/cm, as measured on a large-area MOS diode. 
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Fig. 4 Processing sequence of enhancement-mode 
GaAs MOSFETs. 
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Fig. 6(a) Drain I-V characteristics of an 
enhancement-mode GaAs p-MOSFET with a gate 
geometry of 4 x 50 urn2. 

Fig. 6(b) Drain I-V characteristics of an 
enhancement-mode GaAs n-MOSFET with a gate 
geometry of 4 x 50 um2. 

8. Depletion-mode GaAs MOSFETs and enhancement-mode InGaAs MOSFETs 

Ga203(Gd203) as the gate dielectric has also been applied to fabricate depletion-mode GaAs MOSFETs and 
enhancement-mode InGaAs lattice matched to InP. For depletion-mode GaAs MOSFET, an 1 um x 100 um 
device shows good I-V characteristics with pinch off of the device occurring at Vg = -2.5V. The operation of 
the device in the accumulation regime is well established. Maximum transconductance is 100 mS/mm and 
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maximum drain current density is 315 mA/mm. The device also shows a very small output conductance. The 
microwave results show that unity current gain cutoff frequency (fT) is 14 GHz and maximum available gain 
cutoff frequency (f^) is 35 GHz. 

For enhancement-mode InGaAs, an extrinsic transconductance of 190 mS/mm was obtained. There is no 
drain-current drifting or hysteresis observed for the devices with gate length larger than 2 urn. The effective 
mobility of 470 cmVVs is derived from the variation of drain conductance, gD, versus gate voltage at small 
drain voltage (~0 V). The current gain cutoff frequency and the maximum frequency of oscillation of 6.8 and 
7.8 GHz were obtained, respectively. 

9. Conclusions 

Deposition of the novel oxide, a mixture of Ga203 and Gd203, on clean and atomically ordered GaAs using 
in-situ MBE technique has produced a low interfacial state density. With Ga203(Gd203) as the gate dielectric 
and an ion-implant technology, the first enhancement-mode GaAs MOSFETs were fabricated. The process 
discussed in the paper is compatible with the present commercial GaAs MESFET technology. The reason why 
Ga203(Gd203) provides a low interfacial state density to GaAs, but not the other oxides, is still under 
investigation. Nevertheless, the results presented here show that the in-situ deposition of Ga203(Gd203) has 
opened the possibility for the applications of III-V MOSFET technologies. 
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Oxidation of AlGaAs layers has become a critical processing step in the fabrication of 
high-performance vertical-cavity surface-emitting lasers (VCSELs). The low refractive 
index of the oxide provides for high-contrast distributed Bragg reflector (DBR) mirrors, 
while the high oxide resistivity makes it ideal for defining VCSEL current apertures. We 
have integrated a glass viewport into a low-pressure (5 Torr) cold-walled oxidation 
chamber to allow in-situ optical monitoring of the oxidation reaction, enabling superior 
control and reproducibility. Real-time, in-situ optical measurements of AlAs oxidation 
rates were performed and we compare the results with a standard model. Oxide- 
semiconductor DBRs were also fabricated and we present reflectivity measurements on 
these samples. 

1. Introduction 

Recently, native oxides of AlAs/GaAs alloys have become popular for the fabrication of vertical- 
cavity surface-emitting lasers (VCSELs)[1,2]. The low refractive index of the oxide allows fabrication 
of high-contrast distributed Bragg reflector (DBR) mirrors using only a few quarter-wave layers[3], while 
the high oxide resistivity makes it ideal for defining VCSEL current apertures. Unfortunately, when the 
oxidation reaction is conducted in a conventional tube furnace it is hard to control, making it difficult to 
reproducibly define the small features necessary for high-quality VCSELs. 

2. Oxidation furnace design 

To improve our control over the reaction we have designed and constructed a custom oxidation 
furnace (Figure 1). A window in the reaction chamber permits real-time in-situ optical monitoring of the 
oxidation. To prevent water vapor from condensing on the cold window and obscuring the sample, the 
reaction chamber is operated at low pressure (5 Torr). This low pressure also allows us to immediately 
halt the reaction by evacuating the chamber. In addition, we dramatically reduce the oxidation rate by 
keeping the sample at low temperature (325-400°C). The combination of optical monitoring, rapid 
shutoff, and slow oxidation greatly increases our control over the reaction and allows us to define small 
features precisely and reproducibly. 

CCC Code 0-7803-3883-9798/$10.00 © 1998 IEEE 
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Microscope 
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To Vacuum Pump 

Figure 1. Schematic diagram of the oxidation system 

3. Oxidation kinetics 

Using our in-situ monitoring capability we directly measure the oxidation distance as a function 
of time. Using a long working distance microscope and an infrared camera, magnified images of the 
sample can be obtained during the oxidation (Figure 2). 

Figure 2. Infrared image of partially oxidized DBR structures showing the clear contrast between 
oxidized regions and unoxidized regions. 

These images can be analyzed to determine the oxidation distance as a function of time (Figure 3). The 
data have been shifted in time to coincide at the origin. This time delay is believed to be due to oxidation 
of the surfaces in air during the time between the preparation of the samples and their introduction into 
the oxidation chamber. Despite care to reproducibly prepare the samples, the delay time does not seem 
to vary in a systematic manner. A standard oxidation model, of the form[4]: 

x{t'f+Ax{t') = Bt\   or   x(t') = - 1 + 
\|       (A2

/4B) 
■ -1 
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Figure 3. Oxidation distance as a function of time for several temperatures. The measured and fitted 
curves have been shifted in time by the delay values td to coincide at the origin. All oxidations were 

carried out at a water vapor pressure of 5 Torr and a flow of 500 seem. 

can be well-fit to the data in figure 3. Here the coefficients A and B are temperature dependent and have 
the form: 

-EJkJ 
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A least-squares fit to the data gives A„ =7.8xl06 um, B0 =1.07xl08 um2 min, EaA=-0.846 eV, and 
EaB=0.912 eV. Unfortunately, due to the small range of temperatures studied in this experiment, we 
cannot attach great statistical significance to these parameters despite the close agreement between the 
measured and fitted curves. 

4. Reflectivity measurements 

To verify that these oxides have suitable optical and mechanical properties for DBR mirror 
fabrication, we also measured the reflectance of DBR layer stacks after low-temperature oxidation. Since 
the low oxidation rate makes it impractical to oxidize large features, we constructed an imaging system 
capable of measuring the reflectance of small (-20 urn) features. A schematic diagram of the system is 
shown in Figure 4. Long Focal 

Length Lens Image Plane 

Chopper 

Sample Microscope 
Stage    Objective 

x,y,z 

Pin Hole 
Figure 4. Schematic diagram of the small-area reflectivity measurement system. 
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Typical reflectivity spectra obtained from the system are shown in figure 5. A calculated spectrum of 
the unoxidized sample is fitted to the measured spectrum to extract the thickness of the layers prior to 
oxidation. After oxidation, the sample is re-measured and the calculated spectrum is again fitted to 
determine layer thickness after oxidation. From this analysis, a layer shrinkage of approximately 2.5% 
is obtained for the oxidized AlAs layers. 
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Figure 5. Measured and calculated reflectivity spectra of unoxidized and oxidized DBR structures. 

5. Conclusion 

We have constructed and tested an oxidation system with an integrated view-port. This enables 
real-time monitoring of the oxidation reaction and allows precise control over the fabrication of oxidized 
structures. Testing of the oxidized structures using a custom reflectivity measurement system shows that 
high quality distributed Bragg reflectors can be fabricated using the oxidation system. 
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Abstract. We present a method to achieve lithographic control of the lateral oxidation of AlAs layers. The 
technique uses impurity induced layer disordering (OLD) in buried, heavily Si-doped layers to introduce Ga 
atoms into the AlAs layers to be oxidized. By selectively patterning the wafer surface and combining point 
defect generation mechanisms from the uncapped surface and in the highly Si-doped layers, this intermixing 
may be localized. Because lateral oxidation rates are heavily dependent on Al mole-fraction, lateral oxidation 
stop layers can thus be formed. Results are discussed for several types of capping conditions, and SUPREM 
simulations of the two-dimensional disordering process are presented. 

1.   Introduction 

Several types of devices now utilize the stable native oxide of AlAs [1] to confine electrical and/or optical 
fields. Among these, edge-emitting lasers, VCSELs, and Collector-Up HBTs rely on the selective lateral 
oxidation of high Al mole-fraction AlGaAs to create apertures of unoxidized material. Because the size 
of these apertures is critical to device performance, lithographic control of the oxidation process would be 
highly advantageous. By decreasing the dependence on variables such as temperature, Al mole-fraction, 
layer thickness, sample preparation, and furnace conditions, yields may be improved and systems of 
more than one device enabled. By forming oxidation stop layers, it is also possible to create devices in 
which the aperture is not concentric with the mesa from which the oxidation proceeds. 

Lateral oxidation rates of Al(Ga)As have been shown to be highly dependent on Al mole-fraction 
[2]. The ability to locally intermix Al and Ga atoms, introducing Ga atoms into the AlAs layers to be 
oxidized, is one manner in which to control the oxidation process. There are several mechanisms which 
induce intermixing of Al and Ga atoms in the column El matrix [3]. In terms of localized disordering, 
these methods can be loosely divided into two groups. In the first, vertical columns, perpendicular to the 
surface of the wafer are disordered according to patterning on the top of the wafer [4]. In the second, 
selected buried layers are disordered, parallel to the surface of the wafer, according to dopant type and 
doping level [5]. The method described here is a combination of these two techniques [6]. 

In this method, selected regions of the wafer surface are capped with silicon nitride. Highly Si- 
doped AlAs layers are buried in the epitaxial structure. Upon annealing at high temperatures, the wafer 
sees two competing mechanisms of point defect generation. In the buried highly Si-doped AlAs layers, a 
very high concentration of column m vacancies exists. (The dominant point defect in heavily Si-doped 
material has been found to be the triply negative column HI vacancy, Vm" . The concentration of these 
vacancies, relative to their concentration in an intrinsic region of the same material, is (nAij) [7].) In the 
regions underneath the nitride (a neutral surface), the AlAs layers disorder due to this high column m 
vacancy concentration. In the uncapped areas, the wafer loses As from the surface and the downward 
flux of As-poor point defects (Ga interstitials, iGa. and/or As vacancies, VAs) acts to reduce the column 
m vacancy concentration, slowing the disordering process. 

CCC Code 0-7803-3883-9/98/$ 10.00 © 1998 IEEE 
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2.   Experiment and Results 

2.1 Epitaxial Structures and Experimental Procedure 

Molecular beam epitaxy was used to grow two test structures. The first structure (structure A), consists 
of two 25Ä GaAs layers, doped 5el8 cm"3, placed one-third and two-thirds of the way into a 750Ä AlAs 
layer doped lei8 cm"3, such that each GaAs layer has 250Ä of AlAs above and below it. Two more 
25Ä GaAs layers lie above and below the AlAs, which lies 2500Ä below the surface [8]. The second 
structure (structure B) contains two 500Ä AlAs layers. The top layer is doped 5el8 cm"3, lies 3000Ä 
down from the top surface of the wafer, and is surrounded above and below by 500Ä of GaAs doped 
5el8 cm"3. The second AlAs layer lies 3000Ä below the first, is doped 5el7 cm"3, and is surrounded by 
GaAs doped 5el7 cm"3 above and below. 

CVD silicon nitride was deposited and subsequently patterned on both of these structures. 
Wafers were annealed for two hours at 875°C in a 1" tube furnace under flowing nitrogen. Following 
the anneal, PECVD nitride was deposited to serve as an etch mask. After a wet etch, the samples were 
oxidized at 425°C for 30 minutes. 

2.2 Experimental Results (Structure A) 

The first anneal utilized a GaAs wafer as a proximity cap on top of the patterned CVD nitride. These 
samples did not lose enough As to slow the disordering process outside the nitride, and thus the 
oxidation proceeded at the same decreased rate everywhere. At the edge of the sample however, slightly 
more As was lost, and a 2.5 to 1 ratio in oxidation rates was observed. Two techniques using Si wafers 
as proximity caps were also tried. In the first, small pieces of Si wafer, stacked two high, were placed 
adjacent to the sample. A Si "bridge" was then placed over the sample, and the sample was annealed. 
The result of this type of anneal varied over the wafer surface, regions seeing the most nitrogen flow 
appeared very rough. The left side of figure 2 represents such a sample. In this picture, the etched mesa 
is a rectangle and the patterned nitride is a circle, intentionally misaligned. After oxidation, we have 
converted a rectangular mesa into a circular aperture, clearly showing a difference in oxidation rate 
between the capped and uncapped regions. In the second, a direct Si cap was employed. The direct Si 
cap yielded the most specular surface after annealing. The right side of figure 3 shows a circular outer 
mesa and an intentionally misaligned SiNx inner mesa. The mesa was overoxidized approximately 1.5 
times yet the process still yielded a circular aperture. The ratio of oxidation rates nearby was 1 to 10. 
Note the improved surface relative to the indirectly capped sample. 

CVD 
.        SiNx 

I    Unoxidized 
■      Aperture 

Etched 
Mesa 

Fig. 1 Optical micrographs of, left, a rectangular mesa (50 x 58 um ) oxidized to a circular aperture. This sample 
was capped indirectly with a Si wafer. Right, a circular mesa (52 um in diameter) oxidized to a misaligned circular aperture. 

This sample was capped directly with a Si wafer. 
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2.3 Experimental Results (Structure B) 

Structure B was annealed using an indirect Si wafer as a cap. Because the concentration of column m 
vacancies is proportional to the cube of the electron concentration, a large number of vacancies exist in 
the regions doped 5el8 cm"3 with Si. In the regions outside the nitride cap, this vacancy concentration is 
mitigated by the downward flux of As-poor point defects, and the top AlAs layer disorders less. 
Underneath the cap, the vacancy concentration remains high, and here the highly doped AlAs layer 
disorders the most. This can be seen in Figure 2 where the oxidation of the top layer proceeds further 
where it does not run into the region underneath the cap. The lower layer is less, though still, affected by 
the injection of point defects from the surface. Because the vacancy concentration is much less in the 
5el7 cm"3 Si-doped regions, the lower AlAs layer will disorder less. Figure 2 shows that the lower 
oxidized-AlAs layer extends much further than the upper oxidized-AlAs layer. Note however that this 
layer does disorder slightly, as is evidenced in the slightly different oxidation depths in the regions 
outside and underneath the nitride cap. 

The ability to disorder a particular Al(Ga)As layer(s) while leaving other Al(Ga)As layers relatively 
undisturbed is potentially useful in various types of devices. Besides changing the concentration of the 
Si doping in the layers not to be intermixed, changing the species of the n-type dopant can be used [9]. 
For p-type doping, carbon has been shown to retard Al-Ga interdiffusion [10]. 

2.4 Simulation Results (Structure B) 

The localized disordering of AlAs described above is a highly three-dimensional process. In order to 
gain a better understanding of variables affecting the disordering process, we have carried out two- 
dimensional process simulations using SUPREM-IV.GS [11]. In these simulations of structure B, the 
aluminum diffusion constant depends on the anneal temperature and local Fermi level, and is based on 
empirical data [12]. Ga interstitials are injected at a constant rate from the uncapped portions of the wafer, 
while the injection rate is set to zero underneath the nitride. (Physically, the injection rate may be varied 
by changing the anneal temperature, the capping conditions, or the semiconductor material at the surface 
of the wafer [6].) As we vary the rate at which these interstitials are injected, the distance which the less 
disordered AlAs layer encroaches underneath the cap changes. This can be seen in Figure 3 where we 
plot contours of constant aluminum concentration for three injection rates: lel3, lel4, and lei5 gallium 
interstitials / cm2 s. 

The innermost line in the upper AlAs layers in Figure 3 represents an aluminum mole-fraction of 
0.98. If we compare the distance to which these lines extend underneath the edge of the nitride cap (parts 
(b) and (c)), the picture qualitatively confirms our understanding of the disordering process: the higher 
the injection rate, the less the extent of the intermixing. Because the injection of gallium interstitials and 
their diffusion is a two-dimensional process, the higher the injection rate at the surface, the greater the 
flux that extends laterally underneath the cap to diminish the interdiffusion of Al and Ga here. 

o o oo o o o o o o a ao o oo o a aoTöl 

500A AlAs 

500Ä AlAs 

Fig. 2 Optical micrograph (left) and schematic (right) of two AlAs layers oxidized following localized disordering. The top 
layer is Si-doped 5el8 cm"3 (disorders more) and the bottom layer is Si-doped 5el7 cm'3 (disorders less). 

The square is 86 um on a side. 
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In comparing (a) to (b) and (c), it is interesting to note that a lel3 / cm2 s flux is insufficient to keep the 
top AlAs layer from disordering, and the mole-fraction of this layer is below 0.9 everywhere. 
Conversely, the higher gallium interstitial flux in parts (b) and (c) is sufficient to keep the lower and more 
lightly doped AlAs layer from disordering, where the lower flux in (a) is not. 

3.    Conclusions 

Localized impurity induced layer disordering can be used to form effective oxidation stop layers, and 
thus introduce lithographic control to the lateral oxidation of AlAs. Wafer capping conditions during the 
anneal play a large role in the rate at which As-poor point defects are injected down from the surface. 
This rate in turn is important in determining what the final aluminum profiles will look like. 
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Fig. 3 Results of SUPREM-IV.GS simulations modeling the localized disordering process. Contours are of constant 
aluminum concentration, with lines plotted for mole-fractions 0.90 and 0.98. Samples were annealed for two hours at 

875°C, with the gallium interstitial injection rate varied. The injection rates were (a) lel3 / cm2 s (b) lel4 / cm2 s 
and (c) lel5/cm2s . 
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Abstract. Data is presented on room temperature photoluminescence (PL) intensity measurements of 
InGaAs/GaAs single quantum wells (SQW's) adjoining a selectively oxidized AlAs layer. A drastic PL intensity 
reduction was observed for a sample with a direct interface between the GaAs barrier and the oxidized AlAs layer. 
Samples in which an AlGaAs layer was inserted between the SQW and the AlAs showed no such PL intensity re- 
duction after oxidation provided the thickness of the AlGaAs layer was greater than 20 nm. The results provide 
important information for the design of oxide based optoelectronic devices operated at room temperature. 

1. Introduction 

Selective wet oxidation of AlAs/GaAs multilayers 
has been intensively studied in recent years.[1, 2] 
It has already been used in optical devices such as 
ultra-low threshold surface-emitting lasers in 
which a oxide layer forms a buried current aper- 
ture. [3-5] Furthermore, the high refractive index 
step in these oxide/semiconductor multilayers is 
expected to be useful for forming wavelength-size 
microcavities.[6-8] However, to date there is in- 
sufficient information available on the optical 
characterization of selectively oxidized material 
which will be important for device designing. [9- 
11] 

In this paper, we present data on the optical 
properties of InGaAs/GaAs single quantum wells 
(SQW's) adjacent to a selectively oxidized AlAs 
layer. Photoluminescence (PL) intensities at room 
temperature, which gives direct information for 
practical device applications, were compared be- 
fore and after oxidation using samples carefully 
designed to minimize the interference effect caused 
by the large refractive index step between oxide 
and semiconductor. Although a drastic reduction 

in PL intensity was observed in a sample with a 
direct interface between the SQW and oxidized 
AlAs, a 20-nm-thick AlGaAs interface layer was 
found to effectively isolate the generated carriers 
from the interface and yield a PL efficiency after 
oxidation identical to that of the as grown materi- 
als. A study of the temperature dependence of the 
PL intensity also showed a similar tendency sup- 
porting the above results. 

2. Experiments 

A schematic diagram of the sample structure used 
in this work is shown in Fig. 1. The samples were 
grown undoped by molecular beam epitaxy on 
(lOO)-oriented undoped GaAs substrates. Four 
InGaAs/GaAs SQW samples were used each with 
an AlAs layer to be oxidized underneath the QW. 
The Indium content and well width of the SQW 
were nominally 20% and 7 nm, respectively, 
which resulted in emission wavelengths at room 
temperature in the range 980 to 1000 nm. One 
sample has a direct interface between the SQW 
and the AlAs, while the other three samples have a 
thin Alo.38Gao.362As interface layer with different 
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FIG. 1. Schematic diagram of the sample structure. The 
spacer layer thickness is 136 nm for the sample without 
AIGaAs, and those for the samples with AIGaAs are 
adjusted to keep the separation between SQW and oxide 
layer constant. 

thickness (10, 20 and 30 nm) at the oxide inter- 
face. 

In order to evaluate the PL intensity before 
and after oxidation the samples were designed to 
minimize the interference effect caused by the 
large refractive index step at the GaAs spacer and 
oxidized AlAs (refractive index changes from 2.9 
to 1.55 at 0.98 |Xm after oxidation). Therefore, the 
AlAs thickness was chosen to be 364 nm to form 
a X/2 antireflective layer at the SQW emission 
wavelength after oxidation, taking account the 
thickness shrinkage and the index change. The 
thickness of the GaAs spacer layer in the sample 
without the AIGaAs interface layer was 136 nm, 
which corresponds to an optically X/2-thick layer. 
For the three samples with the AIGaAs interface 
layer, the GaAs spacer thickness was adjusted, 
trying as far as possible to keep the optical separa- 
tion of the InGaAs and AlAs constant (~7J2). 
Numerical calculations using a standard matrix 
method[12] showed the expected change in the PL 
intensity produced by the interference effect to be 
less than 15 % even after considering a +5% 
thickness variation. Selective oxidation was per- 
formed in a standard way,[13] using chemical 

etching (H2S04:H202:H20 = 4:1:1) to form 
nominally 47-u.m square mesas and oxidation at 
400°C for 1 hour in flowing nitrogen gas bubbled 
through deionized water at 80°C. The samples 
were characterized before and after oxidation us- 
ing room temperature PL, excited using an Ar ion 
laser (514.5 nm) with a power density of 0.5 
W/cm2. In order to perform the temperature de- 
pendent PL measurements, the samples were 
mounted in a closed cycle helium cryostat where 
the temperature could be maintained between 12 
and 300K. 

3. Results 

We first confirmed that the quality of the SQW 
itself remains unaffected after the oxidation pro- 
cess by low temperature (77 K) PL measurements; 
the luminescence efficiency and the full width at 
half maximum of the spectra (FWHM: typically 5- 
8 meV) were identical before and after oxidation 
for all four samples. The room temperature PL 
spectra for the sample without the AIGaAs inter- 
face layer on the other hand, showed substantial 
reduction after oxidation, corresponding to a one 
tenth reduction in the luminescence efficiency, 
which is shown in Fig. 2, indicating an efficient 
non-radiative pathway is present after oxidation. If 
the active layer in an optical device has such an 
interface to an oxide layer, high performance is 
hardly expected because the injected carriers are 
efficiently trapped at the interface. This drastic in- 
tensity reduction can be improved by isolating the 
QW from the oxide/semiconductor interface by 
placing the AIGaAs interface layer between the 
GaAs spacer and the oxidized AlAs. This interface 
layer is expected to be unoxidized, taking advan- 
tage of the fact that the oxidation rate strongly de- 
pends on the aluminum content. [3] 

Figure 3 shows the PL spectra recorded be- 
fore and after oxidation for the sample grown with 
a 20-nm interface layer. As can be seen in the fig- 
ure, PL spectra before and after oxidation are 
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FIG. 2. Unnormalized room temperature PL spectra before 
and after oxidation of the samples without the AlGaAs 
layer. The unoxidized spectra have been shifted relative to 
the oxidized spectrafor clarity. 
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FIG. 4. Variation of the spectrally integrated PL intensity 
after oxidation as a function of the AlGaAs interface layer 
thickness. The integrated PL intensities have been 
normalized to that of the as grown material. 
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FIG. 3. Unnormalized room temperature PL spectra 
recorded before and after oxidation of the QW samples 
with a 20 nm AlGaAs interface layer. 

almost identical in their intensities and FWHMs, 
indicating that the emission from the SQW is in- 
sensitive to the oxide/semiconductor interface. The 
integrated PL intensity after oxidation (normalized 
to that before oxidation) are plotted in Fig. 4 as a 
function of the AlGaAs layer thickness. It is evi- 
dent that for the samples grown with an AlGaAs 
interface layer of 20 nm or larger, the PL from the 
SQW is clearly unaffected by the oxidation pro- 

Similar results were obtained in the tempera- 
ture dependent PL measurements. The integrated 
PL intensities are plotted against inverse tempera- 
ture for the samples without the AlGaAs interface 
layer (Fig. 5) and with a 30-nm-thick AlGaAs in- 
terface layer (Fig. 6). In each figure, the oxidized 
material is compared to the material before oxida- 
tion. As can be seen in the figures, the sample 
with a direct interface between the GaAs spacer 
and oxidized AlAs showed a lower quenching 
temperature (defined as the temperature above 
which the PL intensity starts decreasing) after oxi- 
dation, while the data is identical, before and after 
oxidation, for the sample with a 30-nm-thick 
AlGaAs interface layer. 

The results obtained above can be explained as 
follows; carriers generated in the GaAs layer and 
which thermally escape from the SQW are effec- 
tively blocked by the wider bandgap AlGaAs in- 
terface layer (> 20 nm), and therefore the electron 
wave function does not overlap the non-radiative 
centers believed to be located at the oxide/semi- 
conductor interface; while in the sample with the 
10 nm interface layer the isolation is not sufficient 
and carriers in the GaAs are still efficiently trapped 
by the deep non-radiative centers. 
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FIG. 5. Variation of the PL intensity versus T"1 recorded 
before and after oxidation of the samples without AlOaAs 
layer. The solid lines are guides for the eye. 

the interference effect caused by the large refrac- 
tive index step between the oxide and semiconduc- 
tor. A 20-nm-thick Alo.38Gao.62As interface layer 
placed between the SQW and the oxidized AlAs 
was found to preserve the room temperature PL 
intensity after oxidation, while an efficient non- 
radiative recombination channel is detected in an 
oxidized sample with a direct interface between the 
SQW and oxidized AlAs and also in a sample with 
a 10-nm-thick AlGaAs interface layer. These re- 
sults should play an important role in the design of 
oxide based optoelectronic devices operated at 
room temperature. 
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FIG. 6. Variation of the PL intensity versus T"1 recorded 
before and after oxidation of the samples with 30-nm-thick 
AlGaAs layer. The solid line is a guide for Ihe eye. 

4. Conclusion 

In conclusion, we have presented data on the ef- 
fects of selective wet oxidation in a series of 
InGaAs/GaAs SQW's adjacent to an AlAs layer. 
Room temperature PL intensities, which provides 
direct information for practical device applications, 
were compared before and after oxidation using a 
sample structure carefully designed to minimize 
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Abstract. The in-situ real-time monitoring of the selective etching of semiconductor structures with a 
Raman microprobe system is demonstrated for the first time. The technique that is applied to 
GaSb/AISb/InAs heterostructures allows the accurate timing of the etching as well as a study of the chemistry 
of the etching process and can be applied to many problems in processing of compound semiconductors. 
During etching of AlSb a surface layer rich in Sb builds up that slows down the etch rate whereas GaSb is 
etched without producing this residue layer. The origin of the antimony layer is explained. 

1. Introduction 

Fabrication of devices from semiconductor heterostructures often involves selective etching as a 
crucial step. For quantum devices it is important to be able to control the etching process because 
epitaxial layers can be as thin as a few nanometers. Raman spectroscopy is a very powerful method in 
this context because it can provide very rapid compositional analysis of the material near the surface of 
a sample. Moreover, the use of a microprobe with a lateral resolution in the micrometer region allows a 
local analysis of material properties compatible with the dimensions of state-of-the-art devices. 

In this paper we demonstrate the in-situ monitoring of selective etching in InAs/AlSb/GaSb 
heterojunctions. There has been much recent interest in this materials system for devices such as 
resonant tunnelling diodes, high electron mobility transistors and quantum wires. A common 
application of selective etching in the processing of these structures is the selective removal of the 
antimonides to allow contacting to InAs. Positive photoresist developer Microposit MF319 which is a 
hydroxide solution has been reported to be an etchant that removes both GaSb and AlGaSb with high 
selectivity over InAs [1]. We find that MF319 also etches AlSb. However, the chemical mechanism 
underlying this etching has not been fully understood as yet. 

2. Samples and Experiment 

The etching of a number of MBE grown samples is studied. Sample IC594 is a thick lum GaSb film. 
Sample IC522 consists of 800nm of AlSb sandwiched between a thin 6.5nm GaSb cap and a 400nm 
GaSb buffer. IC582 consists of a 12nm GaSb cap, 15nm AlSb barrier, 15nm InAs quantum well, 20nm 
AlSb barrier and a GaSb buffer layer. All samples were grown on GaAs substrates. 

Raman spectra are collected using a Renishaw Raman Microprobe. All spectra are unpolarised, 
and taken in back-scattering geometry, with the 514 nm line of an Ar+ laser as the excitation source. 
The experiment is carried out at room temperature. The samples are etched in MF319 while Raman 
spectra are taken through the etchant. A CCD camera records the Raman signal, and sequential 60 
second long exposures are used. To maintain the etching process the etchant has to be continuously 
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stirred. Remarkably, it is possible to obtain spectra through the liquid with satisfactory signal to noise 
ratios even though the agitation leads to a random change of focus of the probing laser beam. 

3. Results and Discussion 

Fig. 1 and 2 show representative sequences of in-situ Raman spectra of the etching of the 
heterostructure samples. Raman spectra of the etching of sample IC594 are shown in fig. 1. The two 
peaks at about 230 and 240 cm"1 correspond to the TO and LO modes of GaSb, respectively. The 
spectrum does not change until the GaSb is etched down to the GaAs after about 56 minutes, and the 
LO mode of GaAs appears at about 290 cm"1. When sample IC522 is etched in MF319 the 6.5nm GaSb 
cap disappears completely during the second minute (fig. 2). The AlSb layer underneath the cap is 
visible even before etching as the penetration depth in GaSb (about 8 nm) is larger than the cap 
thickness. After removal of the cap an additional peak appears that has to be attributed to products of 
the etching of AlSb. This broad peak centred around 150 cm"1 can be identified as amorphous Sb (cf. 
[2-3]). While the signal from AlSb disappears within 2 minutes after the GaSb cap is removed, the a- 
Sb peak increases reaching maximum intensity after 6 minutes, and remains unchanged for the next 10 
minutes. After a total etching time of 20 minutes all a-Sb is removed and the GaSb epilayer underneath 
the AlSb becomes visible. It is essential that the etchant is stirred continuously. Without this agitation 
the etching comes to a halt. The a-Sb layer (probably mixed with oxides) protects the AlSb underneath 
and prevents further etching. 
However, agitation restarts the etching process by dissolving this residue. Note that, as in fig. 1, no Sb 
is observable while GaSb is being etched. After additional 20 minutes a peak from the GaAs 

150 200 250 300 350 

Raman shift [cm*-1] 

400 450 

Figure 1 Raman spectra of ljim GaSb film grown on a GaAs substrate (sample IC594) etched in photoresist 
developer MF319 The lowest line shows the spectrum of the unetched sample. The upper line are spectra taken in-situ 
through the stirred etchant. The acquisition time for each of the scans is 1 minute, e.g. the spectrum labelled "5 min" is 
acquired between 4 and 5 minutes after the etching is started. 
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Figure 2 Raman spectra of a sample of 0.8um AlSb sandwiched between a 6.5nm GaSb cap and a 0.4um GaSb 
buffer (IC522) etched in photoresist developer MF319 (see fig. 1 for explanations) 

substrate adds to the signal from GaSb. Finally, all GaSb disappears. 
The initial stages of the etching of sample IC582 is very similar to that of IC522 (no figure). 

The 12 nm GaSb cap is removed after 8 minutes; then, the spectra show the appearance of a-Sb. After 
an overall etching time of 30 minutes the a-Sb feature reduces and the InAs LO mode becomes 
observable. Afterwards the Raman spectra do not change for at least 60 minutes which is consistent 
with MF319 etching being stopped at InAs. 

To understand the difference in the etching of GaSb and AlSb that is apparent in the Raman 
spectra we have to examine the chemistry of the etching process. In general, the chemical reaction 
underlying wet etching of a AmBv semiconductor is believed to consist of three steps: (i) 
decomposition of the compound into ions, (ii) reaction with OH" ions of the etchant to A2O3 and B203 

and (iii) solution of the oxides in the etchant. Our experiment shows that, in the case of etching of 
AlSb, a surface layer rich in Sb is built whereas when GaSb is etched no elemental Sb appears. This 
difference in the etching behaviour can be explained by the difference in reaction heat between Al and 
Ga which is also responsible for the fact that AlSb disintegrates under ambient atmosphere whereas 
GaSb is stable. Al immediately oxidises on contact with OH" ions. Sb reacts much more slowly so 
there are atoms left over without reaction partners and an a-Sb layer is built on the AlSb surface. This 
is similar to the observation that when AmBv material is oxidised there is in many cases a higher 
proportion of A-oxide than B-oxide which can lead to an enrichment of elemental B in the oxide [4]. In 
contrast, when GaSb is etched the reactivities of the III and the V elements are more balanced and most 
Sb oxidises and is dissolved in the etchant. No elemental Sb is left behind. 
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Figure 3 Etching depth for etching of ICS22 and IC594 in photoresist developer MF319 

A measurement of the etching depth using a Dektak stepper confirms the different etching of 
GaSb and AlSb (fig. 3). For GaSb the etch rate is constant at 0.3 nm/s. This rate is also inferred from 
the series of Raman spectra in fig. 1. For AlSb the situation is very different. During the first 30 
seconds of etching sample IC522 the thickness of the region which is exposed to the etchant is 
reduced. Then, it increases rapidly by more than 300 nm. It is only after the first 2 minutes that this 
increase is stopped and we observe a steady reduction of the thickness with an initial rate of 0.7 nm/s. 
From the Raman spectra in fig. 2 we see that this process is linked to the removal of the thin GaSb cap, 
the appearance of a-Sb from AlSb and finally its removal. 

The combined information from the thickness measurement and the Raman spectra leads to the 
following explanation of the process. Once the AlSb gets into contact with the etchant it disintegrates 
very rapidly. The Al reacts to aluminium oxide which is thicker than the semiconductor monocrystal. 
This leads to the increase of the film thickness shown in fig. 3. The Sb is left behind as a residue which 
slows down etching and is appearant in the Raman spectra in fig. 2. 

4. Conclusions 

A new technique of in-situ Raman spectroscopy of wet etching is described and demonstrated for the 
selective etching of antimonides. We show that the technique allows the real-time monitoring of the 
etching and an improved analysis of the chemistry of the etching process. It is found that during the 
etching of AlSb a-Sb is present at the semiconductor surface whereas GaSb is etched without this 
residue. The reason for the different etching behaviour are the different reaction heats of Ga and Al. 
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Abstract. The low frequency noise of lattice-matched InP-based HEMTs gate recess etched with CH4/H2 

RIE and phosphoric-acid based wet etchants was studied at different gate and drain biases in a temperature 
range of 77 K to 340 K. The measurements showed a significantly lower normalized drain current 1/f noise 
for the dry etched HEMTs in all bias conditions. Varying the temperature, four electron traps could be 
identified in the drain current noise spectra for both dry and wet etched devices. No additional traps were 
introduced through the dry etching step. The concentration of the main trap in the Schotfky layer is one order 
of magnitude lower for the dry etched HEMTs probably due to hydrogen trap passivation. The kink effect in 
the dry etched HEMTs was observed to be reduced significantly compared with wet etched devices which 
gives further evidence of trap passivation during dry etching. 

1. Introduction 

During the past several years significant improvements have been presented for the high frequency and 
noise performance of High Electron Mobility Transistors (HEMTs). At the present time InP based 
HEMTs exhibit the highest cut-off frequencies and the lowest microwave noise of all three terminal 
semiconductor devices. Therefore InP HEMTs are very attractive for integrated microwave and milli- 
meter wave applications [1]. The low frequency noise behavior of these devices is of significant impor- 
tance for nonlinear circuits such as oscillators and mixers. Thus, achieving low 1/f and G-R noise levels 
is critical for sensitive circuit applications. 

Reproducible transistor parameters are essential for mm-wave circuits. The precise definition of the 
gate recess in HEMT devices is important to ensure uniform device parameters. For small feature sizes, 
wet etching techniques suffer from surface wetting problems which reduce the uniformity of the 
devices. Dry etching techniques can provide more controllable etching characteristics [2]. However, the 
Reactive Ion Etching (RIE) process may introduce surface damage through ion bombardment, preferen- 
tial etching of surface elements and hydrogen passivation of donors and traps. These defects can have 
detrimental effects on the noise performance of dry etched transistors. Concerning the microwave chan- 
nel noise, no significant difference between dry and wet etched InP HEMTs could be observed [3]. Up 
to now, only little work has been done on the low frequency noise properties of dry etched HEMTs. In 
this work, we investigate the influence of methane/hydrogen RIE of InP-based HEMTs on the low fre- 
quency drain noise spectra and compare the spectra of dry and wet etched devices. 

2. Experiment 

HEMTs have been fabricated on lattice-matched InGaAs/InAlAs heterostructures. For the dry etched 
devices, the gate recess was etched using a selective CH4/H2 reactive ion etching (RIE) process, see [4] 
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for further details. The InAlAs Schottky layer of the HEMT structure acted as an etch stop layer with a 
selectivity of more than 100 thus ensuring uniform device parameters. The length of the fabricated T- 
gates was 0.2 urn For direct comparison, HEMTs with gate recesses etched with a solution of 
^PO^HjC^^O 1:1:150 were processed. The drain current noise was measured at different drain and 
gate biases in the frequency range from 1 Hz to 100 kHz using a computer-controlled setup based on a 
HP 3562A dynamic signal analyzer. The temperature was varied from 77 K to 340 K using a cryostat. 

3. Results 

In Fig. 1, the normalized low-frequency drain current noise spectra are shown at room temperature for 
dry and wet etched devices at a drain bias of 15 mV, i.e. in the linear region of device operation. It is 
clearly seen that the dry etched device exhibits lower noise, i.e. lower 1/f and generation-recombination 
(G-R) noise compared with the wet etched device. In order to be sure that the observed difference in the 
current 1/f noise is not only due to better charge-control characteristics for the dry etched case, the 
Hooge parameters ach [5] have been calculated and are shown in Fig. 2. For any gate bias, the dry 
etched devices exhibit lower Hooge parameters, hence less 1/f noise. 

Varying the temperature in the range of 77 K - 340 K, four discrete Lorentzian components could be 
identified in the low-frequency drain current noise spectra. The Arrhenius plot of the deep level traps is 
shown in Fig. 3. The activation energies of the detected traps were as follows: Ex: Ec = 0.50 eV, E2: 
Ec = 0.31 eV, E3: Ec = 0.22 eV, E4: Ec = 0.18 eV. All traps that appear in the wet etched devices are 
also visible in the dry etched HEMTs. There are no additional traps detectable after dry etching which is 
an indication for a low damage dry etching process. The traps Ej, E2 and E3 are probably located in the 
Schottky layer and origin from defects introduced during MBE growth [6]. From analytical modeling of 
the transfer characteristics, the concentration of the dominant trap Ej was estimated to be 5*1015 cm"3 

1E+0 1E+2 1E+3 

Frequency [Hz] 

Fig. 1: Normalized low frequency drain current noise spectra of dry and wet etched HEMTs in the 
linear region (Uds = 15 mV) at T = 300 K. 
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Fig. 2: Gate bias dependence of the Hooge parameter ach for dry and wet etched HEMTs at room 
temperature. 

for the wet etched devices. The trap concentration in the dry etched HEMTs is about one order of mag- 
nitude lower. We attribute the reduction of the trap concentration to hydrogen deep level trap passiva- 

tion during methane/hydrogen RIE [7]. .,.,,,,. „„,. ;„ 
The kink effect in InP-based HEMTs is commonly believed to be associated with deep-level traps in 

the InAlAs layers or at interfaces [8]. In Fig. 4, the output characteristics of dry and wet etched HEMTs 
are shown. For the wet etched devices, the kink appears for drain-source voltages toAa 
V It can clearly be seen that the kink effect is reduced considerably in the dry etched HEMTs. We 
attribute this mainly to the passivation of electron traps during the dry etching step. 
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Fig. 3: Arrhenius plot of G-R noise components in dry and wet etched HEMTs (Uds - 15 mV). 
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Fig. 4: Output characteristics of dry and wet etched HEMTs. The gate voltage was varied in steps of 
0.2 V with a largest bias of 0.4 V. 

4. Conclusions 

We present the low frequency noise performance of dry and wet etched InP-based HEMTs. The 1/f 
drain current noise is considerably lower in the dry etched devices. Examining the G-R components in 
the noise spectra, we found the same four discrete traps in both device types. No additional traps have 
been introduced during the dry etching step which is an indication of a low damage process. The trap 
density in the dry etched HEMTs was one order of magnitude lower compared with the wet etched 
ones. We attribute this differences to hydrogen passivation of deep level traps. Comparing the output 
characteristics, the dry etched HEMTs showed a largely reduced kink effect. The suitability of dry 
etched HEMTs for high frequency applications due to their higher uniformity compared with wet 
etched ones and their low microwave noise has already been shown [3]. Regarding the observed lower 
1/f and G-R noise components, our results show that RTE gate recess etching is a very promising tech- 
nique for low frequency noise sensitive applications like oscillators and mixers. 
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Abstract. We demonstrate InGaAs/AlGaAs/GaAs single quantum well surface-emitting laser (SEL) with 
integrated twin-guide structure (ITG). Integrated twin-guide lasers have been designed with normal-mode 
analysis at X=980 run to achieve maximum coupling efficiency. Then, we have utilized corner reflectors 
(CR's) on ITG structure and angled beam deflectors tilted 45" with respect to the surface plane. The corner 
reflectors and the 45° beam deflectors were made by RIBE in order to have high power surface-emitting 
lasers (SEL's). Corner reflectors were formed for ITG's active layer and 45° angled deflectors were located 
at the end of the output waveguide. ITG-CR-SEL's were characterized with near-field intensity. 

1. Introduction 

Surface-emitting lasers (SEL's) are attractive devices for optical interconnection and two-dimensional 
laser array for optical communication. Several different structures for SEL's have been reported, such 
as vertical-cavity SEL's (VCSEL's), distributed Bragg grating SEL's, and in-plan lasers with 45°beam 
deflectors. Recently, high-power and low-threshold folded cavity SEL's (FCSEL's) have been 
fabricated using the dry etching techniques. Considering the output beam power, in-plan laser SEL's 
are more favorable than VCSEL's[l,2]. 

For this reason, in this work, we have fabricated surface-emitting lasers (SEL's) with corner 
reflectors (CR's) and external 45° beam deflectors. Integrated twin-guide (ITG) structure was 
proposed in the late 70s for applications to opto-electronic integrated circuits (OEIC's). But, at that 
time the fabrication technique was not fully developed for the efficient coupling efficiency to output 
waveguide. Nowadays, metalorganic chemical vapor deposition (MOCVD) can give precise epitaxy 
controllability, reproducibility, and very high uniformity by using in situ monitoring techniques[3]. In 
addition to the epitaxy, the dry etching techniques, such as reactive ion etching (RIE), electron 
cyclotron resonance (ECR) etching or reactive ion-beam etching (RIBE), have been also well 
developed for compound semiconductors[4,5]. By using these dry etching techniques, the angled beam 
deflector cab be formed with a good surface morphology. 

As compared with the other SEL's, ITG-CR-SEL's have some advantages: 1) there's no unguided 
region.; 2) it has a flexibility of bending the output light beam.; 3) it's possible to integrate this device 
with others for OEIC's. The ITG structure with CR's can operate as laser diode, detector or external 
modulator depending on the characteristics of applied voltages. By locating these structures on the 
network of waveguides, complex OEIC's can be implemented. 
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Fig. 1 Schematic view of the fabricated ITG-CR-SEL 
with an angled deflector. 

single waveguide mode 
Fig.2 Cross sectional view of ITG-CR-SEL laser structure. 

2. Simulation and Experiments 

ITG laser structure with etched facets has been designed by normal-mode analysis for InGaAs- 
AlGaAs-GaAs graded index separated confinement heterostructure (GRINSCH) single quantum well 
laser. The structure was optimized in order to obtain a maximum coupling efficiency into the output 
waveguide under the phase matching condition fulfilled at a wavelength of 980 nm [6]. The layer 
structure and the material parameters are listed in Table I. According to our calculation results, the 
coupling length was 93 fim, and the coupling efficiency to the output waveguide was 98%. 

Corner reflector was used for the formation of the etched facets of ITG laser. Since a corner 
reflector has a high reflectivity and a low scattering loss, low threshold current can be achieved [7]. 
45° beam deflectors were located at the end of the external output waveguide to deflect the light power 
to surface normal. Fig. 1 illustrates the schematic view of the fabricated ITG-CR-SEL, consisting of a 
twin-guide layers, two corner reflector, and an external 45° beam deflectors. In this structure, lasing 
light is coupled to the waveguide layer below the active layer as a result of the evanescent coupling. 
Fig. 2 shows the cross sectional view of ITG-CR-SEL. 

InGaAs-AlGaAs-GaAs materials were grown in AIXTRON 200 low-pressure MOCVD with a 

Table I. Structure Parameters of the ITG Laser. 

Laver Composition Refractive index* Thickness 
p-ohmic contact p+-GaAs 3.5122 2000A 

cladding P-Alo.5Gao.5As 3.2381 1.2um 
GRINSCH Alo.5Gao.5As —► GaAs 3.2381-* 3.5122 1500A 

active (SQW) Ino.2Gao.5As/GaAs 3.5258/3.5122 70A/100A 
GRINSCH GaAs -► Alo.5Gao.5As 3.5122-»- 3.2381 1500A 
separation N- Alo.5Gao.5As 3.2381 5500A 
waveguide N- Alo.26Gao.74As 3.3608 5270A 
cladding N- Alo.5Gao.5As 3.2381 1.2um 

buffer n-GaAs l.Oum 
substrate n-GaAs 

* refractive index at A = 980 nm from Ref. [8]. 
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Fig. 3 Simulation result for the threshold current density of ITG laser. 

tailored reactor for in situ laser reflectometry with which we could obtain growth thickness accuracy 
within ±1% error. The ITG laser structure consisted of 70-Ä In0.2Ga0.gAs- 100-Ä GaAs GRINSCH 
SQW laser, as listed in Table I. A Si02-Ti-NiCr (2000 A/ 300 A/ 1000 Ä) layer was deposited by e- 
beam evaporator for a current blocking layer. This evaporated layer was also used as a dry-etch 
masking material. The deposition of a Ti-Au-NiCr (500 A/ 2000 A/ 1000 A) layer by thermal- 
evaporation followed the current stripe opening process for p-contact metal on the current blocking 
layer. The cavity length was 280 fim at which the coupling efficiency had a maximum value, and the 

cavity width was 20 ^m. 
Both corner reflectors and angled deflectors were formed by RIBE. In order to precisely control the 

etching depth with 100 A resolution, etching process was also monitored by the in situ laser 
reflectometry. RIBE was performed in Ar-Cl2 gas mixture with an 1000 eV ion-source power for 
corner reflectors. The etching depth was 1.93 fim which corresponded to 2000 A below the top of the 
separation layer. After deposition of the Cr for mask material, the external 45° beam deflectors at the 
output waveguide layer was made by second step RIBE under 1100 eV ion-source power. The angled 
beam deflector could be achieved by tilting the substrate 45° in RIBE. After the deflector etching, the 
Cr mask material was removed. Then, the wafer was lapped down to about 100 fim, and a AuGe-Ni- 
Au was deposited on the bottom of the wafer as n-contact material. 

3. Results and Discussion 

As shown in the SEM photograph of Fig. 4, the reverse mesa etched beam deflector is tilted by about 
45°. For the effective output coupling to surface, the external output waveguide should have a proper 
cladding layer thickness. The upper cladding layer thickness was 3500 A and the vertical etching 
depth of 45° beam deflector was 1.35 fim. Atomic force microscope (AFM) was utilized for an 
investigation of the etched surface morphology and the effect of pinnacles at the reflectivity. The 
scanned area was 1.2x 1.2 fim1. We could obtain the arithmetic average surface roughness of 75.8 A, 
as shown in Fig. 5. This value is an evidence that the pinnacles are at the outside of 45° beam deflector, 
so that they are not thought to affect the reflectivity. In Fig. 6, a near-field intensity of ITG-CR-SEL 
from the 45° beam deflector is illustrated. The full width at half maximum (FWHM) in the lateral and 
the transverse direction were 18 fim and 1.3 /on, respectively. 
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Fig. 4 SEM photograph of an ion beam-etched 45 beam 
deflector. 

Fig. 5 AFM image of the ion beam-etched surface. 

Transverse 

Fig. 6 Near-field intensity from the beam deflector at threshold current 

4. Conclusions 

We report the fabrication of integrated twin-guide comer reflector surface-emitting InGaAs-GaAs 
lasers. Dry-etching technique was utilized for the formation of corner reflector and the 45° beam 
deflector. The dry-etched surface roughness was estimated as 75.8 Ä. ITG-CR-SEL has a potential for 
the implementation of optoelectronic devices. 
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The etching behavior of gallium nitride (GaN) has been systematically examined in an inductively coupled 
plasma (ICP) using Cl, and Ar as the reagents. Design of experiments (DOE) software was used to optimize 
the etch rate as well as determine any interactions between the parameters (ICP power, DC bias, and pressure). 
Interactions were found between the ICP power and pressure and also between the ICP power and DC bias. 
There were no interactions between the DC bias and pressure. Selective etching of GaN relative to A1N and 
Al2BGa7,N was achieved at low DC biases. At -20 V, the GaN etch rates were 38 times greater than AIN and 
a factor of 10 greater than Al 21iGa 72N. 

1. Introduction 

The etching of GaN and the alloy AlxGa,.xN has been a challenge for researchers due to the strong Ga-N 
and Al-N bonds as well as the chemical inertness of these materials. Different plasma sources, namely 
capacitively coupled, inductively coupled (ICP), and electron cyclotron resonance (ECR) have been 
employed to etch these materials. Capacitively coupled plasma sources such as that in reactive ion 
etchers (REE) have produced low etch rates and non-vertical sidewalls etching these materials due in part 
to low plasma densities and high operating pressures.[l] High density plasma discharges such as (ECR) 
and (ICP) have distinct advantages over RIE systems that in addition to having higher plasma densities, 
they employ lower operating pressures and dc biases that are controlled separately from the plasma 
source. As a result, higher etch rates, vertical sidewalls, and lower etching induced damage occurs. 

The etch selectivity of GaN relative to AIN and AlxGa,.xN is of significant interest for the fabrication 
of AlxGa, XN based heterostructure devices. One example is the etch penetration through a GaN capping 
layer to the AlxGa,.xN recessed gate in a high electron mobility transistor. Etching of the latter material 
should be minimal. 

In this paper we report a systematic study of ICP etching of GaN as a function of DC bias, ICP 
power, and pressure using a Cl2/Ar chemistry. To minimize the number of experiments, design of 
experiments (DOE) software was used to optimize the etch rates with respect to these parameters. 
Selectivity of GaN relative to AIN and AlxGa,.xN is also discussed as a function of DC bias at low dc 
biases. 

2. Experiment 

2.1 System description 

The ICP system was a custom built, 41 cm diameter by 58 cm tall, loadlocked stainless steel chamber. 
The RF power was coupled through a 32.4 cm diameter quartz window at the top of the chamber. The 
inductive source was a planar, 4 turn, 23 cm diameter copper coil which was connected to an RF Power 
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Products 2 kW RF generator operating at 13.56 MHz via an autotuning matching network. Gas was fed 
into the chamber through a stainless steel shower ring positioned level with the bottom of the quartz 
window. A water-cooled wafer chuck was mounted on a motor driven vertical translation stage which 
had 30.5 cm of travel. This allowed samples to be transferred between the loadlock chamber and the 
processing zone. A second 500 W RF source was connected to the wafer chuck to apply a controllable 
DC bias to the substrate. The substrate cooling water was maintained at 16°C to prevent the baking of 
photoresist during etching. The chamber was evacuated by an Alcatel 900 1/s turbomolecular pump 
which attained a base pressure of 10"7 torr. 

A magnetic bucket containing 240 Nd-Fe-B magnets was mounted on the outside perimeter of the 
chamber to increase the plasma density by confining the electrons to a central volume within the chamber. 
This reduced electron losses due to collisions with the chamber walls. The ions were also confined due 
to electrostatic coupling with the electrons. The former were not directly affected by the magnetic field. 

2.2 Sample preparation 

The GaN, A1N, and Al2SGa72N samples used for this study were epitaxially grown on 6H-SiC-(0001) 
substrates via metalorg'anic vapor phase epitaxy (MOVPE) using trimethylaluminum (TMA) and 
triethylgallium (TEG) as the Al and Ga sources, respectively, and NH3 as the nitrogen source.[2, 3] An 
= 100nm A1N buffer layer was deposited on the SiC substrates prior to the growth of the GaN and the 
Al 2gGa 72N. Preparation of the samples for etching employed the sequence of applying a Ni coating, 
patterning with photoresist, and dipping into HNO-, to etch the Ni and into acetone to remove the 
photoresist. Just prior to entry into the etching system, the samples were dipped into HC1 for 10 minutes 
to remove oxygen and carbon contaminants. Samples were attached to a 7.6 cm diameter anodized 
aluminum transport plate using vacuum grease which was mounted onto the wafer chuck. After entry 
into the system a base pressure of <5* 10  torr was attained before the etching experiments were initiated. 

3.  Results 

3.1 Etch rate optimization 

For this study three parameters were optimized: the ICP power, DC bias, and pressure were varied, 
while the gas flows and concentrations were held constant at 20 seem Cl, and 5 seem Ar. The ranges for 
the 3 varied parameters were as follows: ICP power = 100-1100 W, DC bias = 50-450 V, and pressure 
= 1-11 mtorr. Previous experiments had shown that changing the gas flow rates and concentration 
minimally affected the etch rates (<20%). The etch depths were measured using a Dektak profilometer 
on at least three different points on each sample. 

To determine the effects of interactions between parameters and their affect on etch rate and to 
optimize the etch rate SAS JMP statistical software was employed which reduced the total number of 
experiments from 150 to 20. A central composite design was chosen as it uses five levels of each 
parameter and accounts for any curvature in the response. Past experiments have shown that none of the 
parameters behave linearly with the etch rate. Table I shows the design matrix of the parameters which 
were varied and the resultant etch rates. As can be seen from this table, there are 15 different 
experiments with the center point repeated 6 times. 

Figure 1 is a plot of contours of GaN etch rate derived from the data in Table I. In this type of plot, 
and in the case of Figure 1, one parameter (pressure) was varied while the other two are on the x (ICP 
power} and y (DC bias) axes. The individual contours are of equal response and have a step increase of 
1000 A/min between lines. This type of analysis can be very useful when a process window must be 
identified when there are multiple responses. 

A plot of the interaction profiles between the different parameters are shown in Figure 2. The 
interaction plots between the DC bias and pressure reveal that there is no interdependence between them; 
whereas, the ICP power and pressure are highly dependent on each other. It was observed that the 
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Figure 1. Contour plot derived from the data in Table I of 
etching rate of GaN as a function of ICP power and DC bias 
at 5 mtorr. The contours signify etch rate in A/min. 
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Figure 2. Interaction profiles that show the interdependence 
between ICP power, DC bias, and pressure on the etch rate 
of GaN. 

optimum pressure for etching increased with increasing ICP power. There is also a dependence between 
the DC bias and the ICP power. 

The predictions by the DOE software were checked experimentally at 5 different points and can be 
seen in Figure 3. The parameters were as follows: (1) ICP=1100 W, Bias=-428 V, Pressure=6 mtorr, 
(2) ICP=960 W, Bias=-174 V, Pressure=9 mtorr, (3) ICP=1750 W, Bias=-600 V, Pressure=12 mtorr, 
(4) ICP=370 W, Bias=135 V, Pressure=2 mtorr, (5) ICP=270 W, Bias=410 V, Pressure=4 mtorr. 
With the exception of sample 3, all of the points were within original input parameter ranges previously 
stated. Sample 3 was well outside of the original ranges; however, there was only a 8.6% difference 
between the actual and predicted etch rates. The highest error was found for sample 5 at 20%. 

Table I - Design matrix for etch rate optimization of GaN thin films. 

Run ICP PowerfW) DC Biasf-V) Pressurefmtoni Etch RatefÄ/min) 

1 303 131 3 3730±40 

2 303 131 9 1940+90 

3 600 250 6 7760±80 

4 303 369 3 6380±140 

5 303 369 9 3960160 

6 600 250 6 7770160 

7 897 131 3 7050+100 

8 897 131 9 7200±200 

9 600 250 6 7790±90 
10 897 369 3 10920+360 
11 897 369 9 9520±380 
12 600 250 6 7680±50 

13 100 250 6 940±20 
14 1100 250 6 114801330 

15 600 250 6 7840180 
16 600 50 6 21201210 

17 600 450 6 106301250 

18 600 250 6 7630190 

19 600 250 1 50201140 

20 600 250 11 56501160 
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3.2 Selective etching 

Selective etching of GaN relative to A1N and Al28Ga72N was achieved at low DC biases. All materials 
were etched concurrently to insure an accurate comparison. The experimental parameters were 500 W 
ICP power, 5 mtorr pressure, and a -20 to -50 V variable DC bias. Figure 4 shows the selectivity of 
GaN as ratios of the etch rate of this material to that of A1N and Al 28Ga 72N. At -50 V, the selectivity 
between GaN and A1N was 8.5; whereas, it was only 1.2 between the GaN and Al28Ga72N. The 
greatest selectivities for GaN were found at a bias of -20 V, a factor of 38 over A1N and approximately 
10 over Al28Ga72N. These differences in etch rates are consistent with the different bond energies 
between Ga-N and Al-N of 8.92 eV/atom and 11.52 eV/atom, respectively.[4] A second factor is the 
lower volatility of A1C1X relative to GaClx. Since lower DC biases were used to attain the selective 
etching, there is a tradeoff between the selectivity and the total etch rate. 

3.3 Summary 

Dry etching of GaN has been investigated in an ICP system produced in the authors' laboratories using 
Cl2 and Ar as the process gases. Design of experiments software was used to both optimize the 
parameters and to determine the interactions between the different parameters. Interactions were 
observed between the ICP power and pressure as well as the ICP power and the DC bias. There was no 
interaction between the DC bias and the pressure. Selective etching of GaN relative to A1N and 
Al28Ga72N was achieved at low DC biases. Selectivities of 38 between GaN and A1N and 10 between 
GaN and Al28Ga72N were obtained at a DC bias of -20V. These results are of potential interest for the 
fabrication of AlxGa,.sN based heterostructure devices. Research is ongoing to quantify the effects of 
plasma induced damage and to better understand the underlying mechanisms. 
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Abstract. This work deals with the development of high temperature, low resistance ohmic metallizations to p-type 6H- 
SiC, using a novel approach of focused ion beam (FIB) surface-modification and in-situ direct-write metal deposition 
for ohmic contact formation without annealing. FIB(Ga) surface-modification and in-situ deposition of Pt, Mo and W 
showed minimum contact resistance values of 1.3 xl0-"Ohm cm2 to 7.3x10"3 Ohm cm2, depending on metal and FIB 
conditions. These contact resistance values of the direct FIB deposited non-annealed contacts, compare well with 
reported values for conventionally deposited and annealed contacts to SiC. Ex-situ E-beam deposition of Pt on FIB 
surface-modified and unmodified areas showed a substantial increase (one order of magnitude) in the contact resistance 
values of the unmodified contacts. 

1. Introduction 

The formation of low resistance high quality ohmic contacts to SiC, is critical to the operation of the devices, 
especially in the high temperature/high power operation regime. The problem is particularly difficult in the 
case of p-type ohmic contacts, where deposited and annealed contacts on moderately to highly doped 6H-SiC 
material reach at best contact resistance values between 10° and mid 10"4 Ohms cm2 [1][2], while for very 
highly doped (1019 cm'3) material one report indicates a value of 105 Ohms cm2 for Al/Ti contacts annealed 
at 1000 °C [3]. Other systems examined so far are based on Ti and W with some Pt and Au combinations, 
that may have better stability under extended high temperature operation. In general the contacts may 
deteriorate due to interface reactions that include silicide and carbide formation, interdiffusion, and surface 
oxidation [4] [5]. Clearly, for the development of viable high temperature/high power SiC device technology, 
the quality of p-type ohmic metallizations needs to be studied further and improved. 

In this work we report a new approach to ohmic contact formation based on focused ion beam (FIB) surface- 
modification and concurrent in-situ FIB direct-write metal deposition. In addition, FIB surface-modification 
and ex-situ metal deposition (E-beam), was also employed for comparison. Our approach of surface- 
modification using focused ion beams is aiming at lowering surface barriers, while at the same time 
increasing surface doping by Ga ion implantation to enhance tunneling and further improve contact 
resistance. Metallization is achieved concurrently by focused ion beam in-situ direct-write metal deposition 
of various metals [6].   For the present work we report contact resistance values from the direct-write 
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deposition of Platinum (Pt), Molybdenum (Mo), and Tungsten (W), as well as Pt deposition by E-beam on 
FIB surface-modified and unmodified p-type 6H-SiC. 

2. Experimental Details 

The SiC samples used in this study are p-type epitaxial layers on n-type 6H-SiC substrates purchased from 
CREE Corporation, with doping levels in the 2xl018 cm"3 range. Two focused ion beam (FIB) systems using 
Ga ion beams, have been employed in this study. One is a FEI system with ion beam energy of 30 KeV 
where the Pt and Mo direct-write deposition was performed, and the other is a MICRION system with ion 
beam energies up to 50 KeV, where the W direct-write deposition and surface-modification for ex-situ Pt 
E-beam deposition were performed. The Pt was E-beam deposited on FIB surface-modified and unmodified 
areas, to assess the effects of the FIB surface-modification process on contact resistance. The transmission 
line model (TLM) for contact resistance measurements was used on both the FIB direct-write metal patterns 
(Fig. 1), and the ex-situ E-beam deposited Pt that was patterned by standard photolithographic techniques. 
The measurements provide the specific contact resistance values, rc, for the contacts, which we refer to as 
the contact resistance values for simplicity. Auger depth profiling is used to examine the metal/interface 
system and correlate it with the observed electrical properties. 

Fig. 1. W FIB direct-write TLM pattern. Fig. 2. Mo FIB direct-write contact definition. 

3. Experimental Results and Discussion 

The FIB direct-write deposition of Mo was performed at ion beam energies of 30 KeV and produced well 
defined metal films with thicknesses around lum, shown here in Fig. 2. 

The TLM contact resistance measurements of contacts made at two different ion beam currents of 6,000 
pA and 12,200 pA, gave contact resistance values rc = S.SxlO^Ohm cm2 andl.3x10"Ohm cm2 respectively 
(Fig. 3). The lowest rc value is observed for the highest beam current direct-write deposition. Although Mo 
has not been reported before as a p-type contact on 6H-SiC, the value of rc obtained here, is comparable to 
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those reported for W/Pt/Au [2] and better than the values reported for Al/Ti [3] that have been annealed. 

The FIB direct-write deposition of Pt was also performed at 30 KeV and at the same high beam current of 
12,200 pA, but the rc values from the TLM measurements (7.3x10"4 Ohm cm2) were higher than those of Mo. 

Sample A]7a-2: First Pattern: E=30keV. l=6000pA, Mo Al-7b(11) W on SiC E=50keV D=1e17 ions*cm-2 

rc=3.3e-4 Ohms"cm2 

2Rc= 146 Ohms 

rc= 7.3e-4 Ohms " cm2 

0 10 20 30 40 50 60 70 80 90        100 0 
Lengin(um) 

250 300 

Fig. 3. Mo FIB direct-write rc measurement. Fig. 4. W FIB direct-write rc measurement. 

The direct-write deposition of W was performed at ion beam energies of 50 KeV and with ion doses of D= 
l.OxlO17 ions/cm2 and D=3.0xl0'7 ions/cm2. TLM contact resistance measurements gave rc = 7.3x10"" Ohm 
cm2 and l.lxl0"3 Ohm cm2 for the low and high doses respectively (Fig. 4). These values are higher than 
those of Mo and Auger depth profiling was performed on the W and Mo contacts to evaluate the interface. 

30 40 80 
awns rut ala. 

Fig. 5. Auger Depth Profile of W contacts. 

Fig. 5 shows the Auger depth profile of the W contacts. As can be seen in the profile, a considerably diffused 
interface results from this FIB direct-write deposition at 50 KeV, with significant concentration of Ga in the 
metal and significant penetration into the SiC substrate. Si outdiffusion is also evident, while C levels in 
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the metal films are high due to the FIB deposition process, and possibly to a lesser extend, to the 
outdiffusion from the substrate. 

In contrast the Auger profile from the Mo contacts, shown in Fig. 6, produces at 30 KeV a much less 
diffused interface with limited Ga penetration within a surface layer, and a Si outdiffusion that, exept from 
a surface peak, remains nearly constant through the metal film. The high C levels observed also in these 
films, are the subject of further investigation of the FIB deposition process, aiming at reducing such levels. 

80 100 

STUTTER Tilt  lln. 

Fig. 6. Auger Depth Profile of Mo FIB direct-write contacts. 

In order to develop an initial understanding of the effects of the FIB surface-modification process, Pt was 
deposited by E-beam on FIB surface-modified and unmodified areas of p-type 6H SiC, and rc (Fig. 7) was 
measured. 
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+ = Implanted (Ga) 30KeV 0=1.5e15 cm-2 

o = Implanted (Ga) 50KeV D=3.0e15 cm-2 

* = Implanted (Ga) 50KeV D=1.5e15 era 

x: rc=3.2e-3 Ohms'cm2 

+: rc=4.1e-4 0hms*cm2 

o: rc=6.0e-4 Ohms*cm2 

*: rc=7.4e-4 Ohms*cm2 

Fig. 7. rc measurements from E-beam Pt deposition on surface-modified and unmodified areas. 
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Three FIB surface-modified areas were produced side by side at 30 KeV and a moderate dose of 1.5x1015 

ions/cm2, and at 50 KeV and two different doses of 1.5xl015 ions/cm2 and 3.0xl015 ions/cm2. 

The FIB surface-modified areas produced rc values of 4.1xl0"4Ohm cm2 at 30 KeV and 7.4xlO"4Ohm cm2 

and 6.0x10"1 Ohm cm2 at 50 KeV for low and high doses respectively. In contrast the unmodified contacts 
produced rc values of 3.2xl0"3 Ohm cm2, which is nearly an order of magnitude higher than the surface- 
modified contacts. 

4. Conclusions. 

A novel approach to ohmic contact formation using FIB surface-modification and Ga implantation with FIB 
direct-write metal deposition, is reported here for Mo, Pt, and W metallizations. 

Of the three different FIB direct-write metallizations, Mo, reported here for the first time, is shown to have 
the lowest contact resistance value at 1.3x10"4 Ohm cm2, while Pt and W showed higher values. Auger depth 
profiling revealed considerable intermixing at the W contact interface, with substantial Ga penetration, Si 
outdiffusion and C concentrations in the metal, in contrast with the Mo interface, which appeared 
significantly less intermixed, with limited Ga penetration into the substrate. 

Ex-situ E-beam deposition of Pt on FIB surface-modified and unmodified areas, clearly showed a substantial 
(one order of magnitude) improvment in the contact resistance values of the surface-modified areas as 
compared with the unmodified areas, which validated the FIB process. 

Furthermore, moderate energies (30 KeV) and moderate doses (1.5xl015 ions/cm2) of ion beams, appear to 
produce lower values of contact resistance. Experiments are under way to examine the stability of these 
contacts under thermal treatment, and provide a better understanding of the processes and parameters 
involved. 
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Silicon Carbide Power MOSFET Technology 
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Abstract. 4H-SiC UMOSFETs and DMOSFETs have been fabricated and tested with measured blocking 
voltages (1400 V and 900 V, respectively). Although these breakdown voltages were reasonable, obtaining 
sufficient channel mobility (50 cm2/Vs) to enable devices with practical current densities has thus far proven 
elusive owing to the poor quality of the SiC-Si02 interface. DMOS structures suffer from a non-self 
aligned process, and gate oxide present over rough implanted and annealed SiC surfaces. Thus surface 
scattering effects and interface state density remain high, lowering carrier mobility. In addition, UMOS 
devices also suffer from poor inversion layer mobility due to the difficulties of forming high quality oxide 
on the sidewalls of the vertical trenches. In this paper we will explore these and other design and processing 
trade-offs. 

1. Introduction 

SiC power MOSFETs offer several potential advantages over Si power MOSFETs in the areas of 
switching (faster with lower losses), operating temperature, and blocking voltage. These advantages are 
a consequence of SiC's inherent material advantages including wide bandgap (3.2 eV for 4H-SiC), high 
electric breakdown strength (2.2 MV/cm) and high thermal conductivity (~ 3 W/cm«K) [1]. While the 
advantages of SiC power MOSFETs over Si power MOSFETs (both UMOS and DMOS type structures) 
have been long known [2], processing issues [3-5] including poor SiC-oxide interfaces and premature 
breakdown of the gate oxide, have prevented these devices utility for commercial systems. 

2. Fabrication of SiC power MOSFET structures 

Here we report on both the 4H-SiC UMOSFET and 4H-SiC DMOS structures. The 4H-SiC 
UMOSFET was fabricated with a 12 \im thick drain-drift layer (ND ~ 2xl015 cm"3) and a 90 nm gate 
oxide, as shown by the cross-sectional view of the device in Figure 1. The gate oxide consisted of a 
thin-layer of thermally grown Si02 followed by a thicker-layer of deposited Si02 to ensure a more 
uniform gate oxide across the bottom and sidewalls of the trench. Nickel was used for the drain and 
source metallizations, with TLM measurements yielding a specific contact resistance of 5-7xl0"6 Q»cm2. 
The channel length was nominally set to 4 |o.m from the as-grown channel epitaxial layer. 

4H-SiC DMOS structures were also fabricated using a lightly doped n-type 10 |im thick drain-drift 
layer. These devices used multiple ion implants (high-dose nitrogen implants for source regions, high- 
dose aluminum implants for body contact, and high-energy aluminum or boron implants for formation of 
the p-wells) to fabricate a planar power MOSFET in SiC. After activating the implants with a standard 
high-temperature anneal in an inert ambient, the gate oxidation was performed in pyrogenic steam at 
1150CC, followed by LPCVD polysilicon deposition for the gate, and subsequent patterning of the 
polysilicon. Finally, ohmic contacts were formed to the drain, source, and body terminals completing a 
standard four terminal MOSFET structure. Completed device cross-section of the DMOS is also shown 
in Figure 1. 

CCC Code 0-7803-3883-9/98/$ 10.00 © 1998 IEEE 
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Figure 1: Vertical SiC UMOS cross-section with 12 ^m thick drift layer and 4 (im channel length on 
left and 4H-SiC DMOS power FET structure is shown on right. 

3.    Device Characteristics and Discussion 

Forward blocking characteristics of the 4H-SiC MOSFETs were measured by wafer level probing 
under high dielectric strength Fluorinert™ to prevent surface flashover. The drain and gate bias were 
supplied by dual computer-controlled Keithley 237 power supplies (maximum voltage of 1100 V). The 
blocking voltages of the vertical 4H-SiC DMOS and 4H-SiC UMOS FET are shown in Figure 3a) and 
3b), respectively. In Figure 2, this DMOSFET blocked 900 V, while a similar UMOSFET blocked 1100 
V, which was the maximum voltage available from the power supply. Further testing using a Tektronix 
371A curve tracer resulted in measuring a maximum blocking voltage of approximately 1400 V for the 
UMOS, as shown in Figure 3. 

2.0X10    . 

/ 
vG = = 20V DMOS 01 WAFER 3 

=  10 V                    P33OHTHO20 

—                 T=100°C 1.5X10-3-:  ^G 

1.0x1er3-: I 
5.0x10-"-: r 

VG = 5V 

VG = 0V 
0.0x10°. 

■ 11 1 1 ' iii! i , , | i , , , | i ■ i ■ 

0 200        400        600        800       1000 

a) 

5x10"3^r 

4xi<rc 

3x1(T 

m   2X10"' 
_Q 

1x10"; 

0x1ou- 

-1X10 I-3- 

VG = 60 V 

VG = 55 V 

4H-SiC UMOS 
P13 ORTHO 20 

= 0V 

i j i i i | i i i | i i i | i i i | i i 

200 400 600 800 1000 1200 

V  M 
DS 

b) 

Figure 2: a) 4H-SiC DMOS blocking 900V at 100°C under Fluorinert™ (left) and b) 4H-SiC UMOS 
blocking 1100 V at room temperature under Fluorinert™ (right). 
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Under a moderate gate bias of 32 V (3.55 MV/cm) at room temperature, the channel mobility of the 
UMOS was only 1.5 cm2/V»s, while increasing the temperature to 100°C increased the channel mobility 
to 7 cm2/V»s at a gate bias of only 26 V (2.9 MV/cm). This data can be explained by interface traps 
located at the SiC-oxide interface which release charge carriers at higher temperatures resulting in 
increased conduction for a given bias. 

aoo v 

tmei 
M.00 ¥ 

TirC 37}A 

Figure 3: 4H-SiC UMOS blocking 1400 V at room temperature under Fluorinert™ 
(6.75xl0~4 cm2 active area). 

Initial results of the 900 V DMOS devices also have channel mobility exhibiting the same temperature 
effects of interface traps as was noted in the UMOSFET. Both the UMOSFET and DMOSFET were 
operated from room temperature to 300°C with higher currents and transconductance values obtained at 
higher temperatures. No catastrophic device failures occurred from the high-temperature operation 
although device reliability tests have not yet been performed. 

In Figure 4a), the characteristic I-V family of curves is shown for a 4H-SiC UMOSFET at an ambient 
temperature 100CC, as well as the linear region (VDS = 100 mV) small-signal transconductance for a 
similar UMOSFET at different temperatures. From the characteristic family of curves, a specific on- 
resistance of 74 mD«cm2 can be extracted, which is higher than expected due to the high channel 
resistance. From Figure 4b), an increase in small-signal transconductance with temperature can be 
observed. The linear region gm is defined below in Equation (1), where W is the gate width, L is the gate 
length, n is the effective electron inversion layer mobility in the channel, and Cox' is the oxide 
capacitance per unit area. The increased drain current and small-signal transconductance found at higher 
temperatures are counter intuitive. One would expect increased acoustic phonon scattering at higher 
temperatures acting to decrease both parameters via mobility degradation at high temperatures. 

gra,,i„ = (W/L)nC0X'VD (1) 

Increasing u. with temperature can explain the increased gmlin at higher temperatures, since all other 
parameters in Equation (1) are independent of temperature. Thus, u. is not limited by acoustic phonon 
scattering at these temperatures, but by other physical mechanisms. The most plausible temperature 
related mechanism which explains the increasing \i with temperature is thermal and bias-dependent 
activation of a high number of filled interface traps beneath the conduction band at the SiC-Si02 interface. 
In depletion-mode SiC MOSFETs, the normally expected decrease in u. with temperature has been found 
[6], which is consistent with our explanation since in depletion-mode devices carriers are not confined to 
the interface, and thus the mobility would not be dominated by interface traps for those devices. 

Comparisons between the UMOS and DMOS FET structures in SiC are still preliminary, but the 
highest channel mobility's reported in SiC DMOS structures (26 cm2/V«s) [4] are a factor of two higher 
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than the highest reported values for SiC UMOSFETs [5]. The higher \i found in DMOS is to be 
expected since the etched surface directly above the UMOS channel is considerably roughened which acts 
to increase surface scattering of carriers, and since the oxide-SiC interface is found to be optimal on 
planar silicon-face surfaces as opposed to the vertical trench surfaces in the UMOS. However, |X of the 
DMOS, while improved over the UMOSFET (confirmed elsewhere [4,5]) is still low as a consequence 
of surface roughening caused by implant damage, and a non-optimal interface. 
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Figure 4: Low-voltage characteristics of 4H-SiC UMOSFETs shown by a) drain-to-source current as a 
function of drain-to-source voltage and gate-to-source voltage and b) small-signal linear region 

transconductance as a function of temperature for a similar UMOSFET. 

4.    Conclusions 

4H-SiC vertical power MOSFETs have been fabricated and preliminary analysis has been reported. 
Both UMOS and DMOS structures experimentally demonstrated high (1400 and 900 V, respectively) 
blocking voltages. A significant impediment to optimized device performance is the poor SiC-Si02 
interface, which currently results in channel mobility below the theoretical values for SiC. The 
increasing values of IDS and transconductance with temperature suggest the possible presence of high 
densities of interface traps immediately below the conduction band which release trapped carriers during 
biased high-temperature operation. 
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Northrop Grumman Science & Technology Center 
1350 Beulah Road 
Pittsburgh, PA 15235-5080 

Abstract. 4H-SiC GTO devices were designed, fabricated and evaluated on the basis of blocking voltage, 
current density and forward drop. Interdigitated designs with device pitches ranging from 26 to 48 um and 
circular devices with diameters from 0.5 to 1.5 mm were fabricated. We measure 600 V forward blocking 
voltage, and 4 A (1500 A/cm2) forward current on 680 urn diameter involute 4H-SiC GTOs fabricated with 
a 14 jim base layer. Interdigitated devices of smaller areas (- 6.5x10" cm2 active area) measure 1000 V 
forward blocking for a 14 urn epitaxial base layer. By combining 8 interdigitated devices in parallel, a 
maximum current of 20 A was achieved which corresponds to a current density of 3500 A/cm2 (compared 
to 200 A/cm2 maximum for a Si GTO). Current density as a function of forward drop was evaluated over 
the temperature range of 25 °C to 390 °C 

1. Introduction 

SiC power devices have recently made significant progress towards both high-voltage and high- 
current capabilities as SiC material and device processing technologies have matured. Advances in 
three and four terminal SiC power devices include 900 V, 2 A and 700 V, 6 A thyristors [1], 700 V 
GTOs [2], 1100 V UMOSFETs [3], 900 V DMOSFETs [4], and 2600 V DMOSFETs [5]. The 
advantages of these transistors over silicon-based devices in terms of switching speed, high- 
temperature operation, and blocking voltage are as a direct result of SiC's inherent material 
advantages. These include wide bandgap (3.2 eV for 4H-SiC), high electric breakdown strength (2.2 
MV/cm) and high thermal conductivity (~ 3 W/cm«K) [6,7]. Here we present some of our most recent 
work on the 4H-SiC GTO structure (shown in Figure 1) including our first reported results on circular 
GTO devices with diameters ranging from 0.5 to 1.5 mm, and interdigitated designs with pitches 
ranging from 26 to 48 um. Preliminary results include 600 V forward blocking voltage, a maximum of 
4 A (1500 A/cm2) forward current on 680 um diameter involute 4H-SiC GTOs, and 1000 V forward 
blocking for interdigitated devices of smaller areas (~ 6.5xl0"4 cm2 active area). 

2. Fabrication of SiC power GTO structures 

The 4H-SiC GTO was fabricated with a thick, lightly doped, base layer approximately 14 urn thick, 
on top of p and n-type buffer layers as reported elsewhere [2]. Nickel was used to contact the 
implanted n+ gate material, with TLM measurements yielding a specific contact resistance of lxlO"5 

£2»cm2. The anode p* contact was formed using an Al/Ti alloy with a specific contact resistance of 
lxlO3 Q«cm2. All photolithography was performed using a MANN DSW 4800 g-line (436 nm) 
stepper, with all metal layers defined after lift-off using a standard bi-level resist process. The GTO 
cross-section is shown in Figure 1. 

CCC Code 0-7803-3883-9/98/$ 10.00 © 1998 IEEE 
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Figure 1: Cross-section of an inverted asymmetrical 4H-SiC GTO with 14 urn thick blocking layer. 

3. Device Characteristics and Discussion 

Measurements of static D.C. operation were performed by grounding the anode and applying a 
negative bias to the cathode. Initial 25°C on-wafer measurements of the completed 4H-SiC involute 
GTO (680 um diameter) reveal 600 V anode to cathode forward blocking, and anode to cathode (IAK) 
forward conduction of 4 A (~ 1500 A/cm2 normalized to the anode area) as shown in Figure 2a. 
Increased current capability is expected once these devices are packaged with proper heat sinking. The 
device was turned on by gate currents in excess of 500 U.A. Smaller interdigitated devices were 
capable of 1000 V blocking which is shown in Figure 2b, for a GTO with interdigitated anode and gate 
(26 um pitch, 10 fingers, 250 um gate length). Devices of this geometry are referred to as P26LIN10 
devices. The forward blocking curve in Figure 2b is measured at room temperature using Fluorinert™ 
with no gate drive(off condition). By combining 8 interdigitated devices in parallel, a maximum 
current of 20 A is achieved which corresponds to a current density of 3500 A/cm2 (compared to 200 
A/cm2 maximum of a Si GTO). To examine the forward current density with respect to forward voltage 
drop, a P26LIN10 was probed on a hot chuck up to 390°C. The results of this test are shown in Figure 
3 for current densities of up to ~ 3500 A/cm2, normalized to the anode area. The experimental data 
shown in Figure 3 also includes the voltage drop from the measured 1 Q. series probe resistance. The 
voltage drop across the probes is 1 V at the peak current density of 3500 A/cm2. 

Figure 2: Room temperature I-V characteristics of a) 680 urn diameter involute structure 4H-SiC 
GTO with forward blocking voltage of 600 V and forward current of up to 4 A (1500 A/cm 
normalized to anode area). In b) the room temperature forward blocking (VAK) of an interdigitated 
4H-SiC GTO cell (26 um pitch, 10 fingers, 250 um finger length) is shown to be 1000 V. 
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Correcting for series probe resistance effects, an approximate forward voltage drop of 4.4 V at room 
temperature and 3.6 V at 390°C can be expected for these GTO's operating with a current density of 
1000 A/cm2. To further reduce the forward voltage drop, reduction in contact resistances are being 
explored. The forward voltage drop decreases at elevated temperatures as expected from the ideal 
diode equation, and secondly due to a reduction of the p-type layer resistivity as a consequence of 
increased dopant ionization. 

Light emission can be used to sample current distribution in SiC p/n junction devices. For example 
in Figure 4, one such example is shown for a 0.68 mm diameter involute GTO structure. The outside 
circle corresponds to the mesa isolated blocking junction, where the involute fingers shown are 
resulting from the isolated gate-to-anode p/n junction. Blue light emission appears uniform from 
which we deduce a uniform current distribution in the device. 
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Figure 3: Forward current density as a function of temperature for a 4H-SiC GTO (interdigitated 
gate-anode, 26 ixm pitch, 10 finger device) with current normalized to anode area. Maximum current 
shown for this device is 1 A (~ 3500 A/cm2). Measured data shown here includes voltage drop across 
the probe resistance of approximately 1 Q, which would correspond to a 1 V reduction in the peak 
forward drop shown above. 

4. Conclusions 

4H-SiC vertical power GTOs have been fabricated and preliminary analysis has been reported. 
Blocking voltages of 1000 V were obtained from small-area devices, whereas larger 0.68 mm diameter 
circular devices were capable of blocking up to 600 V. Forward current of up to 4.2 A was probed in 
the larger devices, 20 A was obtained through a parallel combination of 8 devices, and currents up to 1 
A (3500 A/cm2) were evaluated as a function of forward voltage drop and temperature for the smaller 
devices. At a current density of 1000 A/cm2, neglecting the series probe resistance, forward voltage 
drop was approximately 4.4 V at room temperature to 3.6 V at 390°C. 
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Figure 4: Light emission from a 0.68 mm diameter 4H-SiC GTO structure with forward current 
conduction. Light emitting from the outside circle corresponds to the mesa isolated p/n blocking 
junction, while light emitted from the involute fingers is a result of the mesa isolated gate-to-anode 
junction. 
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Abstract: The MOCVD growth of InGaN/GaN multiple quantum well (MQW) structures for blue LEDs 
and lasers has been investigated. (1) The structural and optical properties of the layers have been characterized 
by x-ray diffraction and photoluminescence. (2) By incorporating an MQW structure as the active region in a 
GaN p-n diode, high-brightness light emitting diodes (LEDs) have been produced. Under a forward current of 
20 mA, these devices emit 2.2 mW of power corresponding to an external quantum efficiency of 4.5%. (3) 
Room temperature (RT) pulsed operation of blue (420 nm) nitride based multi-quantum well (MQW) laser 
diodes grown on c-plane sapphire substrates with threshold current densities as low as 19 kA/cm2 were 
observed for 5x800 urn2 lasers with uncoated reactive ion etched (RE) facets 

1. Introduction 
High performance light emitting diodes (LEDs) that operate in the ultraviolet to green portion of the 

spectrum and laser diodes that operate from the 400 nm to 440 nm have been realized recently through 
the use of GaN and its alloys with In and Al. Early devices were constrained by difficulty obtaining p- 
type films, however the discovery of post-growth activation procedures for these films has led to rapid 
progress in nitride-based LEDs and lasers(Amano et al., 1989, Nakamura et al., 1991). For the 
optimization of super-bright LEDs and laser diodes an understanding of the electroluminescence of the 
InGaN multiple quantum well (MQW) structure is crucial. The growth and characterization of such 
MQW stacks has been a subject of intense research for some time (Itoh et al., 1991, Koike et al., 1996, 
Singh et al., 1996) but little data has been published on the characteristics of spontaneous emission from 
such structures. Recently, Nakamura and co-workers have published impressive results on the room- 
temperature CW operation of a laser diode with a MQW InGaN active region, achieving a laser output 
power of 10 mW at a current of 100 mA (Nakamura et al., 1997). In this work, we report on the growth 
and characterization of InGaN/GaN MQW layer structures with varying dimensions. We also report on 
the characteristics of an LED grown with an MQW active region, which exhibits very high output power 
and excellent color purity. Finally, we report, for the first time, on measurements of blue-MQW-InGaN 
LEDs and lasers. 
2. MQW Growth Study 
2.1 MQW Growth Study Experiment 

InGaN/GaN MQW stacks were grown on c-plane sapphire substrates by metalorganic chemical vapor 
deposition. The MOCVD growth conditions and resulting material quality for GaN and InGaN have 
been discussed earlier.(Keller et al., 1996, Keller et al., 1995). The MQW stacks consisted of 14 
periods of In^Ga^N wells with GaN barriers and were grown on top of a 2 nm GaN buffer. The 
indium composition was determined by a bulk reference sample. Two studies were performed: in one set 
of growths the barrier width was varied and the well width was held constant at 22 A. In the other set, 
the well width was varied and the barrier width was held constant at 43 A. 

2.2 MQW Growth Study Results 

Figure 1 and Figure 2 shows the photoluminescence (PL) and x-ray diffraction (XRD) rocking curve 
data obtained from each sample in the well-width study. Superlattice peaks are evident in the XRD data, 
indicating the presence of abrupt heterojunction interfaces and a high degree of coherency along the 
growth direction. The superlattice peak spacing was used to obtain the thickness of the wellsoand 
barriers. The PL data shows strong quantum well emission with a narrow linewidth. 25-36 A wells 
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Figure 2: X-ray for MQWs with varying well widths 

are seen to give optimal luminescence qualities. In comparison the 12 A wells have a wider emission 
linewidth arid reduced emission intensity due to interface roughness effects. Increasing the well width 
beyond 50 Ä also results in an increased linewidth and decreased emission intensity. The mechanism for 
this trend is likely a combination of effects such as degradation of the InGaN material during subsequent 
high-temperature growth, piezoelectric field inducing spatial separation of electrons and holes, and 
possibly compositional fluctuation. The wavelength increases with well width as expected with quantum 
confinement. The behavior deviates from simple theory due to piezoelectric fields and compositional 
fluctuation. 

The results of the barrier width study are less dramatic. As the barrier width is increased to about 
50 Ä, the emission linewidth decreases and the peak intensity improves. Expanding the barrier width 
beyond 50 Ä appears to saturate this effect. From these preliminary studies we conclude that thin InGaN 
quantum wells (25-36 Ä) with thick GaN barriers (>50 Ä) give optimal photoluminescence properties. 
Further studies on the growth and characterization of MQW structures are being pursued; the results will 
be published in a separate paper. 

3. LED 
3.1 LED Experiment 

The electroluminescence properties of the multi-quantum-well layers were tested in an LED structure 
(Figure 3 ). Devices were fabricated with a mesa size of 6xl0~4 cm2. Ni/Au was used for the p-contact 
and Ti/Al for the n-contact. The devices were then packaged in the standard LED lamp form. When 
tested under a DC current of 20 mA, the emission is seen to peak at approximately 445 nm and a 
narrow emission linewidth of 28 nm was obtained. The output power at this current level was 2.2 mW. 
The power saturates at 8 mW under a DC current of approximately 100 mA; this saturation is attributed 
to heating effects causing a drop in quantum efficiency. The external quantum efficiency reaches its peak 
value of 4.5% at a driving current of 20 mA. 

3.2 LED Results 

By testing the LED under pulsed conditions the effect of heating can be greatly reduced. Current pulses 
of width 3 n-s and duty ratio 3x10"" were used during high current testing. As Figure 4 demonstrates, 
output 
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Figure 3:    LED device structure. The active region 
consists of 5 periods of 25 A 
InO.25GaO.75N and 40 Ä GaN. 

Figure 4:    L-I curve for MQW LED under DC current. 
The quantum efficiency is 4.5%. 

power saturation was not observed under these conditions until a driving current of 1.4 A was applied. 
At this current level, the output power was 53 mW, to our knowledge the highest reported for an InGaN 
LED. In contrast, commercially available SQW InGaN LEDs tested under the same conditions saturate at 
a current of 600 mA with an output power of 25 mW. We attribute the very high power level achieved 
in this LED to the use of a MQW structure, which reduces the degree of carrier overflow and non- 
radiative recombination. 

4. Laser Diode 
4.1 Laser Diode Experiment 

The optimized MQWs were incorporated into the laser structure with 10 QWs and 0.4um upper and 
lower Al0,0a,, ,N cladding layers and 0.1 urn Mg doped GaN contact layer. The lasers facets were 
formed by Cl2 reactive ion etching of 125 um wide mesas of various lengths ranging from 400 |im to 
2,000 um. P-contact stripes were subsequently formed in the center of these large mesas with widths 
ranging from 3 urn to 20 urn. The n and p-contacts were formed by electron beam evaporation of 
Ti/Al/Ni/Au and Ni/Au respectively. Fabricated lasers were tested under pulsed operation with a duty 
cycle of about 0.025%. 

4.2 Laser Diode Results 

A typical light vs. current (LI) curve is shown in Figure 5. We obtain a for a threshold current density 
of 19 kA/cm2for a 5|imx800|im laser bar with uncoated facets at room temperature. 

The highest differential efficiency was 1.1%. Output powers of these devices were limited by heating 
during the pulses. Nevertheless, peak powers as high as 17.6 mW were obtained. Most devices gave 
outputs in excess of 10 mW. Device yield was well above 50%. The emission above threshold was 
strongly TE polarized with an extinction ratio in excess of 60. Spectra were collected above and below 
threshold using an optical spectrum analyzer with a resolution of 0.1 nm. A strong, well-defined mode 
spectrum appears at threshold as shown in Figure 6. The resolution is not sufficient to resolve the 
expected individual mode spacing for the cavity lengths tested. As a result the width of the observed 
peaks corresponds to the analyzer resolution. The lasing spectrum does, however, show an envelope 
modulation with a peak spacing around 0.35 nm similar to that observed by Nakamura et al.(Nakamura 
and Fasol, 1997) The origin of this modulation is still unclear. 

A lifetime test was done on a single 10|xmx400um device operated above threshold in pulsed mode 
in excess of 6 hours before failing catastrophically between 6 and 8 hours due to shorting of the p-n 
junction. 
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We have investigated the luminescence properties of InGaN/GaN multi-quantum-well structures grown 
by MOCVD. Photoluminescence measurements performed on MOW stacks indicate that optimal 
emission qualities are obtained using thin quantum wells and thick barriers. The structural quality of the 
films is confirmed by x-ray diffraction measurements showing prominent superlattice peaks. The MQW 
stack has been incorporated as the active region in an LED and laser. The resulting LED device 
demonstrates very high output power, narrow linewidth, and excellent color purity. The LED output 
power saturation under DC conditions is attributed to heating, a problem which is exacerbated by the 
poor thermal conductivity of the sapphire substrate. Under pulsed conditions heating may be avoided and 
very high output powers are achieved. The laser incorporating the optimized MQW lases under RT 
pulsed operation. The output is thermally limited by heating during the pulses. 
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Abstract. We have developed a method to reduce plasma self biasing effects during ECR-MBE 
growth of GaN based on an external magnet positioned on axis to the ECR-source. With this method it is 
possible to increase the growth rate up to 0.7um/h by using high microwave powers (up to 200 W) to 
increase the density of excited nitrogen. With this method we have realized GaN and GalnN/GaN QW- 
structures with high optical efficiency. The GaN-layers show strong excitonic emission with line widths 
below 5 meV and no yellow luminescence. Optically pumped stimulated emission in stripe excitation 
geometry (threshold pumping intensity ~ 1 MWcm2) was realized up to room temperature. 

1. Introduction 

external magnet 

Due to their direct bandgap the group-III-nitrides are a very attractive material system for the 
realization of optical emitters from the UV far into the visible range (E„ AXN~6.2eV - Eg inN~l-9eV) 
[1]. Highly efficient light emitting diodes based on InGaN/GaN-QW-structures are commercially 
available and room temperature lasing has been demonstrated with similar structures [2,3]. 
Despite several advantages of MBE most of the commercially available devices are fabricated up to 
now by MOVPE. This is partly due to the problem to produce activated nitrogen in MBE systems. This 
is typically done by cracking nitrogen molecules (N2) into radicals (N ) in plasma sources developed 
for plasma processing. One very severe drawback of this method is the production of charged particles 
such as electrons and differently activated ions which 
lead to the formation of electrostatic potentials and 
subsequently to ion damage during the MBE growth. 
This paper reports on a novel method for ECR-MBE 
which allows to reduce the plasma self biasing effects 
and to increase the source efficiency significantly. The 
method is  described  in  detail  and  cw-  and high 
excitation photoluminescence results from GaN and 
GalnN/GaN-QW-structures realized by this method 
will be presented. 

2. Experimental setup 

Fig. 1 shows a schematical sketch o the MBE system. 
Group-in elements (Al, Ga, In) and dopands (Si, Mg) 
are evaporated from solid sources. An ECR source 
mounted at the bottom of the chamber is used to 
produce active nitrogen. The sample stage, which is 
electrically isolated with respect to ground or the electrodes of the beam flux ion gauge, can be used 
with an electrical setup shown in Fig. 1 to determine plasma parameters. The key element of our setup 

Fig. 1 ECR MBE setup for the growth of GaN with an 
external on axis magnet to reduce plasma self bias 
effects 
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to reduce plasma effects is an external magnet positioned on the top of the chamber, on axis with the 
ECR-source. 
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2. J Reduction of plasma effects 

Fig. 2 shows the dependence of the current 
collected at the sample stage (ampere-meter 
grounded)  on the  current of the  external 
magnet for ECR operation at about 194 W of 
microwave power and a nitrogen flux of about 
0.5 seem. Without magnetic field (Iext = 0 A) 
a relatively strong negative current of about 
3.5 mA is collected at the sample stage. This 
is due to electrons produced in the plasma 
discharge, which are strongly guided towards 
the sample stage by the field lines of the 
internal    ECR-magnet.    The    corresponding Fig. 2 Dependence of the net current collected at the sample 
negative charge density around the sample stage during ECR-operation from the current of the external 
stage forms an attractive potential for positive magnet 
ions which are also produced in the plasma discharge. The ions are thus accelerated towards the wafer 
during epitaxial growth and are responsible for ion damage in the GaN-layers. Such effects are known 
as plasma self biasing effects. 
To reduce these effects it is thus necessary to remove the negative net charge from the sample region. 
According to Fig. 2 this can be realized by applying positive currents to the external magnet (^opposite 
direction of magnetic field of external magnet and internal ECR magnet). The collected net current can 
be reduced significantly and saturates at small positive values possibly due diffusing positive nitrogen 
ions. This situation corresponds nearly to a complete removal of the plasma self biasing effect. For 
negative external magnet currents the current collected at the sample stage is strongly increased and 
saturates at values around -18 mA. This corresponds to a focusing of the total electron current towards 
the sample stage. This value or the current at zero external current can be regarded as a measure for the 
activation of the plasma. 
The measurement of the current collected at the sample stage, which is produced by the plasma 
discharge, allows to determine the spatial distribution of the charges in the MBE chamber. In a numeric 
calculation we thus calculated the potential drop between ECR discharge region and sample stage, 
which is a measure for the ion energy, for different external magnet currents: 
Without external magnetic field, a relatively strong potential drop between discharge region and 
sample stage of about 15 eV is obtained. For a negative external magnet current of -5 A, which 
corresponds to a focusing of the emission characteristics of electrons towards the sample stage 
(Ista„e~-18mA), we obtain an increase of the ion energy to about 30 eV. 
For increased external magnet currents (low charge density at the sample stage) the potential drop and 
therefore the ion energy is significantly reduced. Finally negligible values below 1 eV are obtained for 
external currents of about +5 A. This regime is thus chosen for the activation of nitrogen for the 
growth of GaN and GalnN with high microwave powers (150-200 W) with growth rates between 
0.3|xm/h - 0.75 um/h. Without the external magnet setup GaN-layers with high optical quality, 
comparable to those described in this paper, could only be realized with low microwave power 
(-60 W) resulting in low growth rates below 50nm/h. Higher microwave power (>80W) caused 
plasma induced damage in the structures so that no radiative recombination could be detected when no 
external magnetic field was applied. 
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3. Growth of GaN and InGaN/GaN -QW and cw-photoluminescence (PL) results 

Sapphire is chemically cleaned (H204:H3P04) and then mounted into an In-free sample holder. 
Homogeneous sample heating up to wafer temperatures of about 870°C is realized by a backside 
coating of the wafers. After mounting into the load lock the samples are outgassed at 650°C before 
being transferred into the growth chamber. Growth was carried out with and without low temperature 
A1N buffer layers. The deposition of GaN is carried out at wafer temperatures of about 820°C. The 
beam equivalent pressure of Ga is typically around ' 
5-10-7Torr. To obtain a sufficiently high density of 
excited nitrogen the ECR source is operated at high 
microwave powers up to 200 W with nitrogen fluxes of 
about 1-2 seem. The growth rate for the GaN layers is 
between 0.3 and 0.75nm/h. 
Fig. 3 shows a PL spectrum of a GaN layer with an A1N 
buffer layer deposited at 550°C on c-plane sapphire. The 
microwave power used for the activation of nitrogen 
was 150 W and the growth rate was about 0.5um/h. The 
PL shows only excitonic recombination with a FWHM 
of less than 5 meV which demonstrates the high quality 
of the layers. Yellow luminescence is typically not 
observed in such layers. 
For the growth of GalnN/GaN-structures the wafer 
temperature is significantly lowered to about 620-640°C 
during the deposition of the GalnN layers because of the 
high desorption rate of the In at elevated temperatures. 
To increase the In/Ga ratio in these layers the total 
group-Ill flux is reduced resulting in growth rates of 
about 0.15-0.2nm/h during the growth of GalnN/GaN- 

structures. 
Fig.  4  shows  the PL  of two  different 
GalnN/GaN film structures with different 
active layer thicknesses of 40 nm and 4 nm 
deposited with identical In/Ga ratios. As a 
reference we plotted also the emission of a 
GaN structure in Fig. 4. For the layer with 
thick   GalnN   layers   we   observed   very Ü, 
efficient radiative recombination in the blue   >. o.6 
green at 2.6 eV. The recombination is most   S 
likely due to localized states e.g. In-rich 
clusters. If we reduce the layer thickness to 
a few nm (4 nm GalnN/GaN film structure 
in Fig. 4) the luminescence shifts strongly 
to the UV at 3.2 eV while high optical 
efficiency is preserved. 
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Fig. 3 Near bandedge luminescence of a GaN layer at 
10 K. 
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Fig. 4 PL recombination of three different samples: pure GaN, 
GalnN/GaN film structures with 40nm and 4nm GalnN films at 10 K. 
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4. Optically pumped stimulated emission of GaN 

To investigate high excitation properties of the GaN layers we carried out optical pumping experiments 
with a pulsed nitrogen laser in stripe excitation geometry [5]. The laser is focused with a cylindrical 
lens onto the GaN sample. When the pumping creates optical amplification in the GaN layers intense 
amplified spontaneous emission can be detected from the edge of the sample in rectangular direction 
with respect to the excitation beam. Characteristic signs for stimulated emission are a significant line 
narrowing above the threshold and an exponential dependence of the stimulated emission intensity on 
the excitation length [I(L)~{exp(gL)-l}, g - optical gain coefficient, L - excitation length [5]]. 
Fig. 5 shows high excitation luminescence spectra of an GaN layer in stripe excitation geometry for 
different excitation lengths at room temperature (L = 100 - 300 urn). The pumping pulse intensity is 
approximately 1 MW/cm2. 
At the lowest excitation length we mainly observe 
spontaneous emission with a FWHM in the order of 
100 meV.   When  the  excitation   stripe   length   is 
increased from 100 ^m to 130 um a sharp feature 
appears   in   the   spectrum   due   to   the   onset   of 
amplification.  When the  slit  length  is  increased 
further up to 300 urn the sharp feature grows rapidly 
and dominates the entire luminescence band. The 
FWHM of the stimulated emission line is about 
30 meV i.e. much narrower than the corresponding 
spontaneous   emission   band   at   short   excitation 
length. The optical gain determined from the above 
experiment is around 100 cm"1. Detailed numerical 
line shape calculations determine a threshold carrier 
density of about 1019cnr3 at room temperature. 
The realization of stimulated emission at room 
temperature at low threshold  pumping  intensity 
indicates a high crystalline quality resulting in a low 
density of nonradiative recombination centers and 
weak optical absorption due to defects in the layers 
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Fig. 5 Optical recombination traces of a GaN layer at RT 
optically pumped in stripe excitation geometry for 
different excitation lengths L. 

Regarding the high microwave power (200 W) used for the deposition of the GaN-layer these results 
confirm that the external magnet in on-axis position efficiently removes plasma self biasing effects and 
the resulting ion damage to a negligible amount. Additionally the layer was deposited at a high growth 
rate of about 0.3 um/h which is one of the highest growth rates for which room temperature stimulated 
emission has been reported up to now for GaN layers deposited with plasma assisted MBE [6]. 
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Abstract. Optical metastability was studied in an InGaN/GaN single heterostructure. It was observed that an 
exposure to a high intensity ultraviolet (UV) light temporaryly changes the optical properties of the InGaN/GaN 
epitaxial layer. The photo-induced changes were used to create high contrast optical patterns on the sample at room 
temperature and 77 K. The photo-induced patterns were viewed under low-intensity illumination with UV light from 
the same light source. 

1. Introduction 

Persistent optical and electrical effects have been studied in Nitride based m-V wide band gap 

semiconductors. Deep levels are responsible for persistent photoconductivity in p- and n-type GaN.[l, 2, 

3] Optical metastability in bulk GaN single crystals has been observed [4] and optical memory effects 

have been seen in GaN epitaxial thin films that have distinct morphological features [5]. Optical data 

storage was realized in InGaN/GaN single heterostructures. [6] Reconfigurable optical properties were 

also reported in InGaN/GaN multiple quantum wells.[7] In general persistent effects in the nitride system 

seem to last much longer than in other semiconductors due to the larger band gap. 

2. Experimental Procedure 

InxGai-xN/GaN single heterostructures were grown by low-pressure (Ptot=76 Torr) metalorganic 

chemical vapor deposition (MOCVD) on c-plane sapphire substrates using trirnethylgallium, 

thrimethylindium, and ammonia. The structure used in this study consisted of a 60 nm thick undoped 
InxGai-xN (x=0.14) layer deposited on top of a 1.5 urn thick GaN layer. Further details of the growth 

process can be found elsewhere. [8] 

Photoluminescence and transmission spectroscopy were used for optical characterization of the sample. A 

CW Ar-ion laser and frequency-tripled (280 nm operating wavelength; 250 fs pulse duration) output of a 
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Ti:sapphire laser were used as the excitation sources for photoluminescence measurements. The 

measurements were conducted at room (RT) and liquid nitrogen (77 K) temperatures. 

To write patterns on the sample the frequency tripled output of the Ti: sapphire laser was focused to a spot 

approximately 200 um in diameter. The peak power density was 4 MWatts cm-2. The focused beam was 

manually translated across the surface of the sample using the X- and Y- micrometer screws on the lens 

mount The read out was accomplished by defocusing the laser beam in order to illuminate the entire 

sample (approximately 3 mm in diameter). The photo-induced patterns were observed under an optical 

microscope in the defocused laser light A long-pass dielectric filter with 400 nm cut-off wavelength was 

used in the eyepiece of the microscope to protect the viewer's eyes from the UV light The surface of the 

sample revealed no signs of damage or cracking and was free of morphological features as viewed under 

the optical microscope. 

3.       Results and Discussion 

The room temperature CW photoluminescence from the InGaN/GaN single heterostructure was centered at 

408 nm and had full width at half maximum (FWHM) of 18 nm. The indium composition of the InxGai- 

XN was calculated to be x«0.14 from the photoluminescence data. The 77 K pulsed photoluminescence 

emission intensity increased and FWHM narrowed down to 3 nm at the input power densities above the 

threshold. This abrupt increase in the output emission intensity and line narrowing are indicative of the 

onset of stimulated emission. 

It was observed that exposure to the high intensity UV light temporarily changes the photoluminescence 

properties of the InGaN/GaN single heterostructure. The photoinduced effect can be observed as a change 

in the color of the output emission under "read" conditions. At room temperature the output emission from 

the sample looks purple prior to the exposure. When the patterns are written as described above, the 

written area appears yellowish to the eye. The difference between the colors of output emission between 

the exposed areas and the unwritten areas of the sample is detected as high-contrast patterns, as shown in 

Fig. 1. The photograph is reproduced in black and white which enhances the contrast ratio between the 

written and unwritten areas. The photo-induced lines appear discontinuous because the laser beam was 

translated across the sample manually. The contrast ratio was found to be dependent on the total fluence 

deposited on the sample, as was determined by varying the exposure times. No photo-induced patterns or 

surface damage were observed under incandescent light. No signs of etching were detected on the sample 

with the written pattern on it under the optical microscope after the sample was submerged in HC1 for 

approximately 30 minutes. After this process the patterns were still observed under UV excitation. The 

photo-induced patterns were written and read using a CW Ar-ion laser as well. 



377 

Fig. 1. The pattern "TEST" was written on the InGaN/GaN SH at room temperature 
with a focused UV laser source. The writting was made visible by illuminating the entire 
sample ("read" conditions). The sample completely self-restored after about 4 hours at 
room temperature. 

i i I i i i i I i i i i I i 
InGaN/GaN SH 
T=77K 

(a) before exposure 

(b) after exposure 

I I ll|     III         !■  ~   I 

300 350 400 450 500 550 
WAVELENGTH [run] 

600 650 

Fig. 2.77 K photoluminescence spectra before (a) and after (b) the patterns were written. 
The integrated intensity decreases after the part of the sample was exposed to a high- 

intensity UV light. 
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The photo-induced patterns completely self-erased after the sample was left under incandescent light at 

room temperature. The retention time for the InGaN/GaN single heterostructure was estimated to be 

approximately 4 hours at room temperature [6]. The retention time appeared to be dependent on the 

exposure time used to "write" the patterns. A lower total fluence resulted in the weaker contrast lines and 

shorter retention time, while the higher exposure levels resulted in high contrast patterns that had longer 

retention times. Preliminary results indicate that the retention time is much longer at 77 K. After the 

photo-induced patterns disappear information can be rewritten on the same area of the sample as the 

previous patterns without a change in the efficiency and retention time. 

77 K pulsed photoluminescence spectra from the InGaN/GaN single heterostructure before and after 

patterns were written are shown in Fig. 2 (a) and (b), respectively. The output emission spectrum from 

the InGaN/GaN single heterostructure prior to writing had a peak position at 407 nm. The long- 

wavelength shoulder of the spectrum is modulated due to interference effects in the epitaxial layer. After a 

part of the sample was exposed to the intense UV excitation described as "write" conditions, the integrated 

output intensity from the sample decreases, as shown in Fig. 2 (b). The change in the emission spectrum 

is detected by the human operator as a high contrast pattern. 

The preliminary data described above is consistent with a creation and/or filling of defects in the InGaN. 

These defects have a long retention time, which is indicative of a large lattice relaxation mechanism 

associated with the defects. 
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Abstract. The current-voltage relationships in organic electroluminesent devices are derived for the following two cases: 
(i) double-carrier injection trap-charge limited (TCL) regime, and (ii) TCL conduction with internal photodetrapping. 
Several experimental observations are explained based on our equations. Location of the recombination zone is predicted. 
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1.   Introduction 
Electroluminescent (EL) devices based on organic thin films, such Alq, have shown promising 

properties for low power, flexible, cost-competitive display applications [1-5]. Red, green, and blue light 
emitting devices are readily available. Devices with luminous efficiency greater than 15 lm/W and lifetime 
greater than 10,000 hours have been demonstrated. 
Like its inorganic counterparts, a typical organic 
electroluminescent device (OED) consists of a hole 
transport layer, an electron transport layer, and a 
recombination region. Typically, ITO is used as the 
hole injection electrode and a low work function 
metal layer (e.g., Mg) is used as the electron 
injection electrode. At present, Alq has been most 
widely used as the EL layer because of its 
temperature stability and EL efficiency. 

The typical current-voltage (J-V) characteristics 
of an Alq-based OED are shown in Fig. 1. As can be 
seen, the J-V characteristics exhibit four regions: (a) 
a linear region (J~V) at low voltage (<2 V); (b) a 
J~V2' (/~7); (c) a J~ VM region; and (d) a series- 
resistance dominated region (J changes toward 
linear-voltage dependence). Various models have 
been proposed to explain these characteristics. The 
main ones are: (a) the thermionic emission model; 

10-* 

10"' 

lO- 

fa) Linear: J-V     
__1 I 1 T 7 TTII— 

f{b) (IPD) J-V" 

0.1 1 10 
Voltage 

Fig. 1. Typical energy alignments in an Alq-based organic 
electroluminescent diode. The numerical values represent the 
currently-believed relative energy positions (in eV) in 
reference to vacuum of the highest occupied molecular orbital 
(HOMO), the lowest unoccupied molecular orbital (LUMO), 
the Fermi levels of hole (Ej(n)) and electron (Ep(e)) injecting 
electrodes. The additional layers (unlabeled) besides Alq are 

(b) the Fowler-Nordheim tunneling model; and (c)     &e hole W^S *>* transporting layers. 
the trap-charge limited (TCL) model. Models (a) and (b) relate to metal-organic contacts and model (c) 
relates to the bulk organic layers. In this paper, we will mainly discuss the bulk TCL theories and present 
results of our study on this subject. 

2.   Results and Discussions 
Typical organic materials used for OED's (e.g. Alq) can be categorized as semiconductors according to 

their band gap values (~3eV). On the other hand, it would not be too wrong to label them insulators either, 
because they have very low carrier mobility (-10'4 cmW.s, or smaller) and large concentrations of traps 
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(~10'9 cm"3). Due to the large trap concentration, the current-voltage dependence in organic layers deviates 
significantly from the linear ohmic form and has been proposed to be trap-charge limited (TCL). 

2.1. Double-carrier injection in trap-charge-limited conduction 
The single-carrier TCL transport has been extensively studied [6]. With the assumption of an 

exponential trap energy distribution, the current-voltage characteristics are given by [7] 

J^ev^NJjrff*,*,. (1) 

where (i is the mobility, Neg is the density of states in the carrier band, s is the permittivity, H is the total trap 
density, L is the thickness of the organic layer, and / = TJT with Tc being the characteristic temperature of 
the trap distribution. The subscript e or h denotes the quantity being either for electrons or holes. Such a 
current-voltage power-law relationship has been observed and confirmed by many experiments. 

In the TCL double-carrier injection case, however, a current-voltage expression has not been derived, to 
the best of our knowledge. Simple single-carrier injection formula Je [Eq.(l)] has been used so far to 
approximate the total current [3-5, 8-10]. Because of the fact that the electron mobility (u.e) is much larger 
than the hole mobility (^ in the Alq material (p.e« (5±2)xl0"5cmW.s [11] and |ih ~ 0.01|ie [12]), it is 
commonly believed that the electrons would travel all the way to the interface between Alq and the hole 
transport layer and recombine with holes in the immediate vicinity (a few monolayers) of that interface. 
Furthermore, it is also intuitively thought that the double-carrier injection current should be approximately 
equal to the single-carrier injection current under otherwise the same conditions [3-5, 8-10]. However, 
experiments often showed that the double-carrier injection current is one to two orders of magnitude larger 
than the single-carrier injection current [13]. Apparently, a current-voltage expression taking into account of 
both carriers is needed to properly understand the OED characteristics. 

The double-carrier injection problem for a trap-free insulator has been studied first by Parmenter and 
Ruppel [14]. They have shown that the current can be written in the form 

V2 

J=^,wjj. (2) 

with the effective mobility u.eff being defined by 

JW    9^VhL(i.5ve-l)!(1.5vh-l)!
JL (ve+vh-l)!  

J' W 

where u.0=eA72e is called the recombination mobility with K being the recombination rate; ve = \xj\i0 and vh 

= n,/u0. For inorganic solids, we generally have ve» 1 and vh» 1, and Eq. (3) can then be reduced to nefr= 
(2/3)[27tueuh(ae+uh)/u0]"

2. 
Although the current-voltage relationship [Eq. (2)] has the same form as the Child's law [6] in the 

single-carrier trap-free injection case, the current magnitude can be quite different because of the (xeff 

prefactor. For most inorganic materials, the electron mobility is much larger than the hole mobility (|xe » 
U,,). Under such a condition, the effective mobility in Eq. (3) is given by |xeff = (2/3)n,.[27in1/n0]

1/2 and the 
current becomes JiaMc ~ (ivK)10./^, where /single = s|ie V

2IÜ according to the Child's law [6]. If \ij\i0 = 
104, we have JdwjbIe ~ 100Jsillg|C. In the other words, the current in a double-carrier injection device can be 
much larger than in a single-carrier injection device at the same applied voltage. This result is the direct 
consequence of relatively large carrier mobility and small recombination rate in the inorganic materials. 
When electrons and holes are injected from the electrodes, they overlap throughout the sample, partially 
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canceling the electric field strength. This is the so called the injected plasma limit [15]. However, for organic 
materials, such as Alq, the above picture does not apply because the opposite limit is true, namely, ve« 1 
and vh« 1. In this limit, the effective mobility in Eq. (3) becomes (J.eff = He + u.h. For Alq, |xe»|ih, so |xeff = 
|ie according to Eq. (3), i.e., the double-carrier injection current would have the same order of magnitude as 
the electron-only SCL current. This result, though intuitively straightforward, is inconsistent with the 
experimental data of OED's which clearly show that the algebraic sum of the electron-only and hole-only 
SCL currents is much less than the observed current in the two-carrier device [13]. 

The reason why Parmenter and Ruppel's results can not be used to explain the OED experimental data is 
that the traps are not included in their theory. With assumptions made possible by the very low mobility in 
OED's, it is possible to obtain an analytical expression for the double-carrier injection TCL current. We will 
derive such a solution as follows. 

Let us consider the TCL current in an OED. Because of the low mobility, the effective carrier 
recombination rate is relatively large and the carrier recombination zone is limited to a very thin plane in the 
device, i.e., the space-charge overlap is very small in this system, in contrast to the injected plasma limit as 
in most inorganic materials [15]. The recombination zone can then be described using the phenomenological 
parameters such as voltage drop (VT) crossing the thin recombination zone and the thickness (4) of this zone. 
The sum of the segmental thicknesses or voltages should be equal to the respective total values of the 
organic layer: 

v=K+vT+vh,     z=4+4+A, (4) 
where the subscripts e, h, and r stand for electron-, hole-dominated TCL, and recombination regions, 
respectively. Using Eqs. (1) and (4), the current continuity condition (J = Jc = 4), as well as the constant 
field approximation [6], we obtain the double-carrier injection TCL current-voltage characteristic in terms of 
the total thickness (L) and the total voltage drop (V) as: 

J = eN^)'{^+^'^f>. (5) 

4 = (^)M4- (6) 

For V» VT andZ» LT (typical case in OED's), we have Jcc V*x, which has the same form as in the single- 
carrier injection case. However, because of the prefactor u^, = (iV^+iV)', the current magnitude can again 
be significantly different from the single-carrier injection case. This result is also in disagreement with the 
usual belief that neff~He + Hh for organic devices with two separate TCL currents. Compared to the sum of 
the two single-carrier injection currents, the double-carrier injection current is enhanced by a factor of 
[l+((ih/|ic)

1"]'/(l+|xh/(xe). For trap-free case (/ = TJT = 1), this factor is unity and there is no current 
enhancement at all. On the other hand, for an OED with a large density of traps (corresponding to / » 1), 
this factor can be very large. For example, with |Xi/)ie =0.01, the enhancement factor is about 35 for / = 8 and 
132 for / =10, respectively, which explains the larger double-carrier injection currents observed in OED's 
[13]. This enhancement arises from trap-related effect. It is important to note that even though the ratio 
(m/|j.e) is much smaller than unity, its l//-th (~ 1/8) power can not be ignored in evaluating the current. 

Another importance of our theory is its ability to predict the location of the recombination zone (Eq. (6)). 
As mentioned previously, the electrons in Alq are considerably more mobile than holes because u.e » p.h. 
So, one would intuitively expect that it is much harder for holes to move into the bulk of Alq, and the 
recombination zone will be very close to the hole transporter/Alq interface. However, according to Eq. (6), 
the location of the recombination zone depends on both / and |Vne- For small / and small IVMW 

me zone l& 
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indeed close to that interface; whereas for very large /, the location of the zone is in the middle of Alq, 
almost independent on the ratio of \aj\i,.. For example, for / = 8 and m/u,, = 0.01, we have ih = 0.56 Lc 

according to Eq. (6). Thus for a lOOOA -Alq device, the recombination zone is located at about 360Ä away 
from the hole transporter/Alq interface, i.e., the recombination zone is located significantly inside the bulk of 
Alq, against the common belief. Again, such a shift of the recombination zone into the bulk organic layer is 
related to the trapping effect. This new revelation of the intricate differences between double-carrier 
injection and single-carrier injection processes in the TCL conduction process is very important in designing 
OED structures. For example, knowing the location of the recombination zone, one can maximize the 
efficiency or tune the emission spectrum by delta-doping at the zone or other means. 

2.2. Internal photo-detrapping 
To explain the J~V13 dependence (region (b) in Fig. 1), we noticed that at the onset of region (b), the 

OED begins to illuminate. The illumination intensity (I) is almost strictly linear in current (J). The emitted 
light can in term be re-absorbed internally by the organic layer by releasing trapped carriers. We call this 
process internal photo-detrapping (IPD). The IDP process can increase the free-to-trapped carrier ratio and 
thus the current. By assuming I=aJ, we derived the new J-V expression under IPD condition: 

'      (oA{X)-t\v-Vrf (7) 

where A(X) is the photodetrapping rate constant, G is the capture cross section of the trap, v is the carrier 
thermal velocity. Apparently, region (b) in Fig. 1 can be very well explained by the above result. The 
transition from (b) to (c) in Fig. 1 is probably due to the light saturation effects observed in insulators [6]. 

3.   Conclusions 
We have derived analytical current-voltage relationships for TCL double-carrier injection OED's with or 

without the IPD process. Special effects on current magnitudes and locations of the recombination zone are 
discussed. 
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Abstract. A monolithic integrated optoelectronic receiver for a wavelength of 1.55 u,m consisting of a GalnAs PIN 
diode and a transimpedance AlGaAs/GaAs HEMT amplifier has been fabricated. The available technology 
includes three etch processes, five metal lift-off processes, an oxygen implantation for device isolation, two 
dielectric layers of SiN and an electroplated gold interconnection layer. The gate levels for enhancement and 
depletion FETs were carried out using e-beam lithography with gate lengths of 0.3 um. The responsivity of the 
photodiodes is 0.40 AAV, and the photoreceiver has a -3 dB bandwidth of 6.9 GHz. Clear and open eye diagrams 
for a 10 Gbit/s optical data stream have been obtained. At this data rate the sensitivity of the photoreceiver is better 
than -17.5 dBm (BER=10~9). The yield of this circuit is better than 80 % realized on 2" wafers. 

1. Introduction 

Data transmission over long distances requires transmitters and receivers for wavelengths of either 1.3 
or 1.55 urn. Monolithic integration of such devices results in compactness, and high speed operation. 
Most detectors reported so far for these wavelengths have been processed on InP substrates. An 
alternative approach is the use of GaAs substrates and the advantage of a well-established 
AlGaAs/GaAs HEMT device technology. Recently we reported on the first 10Gbit/sec long 
wavelength photoreceiver grown on GaAs, combining AlGaAs/GaAs HEMTs and GalnAs metal 
semiconductor metal (MSM) photodiodes [1, 2]. We have now successfully integrated InGaAs PIN 
photodiodes using a similar technology. 

2. Technology 

2.1 MBE Growth 

The vertical structure is grown on a semi-insulating GaAs substrate in a single molecular beam epitaxy 
run. The structure includes the Gao.47Ino.53 As PIN structure on top of the HEMT structure. The layer 
sequence of the HEMT structure consists of the electron channel 8-doped on both sides in the electrical 
confinement and the threshold adjustment for enhancement and depletion transistors [3]. Between the 
HEMT and the PIN structure a 3 nm AlGaAs etch stop layer and a 300 nm GaAs sacrificial layer are 
grown. These two layers are used to uncover the HEMT structure during the fabrication process by etch 
techniques. A compositionally graded buffer beginning with Alo.51Gao.49As and ending with 
Alo.4gIno.57As, having a total thickness of 600 nm, was grown to accommodate the lattice mismatch 
between GaAs and Gao.47Ino.53As [4]. During the buffer growth the effusion cell temperatures of Ga 
and In are continuously varied while the Al and As fluxes are kept constant. Finally, the PIN struclire 
consisting of 300 nm n-doped Gao.47Ino.53As (Si: 5 x 1018 cm"3), an undoped absorption layer of 400 nm 
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Gao.47Ino.53As and 300 nm p-doped Gao.47Ino.53As (Be: 2 x 1019 cm"3) is grown (Figure 1). The 
heterostructure shows mirror-like optical surface quality. The cross-hatched morphology observed in an 
interference contrast microscope indicates the existence of misfit dislocations with a two dimensional 
growth still present [4]. The surface roughness is in the range of 7 to 10 nm. The whole structure for 
the photodiodes including the buffer layer was designed to be vertically compact and not do exceed a 
thickness of to 2 ^m to avoid problems during further processing with contact lithography. The PIN 
structure was also grown lattice matched on InP for comparison of the photodiode performance. 

2.2 Device Fabrication 

Fabrication of the photoreceiver begins with the Ti/Pt/Au metal layer for the p-contacts of the 
photodiodes. This layer also includes alignment marks for all subsequent process steps. Photodiode 
mesas are structured in two masking steps using a combination of wet and dry etching techniques. A 
non selective wet etch solution based on phosphoric acid is first used to reach the n-doped 
Gao.47Ino.53 As layer. This process step requires an exact control of composition and temperature of the 
solution and also of etching time. With the second mask the same solution is used to remove all the 
remaining layers of the PIN structure and is interrupted within the GaAs sacrificial layer while a highly 
selective dry etch stops at the AlGaAs layer on top of the HEMT structure. A Ni/Ge/Au metallization is 
used as n-contact for the PIN diodes and is processed together with the source and drain regions of the 
HEMTs. Alloying of the contacts takes place on a hotplate at 400°C for one minute. The devices are 
isolated from each other by an oxygen implantation. Ti/Pt/Au transistor gates with a length of 0.3 |xm 
are defined by electron beam lithography and are processed using reactive ion etching, metal 
evaporation, and lift-off technique. Great care has to be taken during the gate recess etch process to 
protect the PIN mesas against damage at the mesa edge. Further processing includes NiCr thin film 
resistors, a first interconnection metal (Au), a silicon oxynitride dielectric layer and an electroplated 
air-bridge layer to interconnect PIN diodes and electronic circuits (Figure 1). 

p+ layer 
300 nm ln0.53Ga0.47AS\ 

(2x1019cm-3)   \ 
PIN  PD                         HEMT 

Airbridge 
i absorption 

layer 
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(530 °C)               \ 
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Fig. 1: Schematic drawing of a 1.3 - 1.55 nm wavelength GalnAs PIN photodiode integrated 
with an AIGaAs/GaAs HEMT. The left part shows the MBE structure of the PIN diode. The 
integration of the different devices is sketched in the right part of the figure. 
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MIM capacitors can be realized between these two interconnection metals. The dielectric layer also 
serves as an anti-reflection coating for the photodiodes. All mask levels with the exception of the gates 
are processed by optical contact lithography. For the metal layers image reversal resist and lift-off 
technique is used. 

3. Characterization and results 

3.1 PIN diodes 

The InGaAs photodiodes were characterized by irradiation with light of 1.55 |0.m wavelength from a 
calibrated laser diode. Within the saturation region a linear dependence of the photodiode current on 
the incident power was found. The responsivity is 0.40 AAV at -2 V bias (operating condition of the 
photoreceiver). The dark current is less than 10 nA and the breakdown voltage is greater than 5 V. The 
frequency response of the diodes was determined for two light sensitive area diameters: 20 (im and 
10 |xm. The -3 dB bandwidths are 14.9 GHz and greater than 20 GHz, respectively. The respective 
capacitances are 234 fF and 109 fF, this implies that the photodiodes are limited by the RC time 
constant of the capacitance and the load resistance. The characteristics of the same photodiodes grown 
on InP substrate, which have been fabricated for comparison, are nearly identical. 

Fig. 2: SEM picture of a monolithically integrated photoreceiver. A PIN diode with 20 (im 
diameter (left) is shown together with a part of the transimpedance amplifier. 

3.2 Photoreceiver 

A photoreceiver consisting of a PIN diode, a transimpedance amplifier, a second amplifier stage, and a 
two-stage differential amplifier was fabricated (figure 2). The chip size is 1.0 x 1.0 mm2. For the 
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photoreceiver a -3 dB bandwidth of 6.9 GHz was measured. It is limited by the RC time constant of the 
photodiode capacitance, the amplifier input capacitance and the feedback resistance within the 
transimpedance amplifier stage. The response to pulse modulated optical signals was tested by means 
of a pulse pattern generator. Eye diagrams of the two output voltages show that the photoreceiver 
operates successfully at a data rate of 10 Gbit/s (see figure 3). The bit error rate as a function of the 
received optical power leads to a sensitivity of better than -17.5 dBm (BER = 10"9). On all processed 2" 
wafers we achieved a yield for this device better than 80 %. 
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Fig. 3: Eye diagrams of the two photoreceiver output voltages for 10 Gbit/s optical pulse input 
at a wavelength of 1.55 urn, (NRZ 215-1 pattern length PRBS, optical input power -4 dBm). 

4. Conclusion 

We have fabricated the first long wavelength PIN-HEMT photoreceiver grown on GaAs operating at a 
data rate of 10 Gbit/s. Responsivity, dark current and bandwidth are the same for PIN diodes grown on 
GaAs or on InP substrate. However, the technology described here has more advantages. The use of 
GaAs substrates allows very easy the transition to larger wafer size of 3" or 4". With the quaternary 
buffer layer the indium content of the absorption structure is variable therefore the PIN structure can be 
'tailored' for a large range of different wavelengths. The excellent performance and yield of the GaAs- 
based process offers the possibility to realize optoelectronic integrated circuits with even higher 
complexity and functionality. 
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Abstract. We have fabricated and characterized lateral current injection (LCI) ridge-waveguide lasers with 
implanted contacts. Comprehensive optical and electrical measurements have been performed over a wide 
temperature range (10K to 300K) on two sets of lasers with differing ridge widths and active region structures. 
Several new phenomena unique to the LCI mechanism have been observed and explained, including a positive 
differential resistance kink at threshold, and an inverse temperature-dependence of quantum efficiency and 
threshold current at cryogenic values. Electron/hole mobility disparity, local carrier non-pinning above threshold 
due to photon-assisted carrier diffusion, and intrinsically higher current densities have been experimentally 
identified as the major factors governing LCI laser characteristics. The results have important implications for 

optimum LCI laser design and ultimate performance. 

The lateral current injection (LCI) laser, with n and p contacts on the same side of the wafer and current 
flowing along the quantum wells (QWs), has considerable advantages over more traditional vertical 
current injection (VCI) devices: it is inherently more suitable for planar OEIC, offers greater integrated 
electronics compatibility, and frees the vertical dimension for control (e.g. gating) of laser operation and 
for novel functionalities. However, wider use of LCI lasers has been impeded by their inferior lasing 
efficiency compared to that of the best VCI lasers, and in part by the technological difficulties associated 
with double regrowth and/or impurity diffusion processes employed so far for LCI contact formation 
[1-3]. Our theoretical studies have shown that the ultimate performance of ion-implanted ridge LCI 
lasers, compatible with OEIC technology, can be superior to that of VCI devices, if designed in 
accordance with the distinct operational physics of LCI devices. However, such a design requires in- 
depth investigations of the complicated lateral bipolar transport in LCI lasers. 

Here, we report on the fabrication and characterization of what we believe is the first working ion- 
implanted LCI ridge-waveguide laser. We investigated the use of ion implantation for p+- and n+- 
contact region formation, and performed the first comprehensive analysis of a number of operational 
features (mechanisms) intrinsic and unique to the LCI laser. These include: (i) the disparity in in-plane 
transport of electrons and holes and the consequences for modal gain, threshold, and quantum 
efficiency; (ii) the issues of lateral carrier confinement and local non-pinning due to photon-assisted 
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diffusion; and (iii) the nature and device consequences of high current density (but low current) 

operation. 

The laser structures (Fig.l) were grown on semi-insulating GaAs by MBE. After ridge formation, n- 

and p- contacts were formed respectively via implantation of Si and co-implantation of Be and P (with P 

providing both control of Be diffusion and better QW intermixing). The implants were annealed 

simultaneously at a temperature optimized for maximum Si activation. Annealing time was chosen to 

intentionally out-diffuse Be into the active QW region under the ridge, which is a design counter- 

measure to mobility disparity, suggested by our theoretical studies [4,5]. 
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Fig. 1 The ridge-waveguide LCI laser design. 
Asymmetry in doping profile is due to larger 
diffusivityofBe. 
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Fig.2 Light-current characteristics of a 2 um ridge laser 

Two structures, with different waveguide-active MQW regions, were grown and processed as 
described above: the undoped structure LCI#1 employed two 60Ä In0.2Ga0.sAs QWs sandwiched 
between two 150Ä GaAs waveguides and separated by a 120Ä GaAs barrier layer; and structure LCI#2 
had a p-doped (Be 5xl017 cm"3) active region consisting of 3 Ino.osGao.95As QWs separated by 100Ä 
Alo.2Gao.8As barriers, and sandwiched between two 400Ä Al0.2Ga0.gAs wave-guiding layers. The p- 
doping was intended to provide an additional supply of holes along the active region, in order to partly 
compensate for lower hole mobility and make the lateral gain profile more uniform. 

A set of lasers was fabricated from each wafer, with ridge width d ranging from 0.6 to 10 |xm for 

LCI#1; and from 0.6 to 2.6 |im for LCI#2. To probe and quantify lateral transport effects, L-I (Fig.2), 
electrical, spectral and far-field characteristics in cw and pulsed regimes were measured at temperatures 

froml0Kto310K. 
For both laser sets, optimum ridge width was found to be -1-1.5 |J,m, with threshold current Ja, 

increasing for both wider and narrower devices; however, optimum ridge width is likely dependent on 
the degree of QW intermixing, and hence bandgap broadening, in the contact regions. By measuring the 
L-I slope below threshold as a function of ridge width d, we found that the increase in J,h for narrower 
devices is caused by decreasing injection efficiency and increasing electron escape to the p-contact 
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region as d becomes smaller than the ambipolar diffusion length (-1.2 (im at 273K for our structures). 
This leakage was found to be the main cause of quantum efficiency deterioration at high temperatures 

for both sets of lasers, with much more severe effects for the LCI#1 lasers (Fig.3,4). However, leakage 
was greatly reduced for the LCI#2 lasers by employing a wide p-doped active region with higher 

barriers, yielding lasing at temperatures above 300K. In pulsed regime, 300 |j.m long LCI#2 lasers of 

ridge-width 1.6 (im at room temperature had a 45 mA threshold. The lasers from both sets suffered 
from a large contact resistance, which impeded cw lasing at room temperature and must be optimized. 

At cryogenic temperatures, however, their characteristics (230 |4A cw threshold and -0.3 W/A/facet 
slope efficiency for above-mentioned LCI#2 lasers) were comparable to those of the best ridge- 
waveguide VCI lasers of similar dimensions at the same temperature. 

m2 - LCI#1-4 „ 
: • 

• 

10' - 

•••• 

* 

• • •   • 

* *       • 
♦ ♦       * 

1 t 
t 

t 

10° - ■ 

i    j    i    i    i 

♦ 

1 urn Ridge 
2 urn 
3 Jim, Mode 1 
3 Jim, Mode 0 
4 um 

10° 

50 100 150 200 250 

4 Above Threshold 

Below Threshold 

4    8 

0 50 100 150 200 250 

Temperature, K 

Fig.3  LCI#1 laser threshold current and slope efficiency 
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Fig.4 LCI#2 laser threshold current and slope 
efficiency vs. temperature for different ridge widths. 

Investigations over a wide temperature range enable the identification of key factors affecting LCI laser 
performance which are responsible for reducing external laser quantum efficiency as temperature 
increases. Behavior was found to differ from that of vertical injection devices in several major aspects, 
including a positive kink at threshold in dVldl vs. / (Fig.5) associated with the finite resistance of the 
active region (as opposed to the negative kink for VCI lasers); first-order mode lasing preceding 
fundamental mode lasing for wider ridges (Fig.6); rising quantum efficiency and decreasing threshold as 
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temperature increases for T < 40-60K (Fig.4); and fast efficiency roll-off for T>200K. Moreover, 
behavior varied qualitatively in different temperature ranges (Fig.3,4): the probable dominant factor at 
low T (< 100K) is the temperature dependence of diffusion coefficient and mobility, and at high T 

(> 200K) is electron escape (leakage) from the active region. 
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Fig.5 Temperature evolution of the cw electrical 
characteristics of LCI lasers. 
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Fig.6 Far-field evolution of an LCI laser at low 

temperature 

Analysis of threshold current and emission efficiency in laser and LD regimes, together with far-field 
and electrical characteristics, indicate a strong temperature-dependent influence of lateral carrier 
nonuniformity on laser characteristics, with continuing changes in carrier profile above threshold (local 
carrier non-pinning effect). These phenomena, together with high operation current density and 
insufficient lateral carrier confinement, explain the increased carrier leakage found in the LCI lasers. 
Analysis and comparison with theoretical results show that a thick and narrow active region, high MQW 

intermixing in the contact regions (or buried LCI structures), and possibly heavier doping of the p+ 
lateral cladding layers are required, in order to overcome the observed negative effects and arrive at an 

LCI laser competitive in performance with VCI counterparts. 
In conclusion, we fabricated two sets of ion implanted LCI lasers with differing active regions and 

ridge width. The laser structures with higher barriers, better confinement factor and p-doping of active 
region demonstrated significantly lower current leakage and lased at room temperature. The lasers' 
threshold and electrical characteristics, together with spectral and far-field results for varying ridge 
width, are compared with theoretical model predictions. The observed new behaviors have significant 
implication on optimum LCI laser design and ultimate performance. 
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Avalanche multiplication in sub-micron A^Ga^As/GaAs 
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Abstract. The electron and hole multiplication characteristics (Me andM,, respectively) in thin (w~0.1- 
um) Al;cGa1_;cAs(500Ä)/GaAs(500Ä) heterostructures, with 0.3Sc<0.6, in a p-i-n configuration have 
been determined experimentally. At low electric fields, Me and M^ are very different as they are 
primarily determined by the ionisation characteristic of the latter half material, in the directions of their 
transport, due to dead space effects. However as the electric field increases the feedback of the opposite 
carrier type causes ionisation in the other half of the structure as well. Eventually Me and Mh become 
similar and converge to that of the equivalent alloy. 

1. Introduction 

Heterostructures are now commonly used in Avalanche Photodiodes to enhance the breakdown or to 
improve the gain bandwidth product [1]. However, to the best of our knowledge, no one has studied 
carrier transport across a heterointerface at the high electric fields (F=300-1000kV/cm) in an 
avalanching device. To investigate this, we have designed a series of single Al^Ga^As/GaAs 
heterostructures in a p-i-n configuration and studied the effect of the band edge discontinuity by 
measuring accurately the carrier multiplication down to very low values. 

2. Experiment 

The structures were grown by MBE on (001) n+ GaAs substrates in a p+in+ configuration. Two 
different types of heterostructure were grown. For heterostructure type A, a thin n+ AlAs etch-stop 
layer (0.1-um) was first grown on top of an n + GaAs buffer, followed by a 1-um thick Si doped GaAs 
n+ layer. Subsequently, the i-region, consisting of a 500Ä GaAs and a 500Ä Al^Ga^As undoped 
layer were grown. The growth was completed by a 1-um thick Be doped Al^Ga^As p cladding 
layer capped by a lOOA p + GaAs contact layer. Heterostructure type B was the complimentary layer to 
type A, i.e., after the 0.1-um AlAs etch-stop layer, a 1-um thick Al^ Ga l_x As n+ cladding layer was 
grown, followed by the 500Ä Al^Ga^As and the 500Ä GaAs undoped layers, and finally a 1-um 
thick GaAs p + top contact layer. Three pairs of such structures were grown with Al content of 0.30, 
0.45 and 0.60, allowing us to investigate the effect of electron transport across a direct and indirect 
AljGa^As-GaAs interface. The exact Al composition for each layer was determined from high 
resolution X-ray rocking curves, obtained using a double crystal diflractometer. The thicknesses of the 
AljGa^As and GaAs heterostructure layers were obtained by fitting to the pendellösung fringes of 
the rocking curves using a commercial program. These results were then used to estimated the 
thicknesses of the undoped Al, Ga x_x As and GaAs regions from the growth times. 
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400 

Figure 1. Simulated X-ray rocking curves fitted to experimental results. The Al compositions were (a) 45%, (b) 47%. 
Inset shows the (a) type A, (b) type B band structure. 

Fig.l shows the typical rocking curves of the Al~45% heterostructures; the estimated undoped 
AljGa^As and GaAs layer thicknesses are shown in Table 1. Circular mesa diodes of radius 50um, 
lOOum and 200(xm with top annular contacts, for optical access, were then fabricated using 
conventional photolithography techniques. Capacitance-voltage profiles were obtained using a Hewlett- 
Packard 4275A multi-frequency LCR meter. The doping values and i-region thickness were then 
deduced using a carrier transport model incorporating Fermi-Dirac statistics as a simulation tool. Good 
agreement was found for the ve determined using X-ray and C-V techniques. A summary of the 
parameters obtained from these techniques is listed in Table 1. 

The electron and hole photomultiplication characteristics (Me and Mh respectively) as a 
function of electric field were obtained using the technique described by Stillman and Wolfe [2]. A 
442nm He-Cd laser was focused to a fine spot via a microscope lens onto the top p cladding layer of 
the mesa diode. The short wavelength used results in near total absorption of the light in the 
Al^Gaj.jAs p+ layer and minority carrier photo-electrons diffuse toward the high field region 
resulting in pure electron injection. The incident laser is modulated by an optical chopper and the 
resulting photocurrent is measured using a phase sensitive lock-in amplifier. 

Table 1. Summary of relevant parameters determined from X-ray and C-V measurements. 

Layers 
X-ray C-V 

Al content 
X 

Al, 
intrinsic 

GaAs 
intrinsic 

P 
/cm-3 

n 
/cm"3 

i 
/cm"3 

w 

A130%/GaAs * 0.285 480Ä 495Ä 1.5x10" 1.7x10" 1.0x10" 1016Ä 
A145%/GaAs * 0.450 520Ä 500Ä 1.8x10" 1.9x10" l.OxlO17 1026Ä 
A160%/GaAs * 0.600 548Ä 500Ä 1.3x10" 2.1x10" l.OxlO17 1080Ä 
GaAs/A130%** 0.290 452Ä 500Ä 1.5x10" 1.6x10" 1.0x10" 997Ä 
GaAs/A145%** 0.470 490Ä 505Ä 1.9x10" 1.6x10" 1.7x10" 1075Ä 
GaAs/A160%** 0.640 524Ä 429Ä 1.8x10" 1.9x10" 1.6x10" 1052Ä 

GaAs*** - - - 1.4x10" 1.1x10" 1.0x10" 1044Ä 
Al 30% *** 0.310 - - 2.0x10" 2.5x10" 1.0x10" 1060Ä 
Al 60% *** 0.610 - - 2.7x10" 2.8x10" 1.0x10" 880Ä 

* Heterostructure type A  **HeterostructuretypeB *** Homostructures 
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For heterostructures type A with a top Al^Gai^As cladding layer, top illumination with an 
820nm semiconductor laser penetrates to the n+ GaAs layer and gives nearly pure hole injection into 
the high field region from the 1-um n + GaAs layer. Although there will be some absorption in the 500Ä 
GaAs intrinsic region, resulting in mixed injection, we estimate that it represents only 5% of the total 
absorption length (l-|im) and most of the carriers causing the primary photocurrent will be holes. To 
confirm this, via holes were selectively etched onto the back of the type A Al03Ga07As/GaAs 
heterostructure devices and pure hole injection was effected by illuminating the n GaAs layer with the 
442nm laser. Identical Mh characteristics were obtained. Mh values for the other two type A 
heterostructures were therefore obtained more simply and reliably by top illuminating the devices with 
the 820nm laser. For type B heterostructures, only Me could be obtained by top illumination since the 
p + absorption layer was GaAs. 

3. Results and discussion 

To help interpret the results obtained from the heterostructures, photomultiplication measurements were 
also undertaken on a series of Al^Ga^As homojunction p-i-ns with 'i' regions w=0.1-i«n and Al 
content of 0, 0.30 and 0.60. Me was found to be only slightly larger than Mh in these structures. Fig.2 
shows Me and Mh as a function of electric field for the Al^Ga^As/GaAs heterostructures plotted 
onaln(M-l)axis. 
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Me from similar 0.1-um dimension Al^Ga^As homojunction p-i-ns are also plotted for 
comparison. The results from all the type A heterostractures show that at low fields, Me (in which 
injected electrons pass from Al ^Ga^ As to GaAs) is similar to that of the GaAs homojunction 
structure. Conversely, Mh (in which injected holes pass from GaAs to Al, Ga^As) is similar to that 
of the Mx Ga x_x As homojunction structure. As the electric field increases however, Me and Mh both 
diverge from these homojunction characteristics and converge towards those of the equivalent average 
alloy for the active region. This suggests that at low electric fields the dead space (the mean distance 
carriers need to attain the ionisation threshold energy) is very significant in these thin structures and M e 

and Mh are very different as they are primarily determined by the ionisation properties of the latter half 
material in the directions of their transport in the high field region. However as the electric field 
increases the feedback of the opposite carrier type causes ionisation in the other half of the structure as 
well, eventually M„ and MÄ become similar near breakdown, converging to the values measured in 
devices with the equivalent alloy composition in the 'i'-region. Me obtained from the type B structures 
is found similar to Mh obtained from the type A structures for all electric fields up to breakdown. The 
Me characteristic for the type B Al064Ga036 As/GaAs structure, shown in Fig.2(c), breaks down at a 
slightly higher electric field than the type A Al 060Ga04<, As/GaAs structure due to the higher average 
Al composition in the former. 

Any enhancement of electron ionisation due to the conduction band edge discontinuity at the 
interface should manifest itself as an increase in Me in the type A heterostructures. However our 
measurements show that Me in these type A structures never exceed Me of homojunction GaAs at any 
electric field. This suggests that the conduction band edge discontinuity contributes very little to the 
ionisation process. One of the possible reasons is that the higher phonon scattering rate in the first 500Ä 
AljGa^As layer compensates for the excess energy gained from the conduction band edge 
discontinuity and consequently no advantage is obtained. Conversely in the type B heterostructures, any 
advantage in electrons gaining energy more rapidly (relative to the Al^Ga^As) in the first 500Ä 
GaAs is compensated by the energy they lost in surmounting the potential barrier at the interface. 

4. Conclusions 

No evidence shows that the conduction band edge discontinuity enhances the electron ionisation 
or multiplication process in these heterostructures because Me in the type A heterostructures never 
exceeds Me of homojunction GaAs at any electric field. At low electric fields, M„ in these 
heterostructures shows homojunction like behaviour while at high fields Me converges to that of the 
equivalent alloy of the i-region. For the active region thicknesses and fields used in these experiments, 
there is no evidence to suggest that any significant difference between the electron and hole ionisation 
coefficients can be engineered in a periodic Al, Ga l_x As/GaAs structure. 
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MBE Growth of Near-Infrared InGaAs Photodetectors with Carbon 
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Abstract: The carbon doping of In/ia^As was systematically studied as a function of carbon tetrabromide flux and 
indium molar fraction. The efficiency of carbon incorporation in InGaAs lattice matched with InP was the same as 
GaAs and showed a maximum attainable doping level of 2xl020cm-3. The increase of indium molar fraction showed 
autocompensation and a switch of conductivity from p-to-n-type, at an In molar fraction of 80%. In073Gao27As 
photodetectors were fabricatd using carbon as a dopant. The figures of merit of the p-i-n photodetectors showed 
parameters close to those of beryllium doped devices. CBr4 can be used as an effective p-type doping precursor in solid- 
source Molecular Beam Epitaxy in In^Ga^As with indium molar fraction up to 80%. 

1. Introduction 
Increasingly, carbon is being used to replace beryllium and zinc as a p-type dopant in gallium arsenide 
(GaAs) and indium gallium arsenide (InGaAs) based devices because of its low diffusivity at high 
doping levels [1-4]. For example, the use of carbon as the p-type base dopant in AlGaAs/GaAs and 
lattice-matched InAlAs/InGaAs heterojunction bipolar transistors (HBTs) has resulted in devices with 
excellent dc and rf performance and improved reliability [5]. Despite potential reliability advantages, 
carbon has not been used as a p-type dopant in InxGa,_xAs-based devices with x > 0.53 due to its 
amphoteric nature and reduced incorporation efficiency at high indium molar fractions [6,7]. Additional 
difficulties associated with the use of carbon in InGaAs arise from a reduction in free carrier 
concentration due to hydrogen passivation of carbon acceptors in metalorganic molecular beam epitaxy 
(MOMBE) [8], and a growth rate reduction and compositional variation due to preferential removal of 
indium atoms from the growth surface during carbon doping with carbon tetrabromide (CBr4) and carbon 
tetrachloride (CC14) in chemical beam epitaxy (CBE) and MOMBE [9-13] 

In this paper, we study the incorporation of carbon in InGaAs using a conventional solid source 
molecular beam epitaxy (MBE) system with CBr4 as a dopant source. The dependence of the carrier 
concentration on CBr4 flux was determined, and its effects on the growth mechanism and surface 
morphology were observed. The doping efficiency and amphoteric behavior of carbon was investigated 
as a function of indium molar fraction in InxGa,_xAs for 0.53 < x < 1. To determine the effectiveness 
of using CBr4 in device applications with indium molar fraction exceeding x = 0.53, lattice-mismatched 
IrJo^Gao^As photodetectors grow, on an InP substrate using carbon and beryllium as a p-type dopant 
were compared. 

2. Experimental Procedure 
The incorporation of carbon in InGaAs was investigated by growing a series of samples with 5000 Ä 
InxGa,.x As (0.53 < x < 1 ) layers doped using CBr4. All of the epitaxial layers were grown in a Varian 
GEN II MBE system on (100) InP substrates that were mounted using indium on a molybdenum 
substrate holder. The CBr4 vapor was delivered into the MBE system through a gas injector mounted on 
one of the cell ports, as reported previously[14]. The flux was varied with a leak valve placed between 
CBr4bottle and the gas injector. A run-vent configuration was used to reduce the transients in the CBr4 

flux. Because monitoring CBr4 flux with the beam flux monitor in the MBE chamber is complicated by 
the high background arsenic pressure, the vent ion pump current values were used to set the CBr4 flux. 
During the growth of the epilayers, the substrate temperature was maintained at 460°C as measured by an 
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optical pyrometer. The growth rate of the InGaAs was 0.8 (im/hour, which was calibrated using 
reflection high-energy electron diffraction (RHEED) intensity oscillations. To obtain the most efficient 
carbon incorporation, the minimum UUV ratio required to maintain a (2 x 4) arsenic-stabilized structure 
was used. The molar fraction of the ternary InGaAs alloy was established using RHEED oscillations and 
later confirmed by double crystal x-ray diffraction measurements. Free carrier concentration and Hall 
mobility in the epitaxial layers were evaluated by Van der Pauw measurements. 

The effectiveness of using CBr4 as a p-type dopant in In Ga As-based devices with x > 0.53 
was investigated by comparing the optical and electrical performance of In073Ga027As p-i-n 
photodetectors grown using carbon and beryllium. The structure for both photodetectors included an n* 
-buffer layer, a 1 (im undoped In073Ga027As active region, and a 150 nm;?+- cap layer as shown in 
Fig. 1. The growth of the buffer layers for all samples was initiated by depositing 300 nm of lattice- 
matched n+-In052Al04gAs followed by 200 nm of lattice-matched n+-Ina53Ga0i47As on an InP substrate at 
a substrate temperature of 490° C. After the growth of the lattice matched layer, the substrate temperature 
was reduced to 400° C, and a nMinearly graded buffer layer (LGBL) was deposited. The indium 
composition in the LGBL was increased from 53% to 73% in a series of 50 steps over a thickness of 1.0 
|i.m [15]. The LGBL was then capped with three sets of five-period 10 nm In073Ga027As / 10 nm 
In073Al027As superlattices with 80 nm In073Ga027As layers separating the superlattices. After the final 
In073Al027As layer of the last two superlattices were deposited, the Ga and In shutters were closed and 
the substrate temperature was raised to 510° C for 20 minute in-situ anneals of the graded buffer layer 
[16]. Prior to the growth of the p-i-n active region, the substrate temperature was lowered to 450° C. 
The active region of the photodetector consisted of a 1.0 |im unintentionally doped In073Ga027As 
absorption layer, a 50 nm p+- In^Ga^As layer, a 50 nm p+-In073Al027As window layer, and a 50 nm 
p+- In073Ga027As contact layer. 

Photodetectors with active areas ranging from 50 x 50 (im2 to 300 x 300 (im2 were fabricated for 
room temperature spectral response and dark I-V measurements. Because the samples were grown using 
an indium mount, the backside n+-InP ohmic contacts were formed with alloyed indium. Mesas were 
defined by photolithography and were etched to the undoped active layer using a 1:2:40 
H3P04:H202:H20 solution. Ti/Pt/Au contacts were deposited on the top of the mesa structure by 
electron-beam evaporation and lift-off. A layer of polyimide served as an interlayer dielectric, and Ti/Au 
bonding pads were formed using thermal evaporation and lift-off. Devices were placed in TE9 packages 
for optical and electrical characterization. 

3. Experimental Results 
The dependence of In^Ga^As carrier concentration on CBr4 flux in comparison with GaAs is 

shown in Fig. 2. These data demonstrate that the efficiency of carbon incorporation is directly 
proportional to the CBr4 flux. A maximum doping level of approximately 2xl020 cm"3 was obtained, 
which was limited by the conductance of the leak valve. This doping level in In0S3Ga047As is 
approximately two times higher than previously reported for this material grown by MBE [14]. 

To investigate the CBr4 etching effect on surface morphology and ternary alloy composition, 
GaAs and InAs was grown using high CBr4 fluxes at substrate temperatures of 600°C and 460°C, 
respectively. CBr4 affected the growth mechanism of both GaAs and InAs at doping levels higher than 
6xl019 cm"3. The shape of the RHEED shown in Fig. 3 (a) is evidence of a transition from a 2-D to a 
multi-level growth mode. The reduced stripe length on the RHEED pattern is indicative of surface 
roughening on the atomic scale. At the CBr4flux corresponding to doping density of 2xl020 cm'3, a 3% 
reduction of growth rate was observed for both GaAs and InAs. When the substrate temperature was 
reduced to 520°C, RHEED oscillations due to CBr4 etching of GaAs were observed as shown in Fig. 3 
(b). The fact that growth rate reduction was the same for both GaAs and InAs suggests that there should 
not be a compositional change in InGaAs due to preferential removal of In atoms. The etching which we 
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Layer Material 
Doping 

(cm"3) 

Thickness 
(nm) 

p+-Contact \,3Ga0.23AS:<C°rBe) 5 x lO18 50 

p -Window I,1073
A10.!JAS:(COrBe) 5 x 10" 50 

p+-Active Ino7Ga027As:(CorBc) 5x10" 50 

i-Absorption In„„Gao.27As Undoped 1000 

20 minute, 510° C Anneal 

n+ -Buffer \n°hr/":Si 5x10" 80 

n* -Buffer In0.73AWAS:Si 5x10" 10 

n -Buffer In    Ga„„As:Si 
073     027 

5x10" 10 

Linearly Graded 
Buffer 

In Gaj ^AsiSi 
(0.53 <x< 0.73) 

5x10" 1000 

Lattice Matched 
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0.53      0.47 
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Fig. 1. Lattice-mismatched In^Ga^As p-i-n device 
structure grown by MBE with carbon and 
beryllium as p-type dopants. 

Fig. 2.   Hole  Concentration  in   Ino.53Gao.47As   as   a 
function of Cbr4 flux. 

observed was considerably less than what was observed in MOMBE [11-13], probably because solid- 
source MBE requires a lower total flux of CBr4 for given doping density. 

The dependence of free carrier concentration in InxGalxAs layers as a function of indium molar 
fraction is shown in Fig 4. The hole concentration was constant (p = 6 x 10'8 cm'3) for In molar 
fractions from x = 0.53 to 0.7 and then decreased dramatically to p = 6 x 1017 cm"3 for x = 0.8. The 
layers with x = 0.9 and 1.0 demonstrate n-type conductivity with electron concentration and mobility of 
5xl016 cm"3 and 2500 cm2/V-s. This dependence is qualitatively similar to that observed in CBE and 
MOMBE[17,18], where p-to-n conversion was observed at x = 0.3 and 0.8, respectively. The increase 
of maximum indium molar fraction for p-n conversion in our case can be attributed to the coherent 
surface kinetic process in MBE by comparison to CBE and MOMBE. This verifies that carbon 
introduced from CBr4can be used as an effective p-type dopant in MBE growth of Ir^Ga^As with molar 
fractions exceeding x = 0.7. 

4. Device Characterization 
Double crystal x-ray diffraction was performed on the as-grown material to verify the In composition and 
the lattice relaxation of the In0 73Ga0 27As active layers. Photodetectors fabricated from these materials 
had cutoff wavelengths of approximately 2.25 |im, which is consistent with the indium composition 
determined from the x-ray diffraction data. The maximum response that was obtained at a wavelength of 
1.9 (im was 0.75 AAV, which was limited by the thin 1 (im absorption region. 

The room temperature dark current as a function of voltage is shown in Fig. 5 for typical mesa- 
isolated photodetectors fabricated on samples that used carbon and beryllium as a p-type dopant. Typical 
room temperature dark current densities at a 1 V reverse bias were 7 mA/cm2 and 4 mA/cm2 for the 
carbon and beryllium doped devices. Although the low-bias dark current of the carbon doped devices is 
a factor of two higher than that of the beryllium doped devices, both values of dark current are 
comparable to commercially available photodetectors of this indium composition processed using a planar 
process. Such small differences in dark current are consistent with the sample-to-sample variations we 
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Fig. 3    RHEED intensity oscillation (a) during the growth of InAs with and without CBr4 flux (b) from a GaAs surface 
being etched under CBr4 flux. 

have seen using beryllium. At larger reverse biases, the dark current of both samples is reduced 
substantially over earlier reports [15] due to the use of an in-situ anneal following the growth of the 
compositionally graded buffer layer. It has been demonstrated previously that the dark currents of 
samples that contain an in-situ anneal show a large reduction in the generation current at low biases and a 
delay in the onset of tunneling at high biases [19]. 

Additional photodetector figures of merit including the shunt impedance area product (R„A) and 
the reverse breakdown voltage were also measured. The slope of the room temperature dark current- 
voltage (I-V) characteristics for voltages between -5 mV and +5 mV was used to determine values of the 
RoA for these devices. Typical values of R(A on the carbon and beryllium samples were 25 and 28 Q- 
cm2. Finally, the reverse breakdown voltage, which was defined as the voltage corresponding to a 
reverse current of 1 mA, of the carbon and beryllium photodetectors were 20 and 21V. These results 
demonstrate that carbon can be used as an efficient replacement for beryllium in InxGa,.xAs-based 
devices with x < 0.8. 

6.   Conclusions 
In this paper, we investigated the incorporation of carbon in InGaAs using a conventional solid source 
MBE with CBr4 as a p-type dopant. Lattice-mismatched In073Ga027As photodetectors grown using 
carbon and beryllium as a p-type dopant were compared to determine the effectiveness of using CBr4 in 
device applications were x > 0.53. We established that free carrier concentration in InGaAs is directly 
proportional to the CBr4 flux over the concentration range (1018 - 2 x 1020 cm3) that was studied. A 
growth rate reduction of 3% was measured by RHEED oscillations on both GaAs and InAs at doping 
level of 2xl020 cm"3, which suggests that there will not be a compositional change in the ternary alloy 
when doping with CBr4. The free carrier concentration dependence on In molar fraction for InxGa,.xAs 
(x = 0.53 - 1.0) grown on the (100) InP surface shows that CBr4-derived carbon can be used as an 
effective acceptor for x < 0.8 in solid source MBE. Electrically, the p-i-n In0 73Ga0 27As photodetectors 
fabricated using carbon and beryllium had similar characteristics. The typical room temperature dark 
current density at a 1 V reverse bias for the carbon doped photodetectors was 7 mA/cm2, which is 
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comparable to commercially available devices fabricated using a planar process. The reverse breakdown 
voltages and large R0A products of 20V and 25Q-cm2 also indicate that device quality InxGa,.xAs can be 
grown using carbon as a p-type dopant. 
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Abstract. The optical confinement factor, far-field angle, and threshold current of 1.3 urn 
AlGalnAs/InP separate confinement heterostructure (SCH) laser with two-stack AlInAs-(AlGa)InAs 
multiquantum barriers (MQB) are theoretically studied. The internal quantum efficiency for the laser 
with MQB is decreased by 13 % in contrast to 24 % for the laser without MQB in the temperature 
range of 298-348 K. The characteristic temperature can be improved by 10 K. Experimental results 

for the 1.3 um AlGalnAs/InP laser with MQB are also presented and compared. 

1. Introduction 

Multiquantum barrier (MQB) structure has shown great potential on decreasing the threshold 
current and raising the characteristic temperature of quantum well lasers[l-3]. The significant 
improvement on the laser performance is mainly attributed to the enhanced barrier height 
induced by the MQB which greatly reduces carrier leakage. Since the mobility of electron is 
higher than that of hole, MQB structure is usually used at the p-type guiding layer as an electron 
barrier for long wavelength laser[4]. However, any minor structural change in the MQB may lead 
to a large variation in the optical confinement factor, far-field pattern, and internal quantum 
efficiency. In order to have an in-depth understanding on the effects of MQB, 1.3 urn 
AlGalnAs/InP separate confinement heterostructure (SCH) lasers with AlInAs-(AlGa)InAs 
multi-stack MQBs are theoretically studied. The optical confinement factor, and vertical far-field 
angle, and the temperature dependence of threshold current are investigated and compared with 
the conventional step-index SCH lasers. 

2. Electron Reflectivity of MQBs 

The schematic conduction band diagram of a two-stack Al0 48In<, 52As-(AljGa1.x)048In0 52As MQB 
structure is shown in Fig.l. and is expressed as (12,5)x4+(ll,ll)x4, where the first and second 
terms in parenthesis are the widths of barrier and well in the unit of monolayer (ML), 
respectively. In this work, two types of Al0.„In,, 52As-(AlxGa1.x)o.48ln0.j2As (x= 0, 0.7) MQBs are 
investigated and denoted as MQBx and MQBy, respectively. The two-stack MQB is part of the 
p-type guiding layer and serves as an electron barrier. The total thickness of this guiding layer is 
set to be 0.15 um. The electron reflectivity's of the two-stack MQBs and conventional step-index 
structures are shown in Fig.2. The classic barrier height U0 in this work is defined as the 
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Fig.2 Electron-wave reflectivities of the conventional 
step-index, MQBx, and MQBy structures. 

conduction band continuity AEC between (Al0 35Gao ^„^H 66As and (Al^Ga^„In,,52As, which 
is 0.26 eV. The effective barrier heights calculated by transfer matrix method for MQBx and 
MQBy are enhanced to be 1.7 U„ and 2.5 U0, respectively. The detailed simulated characteristics 
are shown in ref.[4-5]. 

3. Laser Performance 

The active region of the lasers studied in this work consists of six 5.5-nm compressively strained 
(Al0.35Ga,i6J)0j4In0.66As quantum wells and five 10-nm (Al0 7Gao 3)0 .„Ino J2As barrier layers. The 
thickness' of the cladding and guiding layers are 2 urn and 0.15 |am, respectively. The calculated 
optical confinement factor T and vertical far-field angle for each laser are listed in Table I. It is 
found that the far-field angle of the laser with AlInAs-GalnAs MQB is only slightly larger than 
that of the conventional laser and the opposite is observed for the laser with AlInAs-AlGalnAs 
MQB. Since lower average refractive index of the guiding layer leads to a lower optical 
confinement factor and a smaller far-field angle, the far-field angle of the laser with MQB can be 
therefore tailored by varying the materials of the MQB while maintaining a high electron barrier. 

The calculated internal quantum efficiency TJ; represents the ratio of spontaneous 
emission of the active region to that of the active region and guiding layer[4,6]. The internal 
quantum efficiency js a function of temperature for each laser is shown in Fig.3. For the 
conventional step-index laser, the internal quantum efficiency is calculated to be 85 % at room 
temperature. The carrier density populated in the barriers increases significantly at high 
temperatures, i.e. varies approximately with T3/2 in contrast to T1 for the carrier density in the 
quantum well[7]. It thus facilitates the recombination at the guiding layer and deteriorates the 
slope efficiency at high temperature. The internal quantum efficiency is thus decreased by 24 % 
as the temperature increases form 298 K to 348 K. On the other hand, for the lasers with MQB 
structure, the carrier density at the p-type guiding layer is significantly reduced as a result of the 
enhanced barrier height induced by MQB. The carrier density at the n-type guiding layer 
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therefore dominates the internal quantum efficiency. It is found that the lasers with MQB 
structures exhibit the same internal quantum efficiencies (-92 %) at room temperature. 
Compared with the laser with MQBy, a higher internal quantum efficiency for the laser with 
MQBx is obtained at high temperatures, since the larger optical confinement factor reduces 
threshold carrier density per well and consequently the carrier leakage. In the temperature range 
of 298-348 K, the internal quantum efficiencies for the lasers with MQBx and MQBy are 
decreased by 13 % and 14 %, respectively. Obviously, the internal quantum efficiency and its 
temperature dependence of the lasers with MQB structures are significantly improved. 

The threshold gain G^ used in this calculation is assumed to be 48 cm"1 at room 
temperature, for a laser with a cavity length and width of 300 um and 50 urn, respectively, and 
uncoated mirror facets. Its temperature dependence is also assumed to be 0.045 crn'/T [7]. Based 
on the previous results [8], the transparency current density Jtt at room temperature and its 
characteristic temperature are 120 A/cm2 and 105 K, respectively. The threshold current density 
J,,, for MQW lasers can thus be expressed as J,h=(M JtrVTli expCG^/TGo), where M is the number 
of quantum well in the active region and G„ is the gain parameter (1200 cm"').[9] The threshold 
current density of each laser structure is shown in Fig.4. The threshold current densities of the 

Table 1 Optical confinement factor and vertical far- field   Table 2 Experimental characteristic temperatures for 
angle for the lasers with the conventional step-index,   the lasers with the conventional step-index, MQBy 
riQBx, and MQBy structures. structures. 

confinement factor far-field angle 

Laser structure 

Characteristic Temperature 

conventional SCH 5.8 % 38.2° 30-50 °C            30-70 "C 

MQBx 5.95 % 40.2* with MQBy 68 K                60 K 

MQBy 5.68 % 37.1* without MQB 60 K                 56 K 
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lasers with MQB structures are calculated to be about 1.64-1.7 kA/cm2 and are slightly improved 
as compared to 1.84 kA/cm2 of the conventional step-index SCH laser at 303 K. Although the 
resultant effective barrier height for the laser with MQBx is 1.47 times that for the laser with 
MQBy, it is found that the characteristic temperatures for both lasers with MQB structures are 
about the same values of 64 K. However, the characteristic temperature of the laser without 
MQB is only 55 K. This indicates that, by using the MQB at the p-type guiding layer, 
improvements on the threshold current and characteristic temperature can be expected. In 
addition to the theoretical calculations, two types of 1.3 urn AlGalnAs/InP laser structures grown 
by molecular beam epitaxy are experimentally studied: (a) MQBy and (b) conventional 
step-index SCH. These devices are 50 um-wide broad area ridge lasers with 300 urn cavity 
length and uncoated facets. The threshold current densities of these lasers at 303 K are 1.78 
kA/cm2 and 1.86 kA/cm2, respectively. These values are comparable to the calculated results. The 
characteristic temperatures for these lasers are listed in Table II. It is found that the improvement 
on the characteristic temperature is not as significant as expected. This phenomenon might be 
attributed to the noticeable change on the electron reflectivity of the MQB under high bias 
condition[10]. The increased leakage current due to the reduced barrier height of the MQB thus 
enhances the temperature sensitivity of the laser. Using more stacks of MQBs at the p-type 
guiding layer to enhance barrier height is an effective approach. On the other hand, MQBs for 
holes may be as important since hole injection into the n-type guiding layer becomes significant 
at high temperatures as suggested by recent report [11]. 

4. Conclusions 

We have theoretically studied the effects of two-stack MQB on the properties of 1.3 urn 
AlGalnAs/InP SCH quantum well lasers. It is found that lower threshold current and smaller 
far-field angle can be achieved simultaneously by using proper MQB structure. The characteristic 
temperature can also be improved by as much as 10 K. Experimental results for the 1.3 urn 
AlGalnAs lasers show good agreement for threshold current density. In order to improve the 
characteristic temperature, more stacks of MQBs for holes and electrons are necessary. 
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Abstract. We report 670 nm native-oxide confined GalnP-CAljGai.jJosIno.sP quantum well visible 
laser diodes. The devices are fabricated from a compressively strained GaInP/(Al,Ga1_x)o.5lno.5P QW 
double heterostructure laser structure. A real refractive index-guided waveguide is formed by 
converting part of the p-Alo.5Ino.5P cladding layer above the QW active region into an A10„ oxide. 
Laser diodes of 4 Jim wide ridge waveguide operate with threshold currents below 15 mA and 
differential quantum efficiencies over 60%. 

1. Introduction 

Red laser diodes are being widely used in applications such as laser printing, bar code scanning and 
optical data storage. In applications which need a stable single transverse mode beam at a power level 
over tens of milliwatts, a buried ridge waveguide structure has been commonly usedfl]. In this type of 
diode, n-GaAs is selectively grown over a bare ridge to form a buried waveguide structure which can 
suppress high-order mode oscillation through optical absorption in the n-GaAs region. Although high 
power red lasers with good beam quality have been realized from these diodes, the drawback of this 
approach is the requirement of one or more regrowth steps, complicating the fabrication. Additionally, 
these diodes have relatively high loss and low quantum efficiency. It is very desirable to fabricate 
single transverse mode visible laser diodes with a simpler process. 

Recently there has been strong interest in using native oxides converted from Al-based m-V alloys 
to form optical waveguides and current confinement apertures in the fabrication of both edge 
emitting and vertical cavity surface emitting laser diodes[2, 3]. Oxidation of (ALGa^Jo.sIno.sP alloys 
in visible laser structures has been reported in fabrication of single and coupled stripe array devices, 
where the native oxides were used for forming device isolation and non-absorbing windows [4, 5]. 
These devices demonstrated high output powers, but also high threshold currents due to wide active 
region and weak optical confinement. Low threshold, single transverse mode visible lasers have not 
been reported using the oxidation technique. In this letter, we report high performance native-oxide 
confined narrow waveguide laser diodes for single transverse mode operation. The diodes were 
fabricated by oxidizing Alo.5Ino.5P to form a native oxide for optical and electrical confinement. Low 
threshold and high efficiency diodes have been achieved. 

2. Device fabrication 

Native oxide confined visible laser diodes were fabricated from a compressively strained 
Ga0.4In0.6P/(AlxGa1_x)o.5lno.5P quantum well (QW) separate confinement heterostructure, which was 
grown by low pressure organometallic vapor phase epitaxy (OMVPE) on a n+ GaAs substrate. The 
active region consisted of an  80 Ä wide Gao.4Ino.6P QW layer, confined by a pair of 1200 Ä thick 
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(Alo^Gao.^o.sIno.sP confinement layers. The active region was sandwiched between a pair of p- and n- 
Alo.5Ino.5P 1 |im thick cladding layers. A p+- Gao.5Ino.5P 500 Ä thick barrier reduction layer was grown 
on top of the p-Alo 5Ino.5P cladding layer followed by an 1000 Ä GaAs p+-GaAs cap layer. 

P+-GaAs 
p-GalnP 

y Native oxide 

p-AlInP 

n-AlInP 

n-GaAs Sub 

(AlGa)o.sIno.5P 

InGaP QW 

Fig. 1 Cross section view of the oxide confined red laser 

After growth, a layer of 800 Ä SiNx was deposited on the crystal surface. The SiNx layer was then 
patterned into 4 (im wide stripes. These stripes were used as an etching mask for wet-chemical etching 
to define the ridge waveguide by etching away the GaAs cap layer, the GalnP barrier reduction layer 
and the upper 0.65 (im thick p-Alo.5Ino.5P cladding layer. After etching, the wafer was loaded into an 
open tube furnace, which was saturated with H20 vapor by an N2 carrier gas bubbling through 95 °C 
deionized water. It was oxidized at 530 °C for four hours. After oxidation, the cross section of the 

waveguides was examined in a scanning electron microscope. A layer of 0.3 urn thick native oxide 
surrounded the p-Alo.5Ino.5P ridge and above the active region as shown in the cross section view of 
the device. The oxide surface looked very smooth under an optical microscope. Following the 

oxidation, SiNx stripes were removed in a plasma etcher. 125 um wide Ti(200 Ä)/Au (3500 Ä) metal 
stripes were directly deposited on top of the waveguides using the lift-off technique, and AuGe metal 
was deposited on the back of the substrate after thinning. 

3. Results and discussion 

The diodes were bonded p-side up on heat sinks for test under pulsed and CW operations. The light 

output (L-I) characteristic of a 500 am long diode under CW operation is shown in Fig. 2. The diode 

had a threshold current of 14.6 mA and a differential quantum efficiency of 35%/facet. Compared 
with the buried ridge diodes fabricated from the same structure, the oxide confined waveguide lasers 
showed a reduction of the threshold current density by a factor of almost 2, and over 50% increase in 
the external differential quantum efficiency. The improvement in the threshold and quantum 
efficiency is very beneficial in reducing thermal heating during CW operation. The maximum power 
was 32 mW/facet, limited by catastrophic optical damage. Higher power could be achieved if the 
diode facets are coated. 

Under pulsed operation (0.1% duty cycle and 0.1 (is pulse width), the maximum power from 

another diode reached 92 mW/facet before failure as shown in Fig. 2. A preliminary burn-in test of 
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the diodes at 10 mW/facet in CW operation showed that the devices were stable, with no evidence of 

short-term degradation. 

50 100 150 

Current (m A) 

200 

Figure 2 L-I curve of the oxide confined visible laser 

The emission spectrum of the laser diode, measured by an 1.5 meter high resolution spectrometer 
at the driving current of 20 mA, is shown in Fig. 3. The spectrum is quite narrow, wAafew 
longitudinal modes dominating, indicating that the cavity is strongly index-guided. We calculated the 
effective index step in the lateral direction of the waveguide. The results show that the index step is as 
high as 3 X10-2 when the oxide is right above the confinement region assuming that the refractive 
index of the native oxide is 1.6. It is noticed that the spectral peak shifted from 6722 A to 6728 A, as 
the current was increased from 15 to 30 mA. The small wavelength shift indicated that tiie fterrnal 
heating in the active region was very small due to low threshold and high efficiency, although the 

diode was mounted p-side up. 

672 674 

Wavelength (nm ) 

Figure 3 Emission spectrum of the oxide confined laser at 20 mA 
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The far-field pattern of the diode was measured under CW operation at different power levels. The 
far-field patterns parallel to the junction plane are shown in Fig. 4. The laser operated in a single 

Angle (degrees) 

Figure 4 The far field patterns of the oxide confined laser parallel to the junction plane 

transverse motte. The full widths at half-maximum (FWHM) of the far field parallel and perpendicular 
to the junction plane were 6 ° and 42 °, respectively. The characteristic temperature T0 of the laser 
diodes was measured under the pulsed mode in the range 10 to 100 °C. The T0 was calculated to be 
150 K for the temperature range from 10 to 45 °C, and 110 K from 50 to 100 °C. 

4.   Summary 

Native oxide confined ridge waveguide visible laser diodes have been fabricated from an 
Lio.6Gao.4P/(Al>tGa1.x)o.5lno.5P single quantum well laser structure, by oxidizing the upper p-Alo.5hio.5P 
cladding layer. The laser diode showed excellent performance, with very low threshold currents of 15 
mA and differential quantum efficiencies over 35%/facet under CW operation in single transverse 
mode. 

The authors wish to thank P. Floyd and R. Thornton for helpful discussions. This work was 
supported in part by the Department of Commerce Advanced Technology program under Grant No 
70NAN82H1241. 
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Abstract- The first solid-source molecular beam epitaxial growth of Ino.53Gao.47As photodetector structure on 
top of an AlGaAs/GaAs waveguide for monolithic 1.55 um receiver applications has been demonstrated using 
a single thin InP buffer layer to suppress dislocations. Mesa-type detector arrays were made by chemically 
assisted ion beam etching. Utilizing a novel dense array fabrication technique, we demonstrated the 
integration of InGaAs optoelectronic devices with AlGaAs/GaAs waveguide films grown on a GaAs 
substrate These heterostructure photodiode arrays, which can be readily integrated with GaAs optoelectronic 
and electronic components, also show high photoresposivity (0.7A/W without any antireflection coating), and 
exhibit a bandwidth in excess of 7 GHz. 

The monolithic integration of photodetectors with both passive and active optical 
waveguide components and electronic circuits has numerous applications in long distance fiber-optic 
communication systems and local area networks [1]. Presently, GaAs is the most well developed 
compound semiconductor material for electronic devices and is one of the preferred substrate matenals 
for opto-electronic integrated circuits (OEIC) even at 1.55 urn. Although the epitaxial growth of 
InGaAs based opto-electronic devices on InP is well developed, the electronic part of the technology on 
InP substrates is not as advanced as that of GaAs. Therefore, it is highly desirable to develop 
techniques for monolithic integration of InGaAs photodiode devices operating in the 1.0 - 1.6 um 
wavelength range with AlGaAs/GaAs waveguides and electronic circuits on GaAs substrates. The 
technique we report here to produce an array of Ino.53Gao.47As mesa-type photodiodes on an 
AlGaAs/GaAs waveguide, grown by solid source molecular beam epitaxy (MBE) and etched by 
ultrahigh vacuum chemically assisted ion beam etching (CAIBE) [2], will permit the fabrication of 
monolithic OEIC receiver modules. These diodes exhibit low dark current, low capacitance, high 
photoresponsivity, and a bandwidth greater than 7 GHz. 

To epitaxially grow InGaAs layers on GaAs, thick or multistage InP buffer layers grown by 
metal-organic chemical vapor deposition (MOCVD) [3,4] have been reported to avoid dislocation 
propagation due to the large lattice mismatch (-3.8%) between InP and GaAs. The thick (over 9 um) 
buffer layer used by Kimura et al. [3] is not well suited for monolithic integration due to processing 
difficulties. We show that a thin InP layer (1.7 urn) grown by conventional solid-source MBE serves as 
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hetero- and homo- structure Ino.53Gao.47As p-i-n photodiode layers to be overgrown. In the current 
work, the substrate temperature of the Ino.53Gao.47As/InP during growth was approximately 480 C, and 
the growth rates were approximately 1 monolayer/s. Two independent, valved effusion cells were used 
to supply As2 (Tcracker = 900 °C) and P2 (Tcracker = 1000 C) from elemental arsenic and white 
phosphorus sources, respectively. The heterostructure p-i-n photodiodes were etched by CAIBE 
(Tsubstrate = 260 °C, 3 seem Cl2 and 500 eV Ar+ ion beam), as shown in Fig. 1. For comparison, 
photodiodes were also etched with selective wet-chemistry [5] (1 H2SO4 :1 H2O2:10 H20 for 
Ino.53Gao.47As and 1 HC1:1 H20 for InP). In earlier work, reactive ion etching (RIE) at high self bias 
voltage (up to 1 kV) was used to achieve high anisotropy [6]. This RIE process causes extensive 
damage and re-deposition on the sidewalls leading to unacceptably high leakage currents and requires 
special sidewall surface treatments after etching. In the present work, the CAIBE process with a lower 
ion energy (500 eV Ar ) beam plus chlorine gas was utilized to reduce the surface damage, 
immediately followed by a short in-situ chlorine gas etch to remove the damaged layer. The additional 
etch depth after using a chlorine gas flow for 20 seconds at 260 C was estimated to be about 0.1 jam 
[7]. A Ti(300Ä)/Pt(2000Ä) metallization was used as the etching mask. The Ti overlayer has a lower 
ion beam etch rate than Pt (53% rate ratio Ti/Pt, data from Commonwealth Scientific Corporation), so 
it protects the underlying Pt p-metal contact from being sputtered away during the etch. The 
Ino.53Gap.47As etch rate was 0.74 um/min and the ion beam current density was estimated to be 0.6 
mA/cm from the Faraday cup measurement. The n-metal, Au/Ni/Ge/Au/Ge/Ni, contact was 
accomplished by a lift-off process. After contact fabrication, the PIN detector array was encapsulated 
using PI2711, which is a negative acting photo-sensitive polyimide, cured in a 350 C furnace for 40 
minutes [8]. The final metal, Au/Ti (3000/300Ä), was deposited to form a 50 Q coplanar waveguide 
contact array as shown in Fig. 2. The 150 um pitch ground-signal-ground (GSG) Cascade-Allessi 
coplanar waveguide probes were applied to acquire the high-speed data. 

P* - 0.15 um InnsiGanavAs 

£?* -0.1 um InP 
*-N" - 1.8 ^m lnn.,iGao47As 

N* - 1.7 um I 

1.5 urn AlinGan.vAs 

0.8 |jm Aln2Ga(l.BAs 

0.8 pm AI^GaiLxAs 

4 (im Aln.iGan 7AS 

V 

aP-meta! 
3 N-metal 

_Five Layer 
Waveguide 

Fig. 1: Schematic cross sections of InP/Ino.ssGao^As/InP Fig. 2: The etched mesa photodiode array planarized 
double heterostructure grown on a five layer AlGaAs/ by polyimide for high speed testing. 
GaAs waveguide, including scanning electron microscope 
(SEM) picture for 2.6 irm CAIBE etched mesa-type 
photodiode. 

Fig. 3 shows the dark current versus applied voltage for heterostructure devices processed 
by CAIBE and by wet etching, measured by a Hewlett-Packard (HP) 4145B semiconductor parameter 
analyzer after encapsulation. The dark currents achieved at room temperature were 37 nA and 25 nA, 
respectively, for CAIBE and wet etch diodes at a -5V bias, on a 30 um diameter mesa. This shows that 
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analyzer after encapsulation. The dark currents achieved at room temperature were 37 nA and 25 nA, 
respectively, for CAIBE and wet etch diodes at a -5V bias, on a 30 ^m diameter mesa. This shows that 
dry-etched diodes have only a small residual process-induced damage. Our dry-etched diode result is 
better than that reported by Seto et al. [6], in which the dark current of reactive-ion etched equivalent 
photodiode was -100 nA. It should be added that unlike lattice-mismatched diodes in the present work, 
those in ref. 6 were grown lattice-matched to the InP substrate and a wet-etching step was used 
subsequent to the RIE mesa etch to remove the etch-induced damage. For wet-etched mesa, the dark 
current of an InGaAs photodiode grown on a GaAs substrate with a fairly thick InP buffer layer [4] is 
typically two orders of magnitude larger than that on InP [8]. The dark current obtained in the present 
work (both wet- and dry-etched diodes) is consistent with this report. Our dark current data from thin 
buffer (1 7 um) detectors are comparable to that of thicker buffer (4 |im) devices on GaAs substrates 
[4] and also suitable for high bit rate applications. The thin buffer layer is especially beneficial for the 
subsequent processing with improved prospects for integration with devices and circuits in the 
underlying GaAs based material. The dark current vs. diode area exhibits a linear curve, which 
indicates that lattice-mismatch-induced dislocation traps, generation-recombination, and minority 
carrier diffusion are the dominant sources of dark current, not surface leakage. The photoresponsivity 
and quantum efficiency performance of our p-i-n detectors were 0.7 AAV and 56% respectively at 1.55 

urn without any antireflection coating. 
| , 1 . 1 r—   |          i          |          '     ^ 

-  f       /      , 

~-~^^^ 

 CAIBE Mesa Etch 
  Wet Selective Etch 

4 6 

Reverse Bias Voltage (-V) 

7x10 8x10 3x10*        4x10"        5x10*        6x10' 

Frequency(Hz) 

Fig. 3: The dark current versus reverse bias voltage Fig. 4: The frequency response of a 30 um diameter diode 
of an InGaAs photodiode. with a 1.8 ^ thick i-region, 

Device capacitance values were obtained from the S„ parameter, measured by a calibrated 
HP8510C network analyzer from 50 MHz to 10 GHz. A capacitance of 0.1 pF, for a 30 urn diameter 
InGaAs photodiode, was measured at 2 GHz. The pad capacitance was 0.19 pF with plananzed 
polyimide The slope of the voltage vs. (capacitance per unit tg») 3curve shows that the absorbing 
Ino53Gao.47As layer is un-intentionally doped n-type at -1.5x10 cm . The frequency response of 30 
Urn diameter diodes was measured using an 8 GHz externally modulated single mode distributed 
feedback (DFB) 1.55 um laser diode. A 3dB bandwidth of over 7 GHz was measured as shown in Fig. 
4., which was limited by the intrinsic transit time of the PIN structure and not by the RC time constant 
of photodiodes and the equivalent circuit. 

In conclusion, we have fabricated and characterized an Ino.53Gao.47As/InP PIN photodiode 
array on an AlGaAs/GaAs waveguide grown by solid-source MBE. The dark currents observed for 
CAIBE and wet etched devices are comparable, indicating small residual dry-etched induced damage, 
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and adequate for high bit rate applications. A novel process for air bridges has also been applied to 
detector arrays for ultrahigh speed testing. These photodiode arrays, which are readily integratable with 
GaAs optoelectronic and electronic components, also show high quantum efficiency, and a bandwidth 
in excess of 7 GHz. 
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Abstract: Calibrated electroluminescence spectra of GaAs/InGaAs and AlGaAs/GaAs single and double 
quantum well (QW) p-i-n devices, at various temperatures (200-30OK) and applied biases (Vapp = 0.8- 
1.5V), have been compared to theory to extract the quasi-Fermi level separation, Aft, in the QWs and 
where possible in the host material. Emission from the host material for the GaAs/InGaAs cell is well 
fitted with A(J)f = Vapp at all biases and temperatures. In contrast, emission from the QW in both 
GaAs/InGaAs and AlGaAs/GaAs cases requires a value of Aft which is a few tens of meV less than Vapp. 
We attribute the variations in Aft to irreversible thermally assisted escape from the QWs and detail some 
preliminary results from double QW samples. 

1. Introduction 

Many semiconductor applications, such as modulators, lasers [1] and quantum well solar cells [2] use 
quantum wells (QWs) within a p-i-n structure. To understand the radiative current, it is important to 
know how the electron and hole quasi Fermi level separation, A0P varies and how it depends on the 
applied bias, V^p. This current, an unavoidable loss even in perfect material, is of fundamental 
importance for QW lasers [3] and for the limiting efficiency of QW solar cells [4]. We have recently 
proposed a method of extracting the value of Atyt from calibrated QW emission spectra [5] and we 
apply it to room temperature electroluminescence (EL) spectra from single QWs and, for the first time, 
to double QW p-i-n devices. 

2. Experiment and Theory 

The samples were a GaAs/InGaAs single QW grown by MOVPE (sample 1) and three samples in a set 
of AlGaAs/GaAs single and double QW samples grown by MBE (samples 2, 2p and 2n). All the 
samples were p-i-n photodiodes, made into 1mm diameter cylindrical mesa structures, with a 545 (im 
diameter optical window. Sample 1 had a 0.5 |0.m p layer, 0.24 |j.m i region containing a single 107Ä 
Ino.i6Gao.84As quantum well in the centre and a 2 um n region, with a 430 Ä front Al0.gGa0.2As window 
layer to reduce surface recombination. The Alo.34Gao.66As samples had a 0.15 |0.m p layer, 0.31 |i.m i 
region and a 0.46 (im n region, plus a short period superlattice between the n and i regions to clean up 
the first QW interface. Sample 2 contained a single 140Ä GaAs quantum well in the centre of the i 
region, whilst samples 2p and 2n had in addition a second, 20Ä, QW placed either nearer the p region 
(2p) or nearer the n region (2n), separated from the wide well by 40Ä. All the QWs were characterized 
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by low temperature photocurrent measurements [6,7]. The front surface was either coated with a single 
layer of SiN AR coating (sample 1) or had a thin 170Ä layer of GaAs (samples 2, 2p and 2n). 
Background dopings in all samples were estimated to be around 10   cm" . 

The samples were mounted in a closed cycle cryostat and their emission calibrated following the 
method of ref. [5]. Carriers were excited only in the QW using either a Ti-Sapphire cw laser at 880nm, 
0.9mW (sample 1) or a lmW solid state cw diode laser operating at 782nm (AlGaAs samples), which in 
the case of the double QWs excites carriers only in the wider 140Ä QW. For each sample, 
photoluminescence (PL) was measured at low temperatures (15-20K), where we had previously 
determined non-radiative processes to be small (<20%). All emissions were measured by a cooled CCD 
camera attached to a 30cm monochromator. Equating the maximum integrated PL at forward bias to 
the generation rate (equivalent to the reverse bias saturation photocurrent (PC)), all further 
luminescence from each sample was then expressed in absolute units. Electroluminescence (EL) spectra 
were measured from each sample over the temperature range 200-300K Due to the sensitivity of the 
CCD, several decades of intensity could be measured before encountering the series resistance limit. 

The theory will be described in detail elsewhere [8] but a brief summary may assist the reader. 
The EL spectra are calculated using the generalized Planck equation [9] assuming detailed balance and 
using a calculated absorption spectra for the QW [10]. The radiative current (Jrad) is calculated by 
integrating the emission over the surface of the device, exploiting azimuthal symmetry and following the 
detailed balance method of [ 11]: 

Jrad   = <7 
2n2 

h3c2 (E-qA^,)lkT- -J f'a(E,Q,s)cosQ(2n sinQdQ)dsdE 

Here h, c, k, T and q have their usual meanings and 6C is the critical angle for internal reflection from 
the relevant (front or rear) surface S. a(E,6,s) represents the probability of photon emission for photon 
energies E greater than the bandgap, which is equal, in the detailed balance scheme, to the absorptivity. 
Published values are used for the refractive index (n) and GaAs absorption coefficient [12,13], allowing 
Jrad to be calculated as a function of temperature and A<j>r 

3. Results and Discussion 

Figure 1 shows an experimental spectrum from sample 1 at 300K, compared to theory for A<|)f = Vapp 
and A<j>f = Vw - 0.023eV.   Note the QW emission is overestimated if A<)>f = Vw and is fitted only 

Energy (eV) 

Figure 1: Experimental data for sample 1 at 300K, 1.00V compared to theory. 
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Figure 2: Experimental data from samples 2 and 2p at 1.12V, 300K showing emission from the second, narrow quantum 
well at energies ~1.65eV. 

with the reduced value of Atyr However, the emission from the host material, emitted from one 

absorption length from the surface of the device (i.e. in the p region), requires A<|>f = V^. 
Figure 2 shows typical spectra from samples 2 and 2p showing the emission from the second, 

smaller well at 1.65 eV. Modelling the wide QW in all the AlGaAs samples requires a reduced A<|>f as is 
seen in sample 1. (No signal is seen from the host material due to the large difference in bandgaps.) 
The numerical values are given in Table 1 and due to some bias dependence in the value of A<|>f for the 
AlGaAs samples, bias values below the series resistance limit are averaged to give the values shown. In 
all cases the wide QW requires a reduced value of A<j>f which for sample 2 approaches V^p as the 
temperature is reduced as for sample 1, indicating a thermal escape process may be removing carriers 
from the QW, and so reducing A§r 

Modelling the signal from the 20Ä QW in samples 2n and 2p is more difficult, as the narrow 
QW emission is only visible at the highest temperature (300K). In sample 2p a value of A(|>f greater 
than the applied bias is required, whilst for sample 2n, a value close to Vapp is needed. Previous studies 
[7,14] on these samples have shown that for sample 2p, holes can tunnel very efficiently from the wide 
to the narrow QW, whilst for sample 2n escape times are slower. It is possible that the strong 
tunnelling (and so non-temperature dependent) component to the escape times between the two 
structures accounts for the differences in the value of A<|>f for both QWs compared to sample 2. 

Other possible explanations for the reduction in A<|>f for the wide QWs include uncertainties in 

Table 1: A(A<|>r) = Vapp - A<|>f required to fit the samples studied in this paper. Note a negative (positive) value indicates a 

value of A(|)f greater (smaller) than the applied voltage Vapp. (Typical errors: 3 mV for wide QW, 5mV for narrow QW) 

Sample 1 
(GaAs/InGaAs) 

Sample 2 
(SQW) 

Sample 2n(DQW) Sample 2p (DQW) 

T(K) A(A<tOinQW- 
A(A<>f) in host 

A(A<|)f) in 
QW 

A(A<|)f) in 
wide QW 

A(A((if) in 
narrow QW 

A(A<|>f) in 
wide QW 

A(A<)>f) in 
narrow QW 

300 23meV 15meV llmeV 6meV 16meV -15meV 

250 14meV 6meV 12meV - 8meV - 
200 6meV 8meV 14meV - 15meV - 
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the absorption spectra, but within the uncertainties acceptable in well width and alloy composition to 

explain the observed excitonic transition, the luminescence is still overestimated by A<])f = Vapp. Also, 

carrier recombination in the neutral p region, where the GaAs signal originates in sample 1, would 

reduce At^ whilst in practice the very good agreement between A$f and Vapp gives us confidence in our 

calibration method. Our future work will involve studying samples 2n and 2p further plus other samples 

(where the two QWs are separated by 150Ä) to explain the precise values of A^ Further samples with 

different i region thicknesses may also be studied to determine if this has an effect on the value of A$r 

4. Conclusions 

We have presented calibrated EL spectra from both single and double quantum well samples and 
compared data to theory. We find that in all cases, emission from a single quantum well is described by 

a reduced A<J)f in the QW relative to the host material. Initial results from double quantum well samples 
show that depending upon the position of the second well, A<|>f may be either close to or greater than the 

applied bias. Combined with the temperature dependence of A§( these results suggest an escape 
process may be responsible for reducing the effective population within the QW and this agrees 
qualitatively with differences previously seen in escape times from the different samples. 
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Abstract. The influence of internal mechanical stresses on design and performance of GaAs-LEDs is for the first 
time in detail investigated. The LED-structures were grown by liquid phase epitaxy from the melts doped with 
impurities of Si or Si and Sn simultaneously. The bending of crystal planes, internal friction, distribution of dis- 
locations, and microhardness in p-n-junction regions have been measured. The value of internal mechanical 
stresses changes depending on concentration of doping impurities. When the internal mechanical stresses reach 
their minimum the LEDs perform the maximum value of quantum efficiency and maximum time of failure. The 
double Si and Sn doping is more effective. The qualitative model of all observed phenomena is offered. 

1. Introduction 

Internal mechanical stresses (IMS) are the most general and ineluctable component of the defect struc- 
ture of all types of semiconductor devices. The origin of the IMS predetermines the construction of 
semiconductor devices. The value and distribution of stresses over the surface and through the bulk of 
crystal depend on the concentrations of the doping impurities and are mostly determined by the peculia- 
rity of the technological cycle. 

The IMS are mainly caused by local deformation of the interatomic bonds what leads to the defor- 
mation of Hie crystal zone structure and may vary its properties in a very wide range. The presence of 
noncompensated gradients of IMS in semiconductor devices makes their defect structure unstable in 
general and determines a lot of degradational effects caused by IMS relaxation during storing and usage 
of the devices. The influence of IMS on GaAs-LEDs' external quantum efficiency and their degrada- 
tional behavior has been investigated. The results of the investigation are suggested for discussion. 

2. Experimental 

The GaAs p-n-structures doped with Si or Si and Sn simultaneously have been used as the samples for 
the experiment. The structures have been grown in a single technological cycle of liquid phase epitaxy 
from a limited volume of Ga-rich GaAs melt-solution on substrates of (100)GaAs doped with Sn or Te. 
The thickness of substrates was between 300 (.un and 350 urn."The thickness of n-and p-epitaxial layers 
was nearly equal and varied from 20 j.un to 60 JJMI. The melt-solution was cooled down with two speeds 
0.5°C/min and 7°C/rnin. Concentration of Si in the liquid phase varied from 0.1% to 1.1% of weight. 
The Si and Sn simultaneously doped structures were grown at constant concentration of Si in liquid 
phase whereas the concentration of Sn were varied from zero up to 8% of weight. 

CCC Code 0-78O3-3883-9/98/S10.0O © 1998 IEEE 
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For all samples the following characteristics have been measured: bending radius of structure - R; 
distribution of microhardness - H and density of dislocations - Nd; internal friction spectra at a fre- 
quency of 6 Hz; concentration of deep levels - Nt in p-n-junctions; external quantum efficiency of the 
electroluminescence ßex; dependence of the ß« on the exploitation time of the LEDs. Measurement data 
are presented at Fig.l and Fig.2. 

The values of microhardness and density of dislocations are given for sample areas where electrolu- 
minescence is generated. These areas are situated in p-layer of structures at distances of 3-15 um from 
p-n-junction [1]. Microhardness of layers was determined relatively to the microhardness of the sub- 
strates in puipose of reducing the influence of substrate elastic properties. 

The internal friction is integral method of defect structure investigation in solids[2]. The internal 
friction spectra have the resonance maxima at the melting point of Ga, Sn and 470K. From this spectra 
we determine the quantity of metallic Ga (WGa) and metallic Sn (WSn) in sample. Ga and Sn were caught 
by the growing epitaxial layer from melt-solution and appear to be inclusion of the second phase [3]. 
The internal friction peak at 470K (Q) correlate with the bending radius of the structure (Fig.la and 
Fig.lc). Wien R'1 =0, Q reaches its maximum value. Consequently Q may be characteristic of 
mechanical stresses in GaAs-epitaxial layers. 

3. Discussion 

During GaAs growth from the melt-solution doped with Si the defect structure of the epitaxial layers is 
formed in the following way. There are several processes that go simultaneously in the growing layer: 
doping with Si, enriching with As-vacancies (VAs), and capturing of excessive Ga (Gai). The increased 
cooling rate of melt-solution is faster the last process goes (Fig.lg). The local deformations of crystal 
lattice caused by VAs and Ga; defects have different signs (atomic volume of vacancy is negative) and 
compensate to each other (Table 1), and therefore give mechanical stability to the crystal. Along with Gai 
some quantity of Ga captured by film will occupy the antisite positions GaAs. It also increases the 
mechanical stability of the crystal lattice since the local deformation for Ga; and GaAs defects have the 
same sign. 

Table 1. Structural characteristics of the elements. 

:ment Atomic weight. X-ray density, Atomic volume 

gm/mole gm/sm3 cm3 

Si 28.08 2.332 12.04 

Ga 69.72 5.908 11.8 

Ga in GaAs - 5.317 15.0 

As 74.92 5.77 12.98 

As in GaAs - 5.317 12.2 

a-Sn 118.7 5.77 20.5 

The values of the defect concentrations VAs, Ga; and GaAs depend on the Si concentration. Si in 
GaAs may occupy the both type of vacancies creating defects SiG, and SiAs though somehow always 
prefers the vacancies in the Ga sublattice [4]. If the concentration of Si is low the excessive Ga mostly 
occupies the interstitial position in crystal, expanding the crystal lattice and bending the structure toward 
the epitaxial layer (Fig. la). If the Si concentration grows up the concentration of GaAs defects also grows 
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R'\m 

Nsi, % in melt 
Fig. 1. GaAs-LEDs characteristics at different Si concentrations 
a-crystal planes curvature; b-deep level concentrations; 
c-mechanical quality; d-microhardness; e-density of dislocations; 
f-external quantum efficiency; g-Ga concentration; 
h-changing of external quantum efficiency with time during 
the accelerated test 
Melt-solution cooling rate: —o—o—o—   0.5° C/min; 

—.—.—.—      7° C/min 

2     4     6      8 
Ns,,,%inmelt 

Fig.2. GaAs-LEDs characteristics 
at different Si concentrations 
a-crystal planes curvature; 
b-mechanical quality; 
c-Ga concentration; 
d-Sn concentration 
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up and the excessive Ga makes less influence on crystal lattice. Along with the increase of Si 
concentration in melt-solution its concentration in As-vacancies grows up. The unstable structural 
clusters Sioa[SiA.,(GaAs)3](Gaoa)i2 may be formed. These clusters may collapse forming the inclusions of 
metallic Ga. Si though may be considered as a beginning of the Ga metallic phase. The concentration 
of Ga inclusions grows up along with Si concentration growth (Fig. lg). The collapse of clusters cause 
the shrinkage of crystal lattice because the atomic volume of Ga in metallic phase is much less then its 
atomic volume in GaAs (Table 1). Shrinkage of the epitaxial layer causes the bending of structure to the 
opposite direction (Fig.la). 

The described phenomena may be observed in the entire investigated range of Si concentrations. 
There is an optimum concentration of Si when there is no bending of the epitaxial structure. Then local 
areas described above balance to each other what reduces the gradients of IMS to their minimum values. 
It makes the crystal structure of the epitaxial layers relatively the most perfect (Fig.lc). The maximum 
values of microhardness (Fig.Id) and minimum values of dislocation density' (Fig.le) confirm the most 
relative firmness of crystal lattice. 

The defect structure of the epitaxial layers determines the properties of LEDs made on their base. 
The LEDs with optimum Si concentrations reveal the maximum quantum efficiency of electrolumines- 
cence ßK (Fig. If) and the minimum degradational speed of this characteristic (Fig.lh). 

The deep levels N, that are responsible for nonemitting recombination (energy of activation 
E(=Ev+0.44 eV; cross section of main charge carries o, = 10'17 cm2 at T=300K) may be formed by [SiGa- 
SiAs] complex whose concentration is proportional to square of Si concentration in melt (Fig. lb). 

We expected that doping of melt-solution with impurity whose atomic volume is bigger then the 
atomic volumes of Ga, As, and Si (for example Sn) must cause the efficient compensation of IMS in 
GaAs epitaxial layers. This effect was observed the most clearly at big concentrations of Si. For 
instance, at NSi =1,1% of weight in liquid pjtase the calculated Sn concentration - Ns„ that compensates 
the IMS in epitaxial layers is about 4% of weight in melt-solution. The experimental Ns„ concentration 
that corresponds to the minimum of bending in structures was equal to the calculated one (Fig.2a). In 
this case the concentration of Ga inclusions decreases by 2-3 times (Fig.2c), mechanical perfectness (Q) 
of structures increases by 4-5 times (Fig.2b), and microhardness increases at 10°o. At the same wave 
lenglit of emission (A,=l|.un) that corresponds to Nsi=l,l% of weight the quantum efficiency of LEDs' 
luminescence ßex increases at 20-100% and time of failure increases by 10 times. 
References 
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Abstract. AlGaN HFET's have achieved the highest /max 97 GHz. 4H-SiC MESFET's 
have achieved the highest power densities, 3.3 W/mm at 850 MHz (CW) and at 10 GHz 
(pulsed). On the other hand, 4H-SiC SIT's have achieved the highest output power, 450 W 
(pulsed) at 600 MHz and 38 W (pulsed) at 3 GHz. Moreover a one kilowatt, 600 MHz SiC 
power module containing four SIT's with a total source periphery of 94.5 cm has been 
demonstrated. 

1.   Introduction 

In recent years, wide bandgap semiconductors, silicon carbide and gallium nitride, have received 
increased attention because of their potential for a wide variety of high-power, high-frequency devices 
[1-3]. Their unique material properties, high electric breakdown field and high saturated electron drift 
velocity, are what gives these materials their tremendous potential in the high-frequency power device 
arena. The data in Table 1 allows a comparison of the basic material properties of silicon, gallium 
arsenide, 4H silicon carbide, and gallium nitride. Another SiC polytype 6H is not included in this 
comparison because its lower electron mobility [4] yields devices with inferior performance compared 
to 4H devices. Wide bandgap semiconductor devices will have superior high voltage performance to 
Si and GaAs devices primarily because of their higher breakdown field. In addition planar GaN 
heterojunction devices could have superior performance to planar SiC devices if the excessive heating 
of present GaN devices fabricated on sapphire substrates can be overcome. Two possible solutions to 
the heating limitation is the use of a SiC substrate in place of a sapphire substrate or flip chip 
packaging. The two SiC high-frequency devices that have demonstrated the most impressive RF 
power performance are MESFET's (MEtal Semiconductor Field Effect Transistor) and SIT's (Static 
Induction Transistor). The AlGaN HFET's (Heterojunction FET) have demonstrated the most 
impressive performance in the gallium nitride material system. This paper will review the exciting 
achievements that have been made in the area of wide bandgap semiconductor high power RF devices. 

Table 1. Material properties of silicon gallium arsenide, silicon carbide, and gallium nitride. 

Property Units Silicon GaAs 4H-SiC GaN 

Bandgap eV 1.11 1.43 3.2 3.4 

Dielectric Const Er 11.8 12.8 9.7 9 

Breakdown Field 
(Nd=lxl017cm-3) 

V/cm 6xl05 6.5 x 105 35 x 105 35 x 105 

Saturated Velocity cm/sec lxlO7 lxlO7 2xl07 1.5 xlO7 

Electron Mobility cnAV-sec 1350 6000 800 1000 

Hole Mobility cm^/V-sec 450 330 120 300 

Therm Conductivity W/cm-°K 1.5 0.46 4.9 1.3 

CCC Code 0-7803-3883-9/98/$ 10.00 © 1998 IEEE 
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Ohmic Schottky 
2tact Gate 

*1 L„ [<-/ Drain 

N+Epi     ^K_  N+EP' 

Source 
Ohmic 
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N-SiC Channel 

P'-SiC Buffer 

N+-SiC Substrate 
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Fig. 1. Cross section of a SiC MESFET. Electrons flow        Fig. 2. Cross sectional view of an AlGaN HFET. Electrons 
laterally from source to drain confined to the n-type channel   flow laterally from the source to drain confined by the 
by the P- buffer layer and controlled by the Schottky gate.     nucleation layer and controlled by the gate. 

2.   Device Structures 

2.1 MESFET's and HFET's 

SiC MESFET's are lateral devices with source and drain ohmic contacts on the top surface of the wafer 
(Fig 1). These contacts are typically placed on top of an N+ epitaxial layer to reduce contact resistance 
and are separated by a more lightly doped (1 x 10*') n-type channel region [5]. The majority carriers 
flow in the channel (arrow) from source to drain and are controlled by a negative potential applied to 
the Schottky gate contact. Typically device isolation is achieved with a P" buffer layer on a conducting 
N+ SiC substrate. More recently high resistivity substrates have been used in place of the P" buffer 
layer to reduce bond pad capacitance and thereby to achieve higher cut-off frequency devices. 

AlGaN HFET's (Fig 2) are also lateral devices, but contain a more complex material structure 
than the SiC MESFET. First, because GaN substrates are not readily available, the GaN epitaxial 
channel layer is grown on a sapphire substrate with an interposed nucleation layer [6,7]. Wider 
bandgap Al.i5Ga.g5N is grown on the channel layer forming a quantum well at the interface. The 
very high sheet carrier density 1 x 10*3 cm~2 in the quantum well gives the AlGaN HFET very high 
current carrying capability and high transconductance. Both of which are very attractive for high 
frequency power devices. 

2.2 SIT's 

In contrast to FET's, SiC SIT's are vertical devices (Fig 3) with a source ohmic contact on the top and a 
drain ohmic contact on the back of the wafer. Between these two N+ regions is an N" SiC epitaxial 
drift layer (1 x 1016) whose doping is one of the factors that determines the device's breakdown 
voltage, pinch-off voltage, and transconductance. Trenches are etched to define the channel region and 
Schottky gate contacts are formed on the bottom and along the sidewalls of the trench. Majority 
carriers flow from the source contact to the drain contact through the n-type channel region. Two 
arrows are shown to indicate that the SIT structure [8] actually consists of two vertical channel regions 
each controlled by a different gate electrode. Therefore the SIT can be visualized as two vertically 
oriented MESFET's placed back-to-back. By applying a negative voltage to the gate contacts the 
current flow in each of the two channel can be modulated and even decreased to zero when the 
depletion regions under each gate contact meet in the middle of the channel. 
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a u «i M+ Schottky 
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Fig. 3. Cross sectional view of an RF SiC static induction 
transistor (SIT). Electrons flow vertically from the 
source to drain subject to Schottky gate control. 

3.   High Frequency Performance 

SiC MESFET's 
(semi-insulating) .. 

\ 
SiC MESFET ■ 
(conducting) 

X. AlGaN HFET's 

10 100 
Gm (mS/mm) 

Fig- 4. /max of SiC SIT's, SiC MESFET's and AlGaN 
HFET's. 

The high frequency performance of a transistor is characterized by two parameters /f and /max- /T is 
the unity current gain cutoff frequency and /max is the maximum frequency of oscillation. To first 
order the values of these two figures of merit [9] are determined by the transconductance Gm, gate- 
source capacitance CgS, gate-drain capacitance Cgd, output conductance Gds, source resistance 
Rs, and gate resistance Rg of the transistor, 

/T = 2jt.(Cgs + Cgd) 

/max : /T 

2 VGds (Rs + Rg) + 2TC /T Cgd Rg 

(1) 

(2) 

The high frequency performance of RF devices can be compared by plotting /max versus 
transistor transconductance Gm (Fig 4). Eqs. 1 and 2 can be used to help understand the large 
differences in Gm and /max that are seen when comparing SiC SIT's, SiC MESFET's, and AlGaN 
HFET's. Of these three device types the SIT's have the lowest Gm and /max primarily because of the 
large channel thickness which is determined by lithography, etching, and minimum source contact size. 
The typical double channel region is 2 um thick with a doping density of 1 x 1016 cm-3 [10]. The 
actual channel thickness and doping determine whether the device operates in the SIT mode, FET 
mode, or mixed mode. The mixed mode is preferred over the SIT mode because of higher Gm and 
lower Gds both of which contribute to higher /max [H]- SIT's with air bridged source contacts to 
reduce Cgs and Cgd have achieved an /max of 8 GHz [12]. 

Because FET's are lateral devices with channel thicknesses determined by epitaxial growth or 
quantum wells, their Gm's are necessarily higher than those of SIT's. These higher Gm's lead directly 
to higher frequency performance (Fig 4). SiC MESFET's fabricated on conducting substrates have 
achieved /max's as high as 16.3 GHz [13]. SiC MESFET's on semi-insulating substrates have 
achieved even higher frequency performance (/max > 42 GHz) because the semi-insulating substrate 
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has helped reduce some of the FET's parasitic capacitances CgS [14,15]. In the last year AlGaN 
HFET's have achieved the highest /max's ever reported for wide bandgap semiconductor devices. 
These high frequencies can be directly attributed to the quantum well channels of these devices. 
Quantum well channel confinement results in very high Gm's (> 100 mS/mm) and the resulting very 
high fmax's(> 90 GHz) [16,17]. 

4.   RF Power Performance 

The theoretical power capability of an RF FET's is limited by the knee voltage, drain breakdown 
voltage, and maximum drain current [18] and is calculated by, 

Idson (Vb - Vknee) 
(3) 

where Pmax is the maximum RF power, Idson is the maximum drain current, Vb is the drain 
breakdown voltage, and Vknee is the knee voltage as shown below in Fig 5. Idson is the drain current 
with a small positive voltage on the gate electrode. The allowable positive gate voltage (~ IV) will 
depend on the channel doping and the work function of the gate metal. The positive gate voltage is 
limited by the onset of forward Schottky diode current. Although Eq. 3 applies specifically to FET's 
the same approach would apply equally well to other electronic devices. Therefore this discussion is 
also valid for a SIT which is operated in the SIT mode, the MESFET mode, or mixed mode even 
though the I-V characteristics may be somewhat different from those shown in Fig. 5. The DC load 
line shown in Fig. 5 would be used in a Class A RF amplifier with the drain voltage Vd = (Vb + 
VkneeV2. The slope of the load line is 1/RL where RL is the value of the resistance placed across the 
output of the FET. 

The output power of SiC MESFET's and AlGaN HFET's is maximized by achieving the highest 
Idson and Vb while minimizing Vknee- Idson can be increased and Vknee can be reduced by raising 
the channel doping, but as mentioned earlier, this will lower the breakdown voltage Vb- Therefore a 
design tradeoff must be made. Power amplifier efficiency is also important and can be improved by 
reducing Vknee- One of the advantages of SiC MESFET's and AlGaN HFET's compared to Si and 
GaAs based devices is their higher breakdown voltage. This higher breakdown voltage is a direct 
result of the wider bandgap of SiC and GaN, see Table 1. 

Slope = 1/R„ 'knee DC Load Line (slope = 1/RL) 

s 
01 
I* 
s. 
3 u 
g 

■« 
u 
Q 

(Drain) 

Drain Voltage 

Fig 5. Piecewise linear MESFET drain characteristic. 
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The same considerations apply to SiC SIT's for maximizing output power. However being a 
vertical device the SIT structure offers advantages in achieving higher breakdown voltage than the 
FET's. The breakdown voltage in a FET is limited not only by the doping of the channel, but also by 
the surface breakdown between gate and drain. The SIT breakdown voltage is not limited by this 
surface component and therefore, for the same channel doping density would have a higher drain 
breakdown voltage than the MESFET. This gives the SIT an advantage for high voltage applications. 
On the other hand, as mentioned earlier, the channel doping of the SIT is usually lower than the 
MESFET. As a result the Idson of the SIT is smaller than that of either the SiC MESFET or AlGaN 
HFET. 

Some of these differences are apparent in the experimental data that has been reported to date 
Table 2. SiC MESFET's have achieved the highest power density of 3.3 W/mm which was achieved 
using a conducting substrate with Vd = 50 V at a frequency of 850 MHz [19] and using a semi- 
insulating substrate with Vd = 45 V at a frequency 10 GHz [20]. However it should be pointed out that 
the 850 MHz result was achieved during CW (continuous wave) operation whereas the 10 GHz result 
was pulsed. A device operated under pulsed conditions experiences less self-heating and therefore is 
able to deliver more RF power than a device operated under CW conditions, everything else being 
equal. These two results do, however, illustrate the significant increase in frequency performance that 
can be achieved by using a semi-insulating rather than a conducting substrate. The highest total power 
reported for a single SiC MESFET is 15 W at 2.1 GHz V[15]. Unfortunately the power density of this 
device 0.83 W/mm at 30 V is approximately the same as that achieved with commercially available Si 
LDMOS FET's at 48 V [21]. The highest reported power density for an AlGaN HFET is 2.56 W/mm 
with Vd = 25 V at 10 GHz [17]. Unfortunately this device was fabricated on a sapphire substrate 
whose poor thermal conductivity probably severely limited its power performance. In spite of this the 
2.56 W/mm at 25 V shows that the AlGaN HFET technology could offer strong competition to SiC RF 
power devices as the thermal limitations are resolved. Although FET's have been demonstrated with 
the highest power densities, the highest output power devices have been a UHF SIT which achieved 
450 W pulsed at 600 MHz [22] and an S-Band SIT which achieved 38 W pulsed at 3 GHz [12] both 
with Vd = 90 V. Moreover a one kilowatt, 600 MHz SiC power module containing four SIT's with a 
total source periphery of 94.5 cm has been demonstrated [22]. 

Table 2. RF power performance of SiC MESFET's, SiC SIT's, Si LDMOS FET's and AlGaN 
HFET's. 

Device Idss 
(mA/mm) 

Vd 

(V) 

Frequency 

(GHz) 

Duty Cycle Power Density 

(W/mm) 

Total Power 

(W) 

Ref. 

MESFET (4H-SiC) 225 50 0.85 CW 3.3 1.1 [18] 

MESFET (4H-SiC) 300 54 1.8 CW 2.8 0.9 [5] 

MESFET (4H-SiC) 30 2.1 CW 0.83 15 [15] 

MESFET (4H-SiC) 45 10 Pulsed 3.3 6.35 [20] 

AlGaN HFET 350 25 10 CW 2.56 0.26 [17] 

Si LDMOS FET 48 0.85 CW 0.87 80 [21] 

SIT (4H-SiC) 90 0.6 Pulsed 1.3 450 [22] 

SIT (4H-SiC) 65 90 3 Pulsed 1.2 38 [12] 

SIT Module 90 0.6 Pulsed 1.058 1000 [22] 
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5.   Conclusions 

Impressive RF power performance has been demonstrated by three radically different wide bandgap 
semiconductor power devices, SiC MESFET's, SiC SIT's, and AlGaN HFET's. At this time each of 
these devices excels in different aspects of power performance. AlGaN HFET's have achieved the 
highest /max 97 GHz. 4H-SiC MESFET's have achieved the highest power densities, 3.3 W/mm at 
850 MHz (CW) and at 10 GHz (pulsed). On the other hand, 4H-SiC SIT's have achieved the highest 
output power, 450 W (pulsed) at 600 MHz and 38 W (pulsed) at 3 GHz. Moreover a one kilowatt, 600 
MHz SiC power module containing four SIT's with a total source periphery of 94.5 cm has been 
demonstrated. As these device technologies mature they will play important roles in RF power 
generation. 
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Abstract. Ti/Al/Ti/Au ohmic contacts with low contact resistance (as low as 0.24 Q. mm) were used in 
fabricating short gate length modulation-doped field effect transistors on MBE-grown AlGaN/GaN layers. 
Maximum drain current achieved was above 1 A/mm with a transconductance of 182 mS/mm. RF 
measurements showed a maximum fT of 35.9 GHz and an fMAX of 57.0 GHz, both achieved with 0.15 urn 
gate length. Simple analysis showed an election saturation velocity of 1.3 x 107 cm/s in our device 
structure. Maximum gate-drain breakdown voltages for these devices were measured to be 30 to 35 V. 

1. Introduction 

There has been increased interest in nitride-based heterostructure field effect transistors (HFET's) for 
use in high power applications. The large conduction band discontinuity allows for high electron sheet 
densities and thus high maximum drain currents, while the large energy bandgap gives extremely high 
breakdown voltages. Indeed AlGaN/GaN HFET's have shown drain currents above 1.1 A/mm [1] and 
breakdown voltages over 200 V [2]. On the other hand, good electron mobility (in excess of 1,500 
cm2/V s) and high saturation velocity (2 x 1()7 cm/s) have also allowed GaN based HFET's to achieve fT 
as high as 46.9 GHz and fMA* over 100 GHz [3].   

Recent advances in nitride HFET fabrication technology include the lowering ot ohmic contact 
resistance from relatively high values (>2 Q mm) [3],[4] to 0.5 Q mm or lower utilizing the Ti/Al based 
contacts [2],[5]. Since the good RF performace as demonstrated in reference [3] was obtained with 
relatively high values of contact resistance, this work was focused on the fabrication of high frequency 
AlGaN/GaN HFET's using improved ohmic contacts. Emphasis was also put on retaining a high 
breakdown voltage despite the high electron sheet density and short gate lengths used in these devices. 

2. Layer structure and Device Fabrication 

The AlGaN/GaN HFET layer structure used in this study was that of a modulation-doped field effect 
transistor (MODFET). The wafer was MBE-grown and included (from bottom to top) a sapphire 
substrate, 0.1 |im of A1N nucleation layer, 1.5 um of undoped GaN, 20 A of undoped AlGaN spacer, 
20Ä of Si-doped AlGaN layer (N(l = 7 x 10lu cm'1) and 110 Ä of undoped AlGaN barrier. The Al mole 
fraction used in all the AlGaN layers was 0.3. Hall measurements showed a mobility of 405 cm /V s 
and an electron sheet density of 1.67 x 10" cm". 

Before the actual fabrication of the transistors, different ohmic metallization schemes were tested 
on another chip of the same wafer to optimize the ohmic contacting step.  Different metal systems were 
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deposited and annealed at 80()"C, while their contact resistances were monitored as a function of 
annealing time. 8()()"C was chosen instead of the usual annealing temperature of 9()0"C to minimize any 
surface damage induced by annealing. Among the different metal systems used, Ti/Al/Ti/Au (200 Al 
1000 kl 450 A/ 550Ä) and Pd/Al/Ti/Au (200 kl 1CXX) kl 450 hl 550Ä) gave the best results. Minimum 
contact resistance for the Ti/AI/Ti/Au system was 0.60 Q. mm with a specific contact resistance of 3.44 x 
10"fi Q. cm2, while the Pd/Al/Ti/Au system achieved 0.25 ß mm and 5.95 x 10"7 Q. cm2. However, 
adhesion of the Pd/Al/Ti/Au contact to the nitride surface had to be improved. Also, it was noteworthy 
that the sheet resistance of the material stayed constant at 1030 Q. per square through the 120 s of 800"C 
annealing, suggesting that the surface damage (nitrogen desorption) induced by the anneal was minimal. 

HFET's were then fabricated using the Ti/Al/Ti/Au ohmic system. The transistor fabrication 
process included mesa isolation, ohmic contact formation, connection pad deposition and gate 
metallization. After annealing the ohmic metal at 800"C for 60 s, a low contact resistance of 0.24 to 0.4 
Q mm was measured with TLM patterns. This variation of contact resistance was attributed mainly to 
non-uniformity of the wafer, as the wafer was not rotated during growth. T-shaped gates were defined 
by electron beam lithography and formed by evaporating Pt/Au (400Ä/ 26(X)A) or Ni/Au (200Ä/ 
2800Ä). Using SEM, the gate lengths were estimated to be varying from 0.15 to 0.28 [im, a direct 
result from variation of the exposure dose. Nominal gate-drain spacings were 0.75 and 1 |lm. 

3.    Device performance 

Shown in Figure 1(a) is the DC current-voltage characteristics of the fabricated transistors. The 
maximum drain current was above 1 A/mm, a result of the high electron sheet density of the material. 
(Measurement was stopped at 1 A/mm due to the current compliance of the measurement system.) 
Maximum DC transconductance was 182 mS/mm. Linear and steep current-voltage characteristics at 
low drain biases signify the excellent quality of the ohmic contacts. Total drain-source resistance was 
measured to be 2.6 Q mm. 

As seen in Figure 1(a), there was a non-zero output conductance, particularly for lower current 
levels. This was attributed to short-channel effects created by the short gate length and the absence of a 
backside barrier to the conduction channel. At higher current levels the output conductance was reduced 
and even became negative. This was due to the additional effect of earner mobility lowering with 
increasing temperature. 
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Despite a thin barrier, good ohmic contacts and high electron sheet density, the measured static 
transconductance (gj was only 182 mS/mm, 13% lower than the result obtained in another layer 
structure with the same AlGaN barrier thickness [6]. One possible reason is electrons trapped in the 
AlGaN barrier (in traps or at the conduction band minimum of the donor layer) which would then have a 
screening effect on the gate potential, reducing the effectiveness of charge modulation by the gate. 

Figure 1(b) gives the RF performance of a 75 |im periphery device. An fT of 32.0 GHz and an 
fMAX of 57.0 GHz were achieved. A similar device with a 100 |im periphery demonstrated an fT of 35.9 
GHz and an fMAX of 54.8 GHz. SEM studies showed a gate length of 0.15 um for these devices. 
Although the ohmic contact was greatly improved compared to devices in reference [3], the RF 
performance was not as good. This could be attributed to a different layer structure and longer gate 
lengths utilized. 

An estimate of the electron saturation velocity (vsal) in our structure can be obtained from the RF 
data as follows. For a field effect transistor, total time delay for electron transit (x(ulal) can be given by 

1 
?,„„„ = — = **:+*» + *** (1) 

lltfj 

where T,RC is the RC time contant for charging the gate capacitances, T„ is the transit time of electrons 

under the gate and T , is the delay time for electrons to traverse the gate-drain separation.  They are in 
turn given by 

*RC = K + R*){cg, + cgd + C^,) (2) 

T   = -^ (3) 

Lgd + transfer 
(4) 

2v , ysal 

where Rg is the gate access resistance, Rs is the source resistance, and C , Cgll and Cgpad are gate- 
source, gate-drain and gate pad capacitances respectively. Lg(.n is the effective gate length which 
includes the fringing field effect. L , is the physical gate-drain separation and L,rallslVr is the ohmic contact 
transfer length. The factor of 2 in equation (4) comes from the fact that here an induced current is 
passing through a region with a relatively contant field [7], as is the case of bipolar transistors where the 
collector lepletion transit delay takes on a similar expression [8]. For a rigorous mathematical treatment 
readers; :e referred to reference [9]. 

' ubstituting the appropriate values from various DC measurements and RF parameter extraction, 
we havi an estimate of the electron saturation velocity in our structure: 

vsat=1.3x 107cm/s 
which s about 60% of the theoretical value obained from Monte Carlo calculations [10].   As material 
quality and processing techniques continue to improve, this saturation velocity value is expected to 
increase towards the theoretical maximum. 

4.    Considerations as a power device 

For these transistors to be useful as power devices, they must have a high maximum drain current 
together with a high breakdown voltage at pinch-off. Maximum drain current was high and above 1 
A/mm, but these devices showed only a modest gate-drain breakdown voltage of 30 to 35 V, much less 
than some of the best results achieved in GaN based field effect transistors (> 200 V for large gate-drain 
spacing) [2]. This was the result of a relatively high gate leakage current on the gate at pinch-off. 
Because of the high sheet charge density in the layer structure, there would be a very high electric field 
underneath the gate in pinch-off conditions, giving rise to increased tunneling. Any additional field that 
comes from drain bias and field crowding effects for very short gates further worsen the situation. 
Indeed a recent experiment by the authors on the same layer structure showed an average gate-drain 
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breakdown voltage of 22.6 V for 0.15 |im-gates, 33.8 V for 0.3 nm-gates and 51.6 V for 1 pirn-gates 
for the same gate-drain separations. Furthermore, the breakdown voltage variation with gate-dtrain 
spacing was small (as opposed to common observation), suggesting that the major breakdown 
mechanism occurred close to the gate, possibly tunneling in this case, and was not very sensitive to 
changes in gate-drain separation. Another plausible reason for high gate leakage would be surface states 
or carrier traps in the barrier that lead to conduction paths which were not accounted for in our original 
transistor design. With a better layer structure design, i.e. lower sheet charge density, this high gate 
leakage current is expected to be eliminated and transistors should show a much higher breakdown 
voltage. 

5.     Conclusions 

We have demonstrated high frequency AlGaN/GaN MODFET's with improved ohmic contacts. With a 
contact resistance as low as 0.24 Q, mm, over 1 A/mm of drain current and 182 mS/mm of 
transconductance were obtained. RF measurements revealed fT = 35.9 GHz and fMAX = 57.0 GHz. 
However, these devices suffered from a relatively low gate-drain breakdown voltage of 30 to 35 V. 
Pending more detailed analysis, the gate leakage current that lowered the breakdown voltage was 
attributed to tunneling through the AlGaN barrier and/or conduction through traps and surface states. 
With improved layer structure design and processing techniques, AlGaN/GaN HFET's will reach their 
full potential as high frequency and high power devices. 

Acknowledgements 

This work was supported by ONR/MURI (Contract Monitor, Dr. K. Sieger), and was performed in part 
at the Cornell Nanofabrication Facility (a member of the National Nanofabrication Users Network) 
which is supported by the National Science Foundation under Grant ECS-9319005, Cornell University, 
and industrial affiliates. 

References 

[1] H. Morkoc et al„ 1997 GaN Workshop. 
[2] Y. F. Wu, S. Keller, P. Kozodoy, B. P. Keller, P. Parikh, D. Kapolnek, S. P. Denbaars, and U. 

K. Mishra, IEEE Elec. Dev. Lett., vol. 18, pp. 290-292, 1997. 
[3] J. Burm, K. Chu, W. J. Schaff, L. F. Eastman, M. A. Khan, Q. Chen, J. W. Yang, and M. S. 

Shur, IEEE Elec. Dev. Lett,, vol. 18, pp. 141-143, 1997. 
[4] M. A. Khan, M. S. Shur, and Q. Chen, Appl. Phys. Lett,, vol. 68, pp. 3022-3024, 1996. 
[5] Z. Fan, S. N. Mohammad, W. Kim, O. Aktas, A. E. Botchkarev, and H. Morkoc, Appl Phys. 

Lett,, vol. 68, pp. 1672-1674, 1996. 
[6] S. N. Mohammad, Z. F. Fan, A. Salvador, O. Aktas, A. E. Botchkarev, W. Kim, and H. Morkoc, 

Appl. Phys. Lett., vol. 69, pp. 1420-1422, 1996. 
[7] P. Asbeck, private communication. 
[8] S. M. Sze, High-Speed Semiconductor Devices. Wiley Interscience, 1990. 
[9] R. L. Pritchard, Electrical Characteristics of Transistors. McGraw-Hill, 1967. 
[10] J. Kolnik, I. H. Oguzmanm, K. F. Brennan, R. Wang, P. P. Rüden, Y. Wang, J. Appl. Phys., 

vol. 78, pp. 1033-1038, 1995. 



431 

AIGaN/GaN MODFETs with Low Ohmic Contact 
Resistances by Source/Drain n+ Re-growth 

Y.-F. Wu, D. Kapolnek, P. Kozodoy, B. Thibeault, S. Keller, B.P. Keller, S.P. Denbaars 
and U.K. Mishra 

Department of Electrical & Computer Engineering, University of California, Santa Barbara, CA 93106 

Abstract: n* regrown source-drain regions have been used for AIGaN/GaN MODFETs to obtain a low- 
resistance ohmic contact and clear-cut ohmic boundaries which will potentially facilitate fabrication of 
deep submicron-gate devices. The process consists: 1. Formation of the Si02 re-growth mask by E-beam 
evaporation and lift-off; 2. Removal of the AlGaN layer in the ohmic region by RIE; 3. n+ GaN re-growth 
in the MOCVD reactor; 4. Ohmic metal deposition and annealing. A transfer ohmic contact resistance of 
0.44 Q-mm was achieved. Much improved device performance was obtained with the new ohmic scheme 
over the conventional scheme with the same metalisation. 

1. Introduction 

As a candidate for future power devices in microwave and millimeter frequencies, the GaN-channel 
FET has been consistently improving its performances as represented by an ft of 50 GHz and a CW 
power density of 2.6 W/mm at 10 GHz "!. Low ohmic contact resistances are required to achieve a 
high power efficiency and high cut-off frequencies. Although a transfer contact resistance of 0.4 ~ 
0.6 Q-mm for AIGaN/GaN MODFETs can be obtained with the multi-layer ohmic scheme m , the 
high annealing temperature of 900 °C results in an ohmic alloy with large edge roughness of 0.3 ~ 
0.4 um, making implementation of deep sub-micron devices difficult pl . Here we report a new 
ohmic scheme using n+ source and drain re-growth which yielded both a low contact resistance and 
clear-cut ohmic boundaries with a lower annealing temperature. 

2.  Device fabrication and performance 

The epi-layer structure for this study is shown in Fig.l (a). The growth by metal organic chemical 
vapor deposition (MOCVD) started with a 200 Ä GaN nucleation layer. This was followed by a 0.4 
|im unintentionally doped (UID) GaN layer (n ~ 4xl016 cm"3). The Al.15Ga.85N gating layer consisted 
of a 30 Ä LTD spacer, a 150 A Si doped donor layer (n ~ 3xl018 cm"3) and a 120 Ä UID cap. The 
background doping density of the UID Al.j5Ga.g5N was ~lxl018 cm"3. 

Two samples with the same nominal structure were used for a direct comparison of the n+ 

regrown contact method with the conventional one. The process flow of the n+ re-growth method is 
shown in Fig.l. First, a 4000 Ä SiÜ2 pattern was deposited by electron beam (E-beam) evaporation. 
With this as a mask the Al.15Ga.g5N layer and 1000 Ä of GaN in the source and drain regions were 
removed by Cl2 reactive-ion-etching (RIE). Then the wafer was transferred into the MOCVD reactor 
and 6000 ~ 8000 Ä of n+ GaN (Si doped to 2xl018 cm"3) was regrown. Over-growth was avoided by 
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choosing the proper orientation (please see reference [4] for details). Fig.2 shows the scanning 
electron microscope (SEM) image of the regrown source/drain regions. Inspection indicated that the 
roughness of the n+ GaN edge duplicated that of the SiOi boundary. The Si02 was removed with HF 
after the re-growth and the rest of the process was the same as for the conventional GaN MODFET: 
Ti/Al (200A/2000A) was evaporated and annealed at 670 °C. Mesa isolation was done by RIE with 
photo-resist as the mask. Finally, Ni/Au (200A/4800A) was deposited as the gate metal. 
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Fig.2 An SEM image of the n* regrown source/drain regions with the Si02 mask (Lsd=4)xm). 
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Fig.3 Linear curve fits of the TLM measurement results for determining contact resistances 

(1. conventional method: R,;=3.0 n-mm; 2. n+ regrowth method: R^O.44 ii-mm). 

On-wafer, 19 urn square, TLM patterns with separations from 2 to 30 |j,m were used for the 
contact-resistance measurement. Fig.3 shows the results of both methods. A typical transfer contact 
resistance of 0.44 Q-ram was achieved with the regrown ohmic contact, not far from the 0.2 fi-mm 
value generally obtained with GaAs MESFETs. Compared with the 3 £2-mm value using the 
conventional scheme, the new method showed an improvement by a factor of 7. The MODFET 
output IV characteristics are shown in Fig.4. The new scheme resulted in a much lower knee voltage 
of ~ 3 V, a higher transconductance of 170 mS/mm and a better current-gain cut-off frequency of 10 
GHz, as compared with the values of 7 V, 130 mS/mm and 7 GHz accordingly for the conventional 
scheme (gate-lengths were both 1.2 (im). The breakdown voltages for both devices with a gate-drain 
separation of 1 (J.m are ~ 100 V, showing no degradation due to the re-growth process. 
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3.  Conclusion 

we have developed a new ohmic contact scheme for AlGaN/GaN MODFETs with n+ re-growth, 
which yielded a low transfer ohmic contact resistance of 0.44 Q-mm. Since the n+ ohmic region is 
defined by E-beam evaporated Si02 through lift-off, a clear-cut ohmic edge can be achieved which 
potentially facilitates fabrication of deep sub-micron devices. 
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Abstract. Alo.nGao.89As in the base, adjacent to the collector has been used to eliminate the conduction 
band spike and demonstrate double HBTs with high breakdown voltages, BVCEO and BVBco, of 44V (current 
gain of 20) and 54V respectively with a lam thick GalnP collector doped to 2xl016cm"3 without any voltage 
dependence on the gain. The inferred electron lifetime in the AlGaAs base was found to be approximately 
ten times smaller than the equivalently doped GaAs. Analysis of the Kirk effect yielded an estimate of the 
effective velocity in the GalnP collector of 4.3x106cms"' at room temperature. A graded AlGaAs base and 
graded transition from GalnP at the base/collector junction to AllnP demonstrated a record breakdown 
voltage, BVBco=74V, for the same collector doping and thickness. Electron impact ionisation coefficients 
were measured for use in an Ebers-Moll model to predict breakdown voltage. 

1. Introduction 

A high breakdown voltage and good frequency and current handling near saturation are both required 
for high power and power added efficiency [1] in GalnP/GaAs high-power microwave HBTs. Lattice 
matched GalnP or AllnP as the collector material increases the breakdown voltage compared to GaAs 
but both have an undesirable conduction band spike at the junction with the GaAs base which 
compromises the device performance close to saturation. An n" spacer layer at the base/collector 
junction and/or a high delta-doped layer in the conduction band spike, to depress the spike and 
encourage tunnelling, respectively, have been tried but may lead to premature space charge storage 
effects at high collector current densities or Zener breakdown if the delta-doped region is not positioned 
accurately in the spike and with the correct amount of dopant. 

In this paper, we present a novel approach to eliminate the conduction band spike using AlGaAs 
as the base material, which has been shown recently to have a zero conduction band offset with GalnP 
for a composition of Alo.nGao.89As [2]. This structure has enabled us to assess the effective saturation 
velocity under high space-charge injection conditions. Direct comparisons were made of the GaAs and 
AlGaAs bases using magneto-transport measurements. Impact ionisation measurements made directly 
on the HBTs, have enabled accurate predictions of breakdown voltages over a range of collector 
material, doping levels, thicknesses and temperature to be made. 

2. Experiment 

The DHBT structures were grown in an MR350 (MR Semiconductors Ltd) low pressure (150 Torr) 
horizontal MOVPE reactor. A 0.5|xm thick GaAs subcollector doped to n=3xl018cm"3 grown on an n+ 

GaAs substrate was followed by a l|J.m thick collector of Gao.52Ino.48P or Alo.52Ino.48P with a 250Ä 
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region graded from Gao^InoASP at the collector base junction to Alo.52Ino.48P. The collector was doped 
to either lxlO'W or 2xl016cm~3 with the graded layer in the case of the Alo.52Ino.48P collector doped 
to 2xl017cm3 to maintain a zero electron blocking spike at zero bias. The 0.08|J.m thick C-doped (p=l 
to 5xl019crn3) base layer was linearly graded AlxGai.xAs (x=0.11 at the collector to x=0.21 at the 
emitter) and had a Ga0.52lno.4«P emitter layer (0.25nm thick) doped to n=5xl017cm3 on top. Two further 
0.05nm thick layers of Gao.52Ino.48P and GaAs completed the structure with doping of n=3xl018cm"3 and 
n=5xl018cm3, respectively. The source materials were AsH3 and PH, (both 100%) and TMGa, TMIn 
and TMA1. lOppm disilane in He and 450ppm CCL, in H2 were used for the n and p-doping respectively. 
Growth was carried out at 700°C except for the base which was grown at 620°C to ensure high C 
incorporation. The 120(j,mxl20pim devices were fabricated using a standard double mesa process with 
InGe/Au and Pd/Zn/Pd/Au used for the n and p type contacts respectively. 

The collector doping was determined by C-V measurements, and magneto-transport experiments 
were performed to determine the minority carrier mobility in the base [3]. Impact ionisation coefficients 
were measured directly on the HBTs using the injected emitter current into the collector depletion 
region to initiate multiplication [4]. 

3. Results and Discussion 

Figure 1 compares the output characteristics of DHBTs with (a) an Alo.11Gao.89As base with a GalnP 
coUector and (b) an Alo.11Gao.89As base with a AUnP collector including a 250Ä linear compositional 
graded region at the base-collector interface, to a GaAs base and a GalnP collector. The very effective 
elimination of the conduction band spike by interfacing the Alo.nGao.89As composition at the collector 
side of the base with GalnP at the collector is clearly demonstrated by the absence of any significant 
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Figure 1: DHBT output characteristics of (a)GaInP and (b)AlInP collectors with AlGaAs bases compared to a GalnP 
collector with a GaAs base (broken line). 
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voltage dependence of gain with the AlGaAs base. In the GaAs base device the low current gain at 
VCE<20V is due to excess base charge storage resulting from the conduction band spike at the collector. 
The breakdown voltages, BVCEO and BVBCO, were measured separately on a curve tracer to give values 
of 44V and 54V respectively with a lpm thick GalnP collector doped to 2x10 cm and a current gain 
of 20 (case (a)). The AlrnP collector device demonstrated a record breakdown voltage, 
BVCEO=BVBCO=74V, for the same collector doping and thickness with a current gain of 8. The 
difference in these current gains is mainly due to a base doping concentration difference. 

Magneto-resistance measurements on the AlGaAs base, together with the DC current gain, 

yielded electron lifetimes ten times less that equivalently doped GaAs which would affect (reduce) fmax. 
However, the built-in field offsets this to a degree by reducing the base transit time by a factor of 2.4 
which would enhance f,. The graded base enhances the gain by this factor compared to a non-graded 
base with the same average Al and doping concentration. 

The Kirk effect was used to determine the important effective electron saturation velocity in 
GalnP Because of the lack of a conduction band discontinuity in our structures, the effect of field 
reversal at the base-collector junction [5] could be clearly observed without being masked by the 
blocking effect of the spike. The well known Kirk effect equation applies in this case: 

JK = qvs 

^     2eVCB Nc+      CB 

qw0
2 (i) 

where JK is the collector current at the onset current gain reduction, q the electronic charge, vs the 
effective collector velocity, Ncthe collector doping density (lxlO'W in this case), e the dielectric 
constant in the collector, VCB the collector-base junction bias including the built-in potential, the applied 
bias and voltage across the collector and base series resistance due to the collector and base current 
flow respectively, and Wc is the base width. The potentials across the base and collector resistances 
tend to reverse and forward bias the base-collector junction respectively and a good knowledge of both 
is required to solve (1) for vs. The observed onset of current gain reduction is due to the build-up of 
electron space charge in the colector causing the field to reverse at the base-collector junction [5], 
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Figure 2: Electron ionisation coefficients measured on a 
range of collector materials. 

Figure 3: Variation of electron ionisation 
coefficients with temperature. 
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resulting in an increase in the electron storage in the base. Note that base pushout, where holes from the 
base move into the collector to neutralise the electron space charge, does not occur in this structure due 
to the blocking action of the valence band discontinuity. Equation (1) was solved for vs using measured 
and estimated values of the collector and base series resistances to calculate VCB- Using pulsed (200ns) 
emitter-base bias with a 0.5xl0"3 duty cycle yielded vs=4.3xl06cms"1. This value is in good agreement 
with that reported (4.4xl06cms"') from the dependence of cut-off frequency with collector depletion 
width [6] but may represent a lower limit because of current crowding effects in these large devices. 

Measured electron ionisation coefficients for GaAs, GalnP and AITnP and are shown in figure 2. 
The temperature dependencies for AITnP are shown in figure 3. Such data were included in a 
comprehensive Ebers-Moll model which contains a wide range of temperature dependent effects and 
figure 4 illustrates the calculated output characteristics at two temperatures. The ionisation data 
exhibited here enables breakdown characteristics to be predicted for a wide range of materials, 
temperatures, and doping and thicknessess of collectors. 

4. Conclusions 

Alo nGao.89As in the base layer of an HBT, next to 
the collector, eliminates the conduction band spike 
in GalnP and AITnP collectors, demonstrating the 
usefulness of these structures for high power- 
added efficiency devices. The AlGaAs base 
material has a reduced gain compared to GaAs for 
a given doping density, but this effect can be 
partially offset by employing grading in the base. 
The effective saturation velocity for GalnP has 
been estimated to be 4.3xl06cms"1; somewhat less 
than that for GaAs but still useful for lower 
frequency applications. Electron impact ionisation 
coefficients have been measured directly on the 
HBTs and can be successfully used to predict 
breakdown behaviour in HBTs covering a range 
of collector materials, thicknesses and doping 
densities. 
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Abstract. A new emitter design based on composite AlGaAs/GalnP approach is described which allows 
significant reduction of CBE and improved high frequency performance. Self-aligned composite 
AlGaAs/GalnP and traditional emitter design HBTs were fabricated on CBE layers grown with TBA/TBP 
precursors. CBE of composite emitter HBTs is significantly lower than for traditional designs and does not 
show significant variation with collector current. This leads to enhanced fT characteristics for composite 
emitter HBT designs and confirms the theoretical expectations. The CBE achieved with the new designs was 
by at least 4 times lower than that of conventional transistors and resulted in 20% enhancement of cutoff 
frequency. 

1. Introduction 

GalnP/GaAs Heterojunction Bipolar Transistors (HBTs) offer significant advantages over 
AlGaAs/GaAs devices such as large valence band discontinuity and excellent etching selectivity as 
demonstrated by the authors[l] and other laboratories [2], [3]. Excellent microwave properties have 
been obtained using GalnP HBTs [3] and Chemical Beam Epitaxy (CBE) using TBA/TBP precursors 
has been reported for material growth of such devices [4]. A common limitation in high speed 
performance of HBTs has been their relatively large base-emitter capacitance(CBE) which is limited by 
mobile carrier transport in the emitter region [5]. Mobile carrier transport takes place in traditional 
HBT designs by diffusion and results in charge accumulation in the emitter and thus increased CBE- To 
reduce the impact of this effect, a composite AlGaAs/GalnP emitter design was employed. A 
compositionally graded AlGaAs layer forms an electron launcher at the interface with the GalnP layer 
which injects the electrons at a high kinetic energy towards the remaining part of the emitter, thus 
resulting in lower free carrier concentration and smaller CBE, especially at high current drive(Jc). 
Although the dynamic resistance of the HBT also increases with Jo the CBE increase in traditional 
designs plays a predominant role, dominating therefore the emitter time constant (TE). This paper 
addresses experimentally the new emitter design based on the earlier reported composite 
AlGaAs/GalnP approach [5] which allows significant reduction of CBE and thus improved high 
frequency performance. 

CCC Code O-78O3-3883-9/98/$10.0O © 1998 IEEE 
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2. Layer Structure and Device Fabrication 

The new emitter HBT design consists of a compositionally graded 5xlOl7cm"3, 380Ä thick AlGaAs 
(Al : 0 -» 0.22) layer followed by undoped 100Ä thick GalnP which serves in reducing the spike 
created in the conduction band of the AlGaAs/GalnP heterointerface. A 5xl016 cm"3, 400Ä thick 
emitter layer is used below the undoped GalnP and the p-doped base. To better evaluate the advantages 
of the new emitter design and validate the proposed approach, an abrupt junction GalnP/GaAs 
traditional HBT was also fabricated for comparison. The emitter design of the traditional HBT consists 
starting from the emitter cap, of an n+ (lxlOl9cm~3) GalnP, 700Ä thick layer followed by n (3xl017 cm" 
), 2000Ä thick GalnP. A common design feature of the two HBT structures is a GalnP etch stop layer 

between the GaAs collector and subcolllector. This can be used to form a laterally etched undercut and 
leads to reduction of the CBc capacitance and thus cutoff frequency enhancement. The GalnP/GaAs 
HBT layers were grown by CBE. Group III atoms were provided by TEGa and TMIn. Precracked 
tertiarybuthylarsine and phosphine (TBA,TBP) and uncracked trisdimethylaminoarsine (tDMAAs) 
were employed as Group V sources. Uncracked hydrogen sulfide (H2S) and TMGa were used for n- 
and p- doping respectively. The employed growth approach resulted in very high level of 
reproducibility of growth parameters and very low defect densities as expected earlier on by the 
authors [6]. Self-aligned HBTs with single 2x30um2 emitter fingers were fabricated on the above 
layers. The key process features are as follows; Ti/Pt/Au non-alloyed emitter and collector ohmic 
contacts; Pt/Ti/Pt/Au non-alloyed base contacts, GalnP emitter etch by HC1 and pillar/airbridge 
fabrication using Ti/AI/Ti/Au. GaAs collector undercut as necessary for CBC was achieved by a wet 
etching solution consisting of NH4OH : H202 : H20. Fig. 1 shows the cross-section of a completed 
HBT with laterally etched undercut. 

Emitter metal 

Si   _ "': 
  LEU               Collector 

10KU    X16,000      \v% N012 

Fig. 1. Cross-section of the device profile with laterally etched collector. 

3. DC and Microwave Performance 

Typical DC characteristics of the composite emitter and the traditional emitter device are presented in 
Fig. 2(a). DC gain of 30 and 28, base ideality factors of 1.72, 2.26 and collector ideality factors of 
1.26, 1.27 and a collector-emitter breakdown voltage of above 13.5V are obtained for the composite 
emitter and traditional emitter device respectively. The offset voltage (V0ffset) of both devices was 
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about same (0.15V). The microwave properties of HBTs were measured in common-emitter 
configuration using on wafer tests and an HP8510B network analyzer. The power and current gain 
versus frequency characteristics of the composite emitter HBT are shown in Fig. 2(b). The current gain 
cutoff frequency (fT) extrapolated from the measured IH21I using a -6dB/Oct slope rule was 60GHz for 
the composite emitter design HBT, and 43GHz for the traditional emitter design HBT. The maximum 
oscillation frequency (f^) from Mason's U was 75GHz for the composite design, and 60GHz for the 
traditional design at VCE=2V, Ic=18.1mA and VCE=2V, Ic=16.5mA for the composite and traditional 
designs respectively. 

(a) 

Fraquency[GHz] 

(b) 
Fig. 2. DC (a) and Microwave (b) characteristics of the composite emitter HBTs, Vc 

Ic=18.1mA.(Emitter size: 2x30um2) 
>=2V, 

The HBT equivalent circuit parameters were extracted from S parameter data using our previously 
reported analytic approach [7]. The total delay time (Td) and forward transit time (xF = TB + Tc) were 
calculated analytically from the impedance block elements of the HBT equivalent circuit. The relations 
below summarize the approach used [7], [8]: 

Td = XE + TB + Tc + Tc' = ang([Zi2-Z2l]/[Z22-Z2l])    (1) 

TF = TB + TC = - tan'tRetaZBc]/ Im[aZBc])      (2) 

where TE ~ CBERBE, tc - CBCRC 

The calculated Td, TF as function of frequency from the extracted small signal parameters were as 
follows; In case of the composite emitter design, a Td of 2.33psec, a TF of 2.2psec were achieved which 
leads to an emitter delay time(TE = Td - TF - ic) of only 0.071psec; TC'= CBCRC was in this case 
0.059psec. On the other hand, the total delay time (Td) of the traditional design was 3psec while its 
forward transit time (TF) was 1.66psec. The resulting emitter delay time (TE) for the traditional design 
was consequently 0.485psec. These results indicate that the emitter delay time of the composite design 
is much shorter than that of traditional design HBTs. Thus the composite design leads to enhancement 
of cutoff frequency which in the case of the tested devices is of the order of 20%. The CBE and fT 
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dependence on Je manifests distinct features for composite and traditional emitter designs as shown in 
Fig. 3 for a 2x30nm2 single emitter device. In particular, the CBE of composite emitter HBTs is 
significantly lower than that of traditional designs and presents a weak Jc dependence. This feature is 
representative of the new design and as expected from theory leads to enhanced fT performance. Best 
microwave performance for composite emitter HBTs was fr=60GHz and fmM=75GHz for a 2x30nm 
emitter geometry. In summary, we have applied CBE growth technology using TBA/TBP precursors to 
the demonstration of self-aligned composite emitter AlGaAs/GalnP designs and showed the superior 
properties of such designs for reduced emitter-base capacitance and enhanced fr performance. 

60 

50 
^>j 

W40 

a 

20 

—-S&?—— 

VCE=2V 

10 

o 

lc[mA] 

£« 
.3    V» 

Cbe^- 

-~Tr~ 

VCE=2V 

lc[mA] 

o 
y 

100*; 

3 

(a) (b) 
Fig. 3. Comparison of CBE and fT of the composite emitter design (a) and the traditional emitter 

Design (b) HBTs. 

Acknowledgement 
Work supported by CNET France Telecom/DRI (Contract No. 
ARO/URI (Contact No. DAAL03-92-6-0109). 

94 6M 917), Thomson-CSF and 

References 
[1] Y. J. Chan, D. Pavlidis, M. Razeghi, F. Omnes, Int. Symp. on GaAs and Related Compounds, 

1989, p891. 
[2] T.Takahashi, S Sasa, A Kawano, T. Iwai and T. Fuji, Intl. El. Dev. Meeting. 1994 p. 331. 
[3] D. A. Ahmari, M. T. Fresina, Q. J. Hartman, D. W. Barlage, P. J. Mares, M. Feng, 

and G.E. Stillman, IEEE Electron Device Letters, 1996, vol.17, No. 5 p226. 
[4] G.I. Ng, D. Pavlidis, J.C. Garcia, Conf. on Indium Phosphide and Related Materials, 1994. 
[5] J. Hu, Q. M. Zhang, R. K. Surridge, J. M. Xu and D. Pavlidis, IEEE Electron Device 

Letters, 1993, vol. 14, Nol2, p563. 
[6] J. C Garcia. C. Dua. S. Mohammadi and D. Pavlidis, 38th Electr. Mat. Conf. Santa Babara, CA 

1996 p EE9. 
[7] D. R. Pehlke, D. Pavlidis, IEEE Transaction on Microwave theory and techniques, 1992, 

vol. 40, No. 12, p2367. 
[8] J. M. M. Rios, Leda M. Lunardi, S. Chandrasekhar, Y. Miyamoto, IEEE Transaction 

on Microwave theory and techniques, 1997, vol. 45, No. 1, p39. 



443 
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in GalnP/GaAs/GaAs and GalnP/GaAs/GalnP HBTs 
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Abstract 
Saturation charge storage effects can degrade bipolar transistor performance for both analog and 

digital applications in which the base-collector junction can become forward-biased. In this work, we have 
measured the saturation charge storage time of GalnP/GaAs HBTs with GaAs and GalnP collectors, and 
have shown that there is a significant reduction in the charge storage for the GalnP case (DHBTs). 
Krakauer's method was used to measure the charge storage time. This work illustrates that DHBTs are 
promising devices for circuits in which transistor saturation occurs. For these applications, the devices also 
benefit from low offset voltage and high breakdown voltage associated with the GalnP collector. 

1. Introduction 

Charge storage effects can degrade the performance of bipolar transistor for both analog and digital 
circuit applications when the transistor is used as a switching device. In the "on" condition, the voltage drop 
across the load impedance forces the collector voltage to fall below the base voltage, forward-biasing both the 
base-collector and the base emitter junction, and injecting holes into both the neutral collector and the neutral 
emitter region. To turn the transistor "off," the minority carriers injected into the collector ("stored charge") 
must first be dissipated through external circuitry or through recombination. In this work, we have measured 
the recovery time of GaAs-based HBTs using Kraukauer's method. We show that the use of GalnP collectors 
dramatically reduces the charge storage effect. 

2. Charge Storage Effects and Reduction Method 

When the base-collector junction of an HBT becomes forward-biased, minority carrier concentrations 
increase from their equilibrium values.   This corresponds to the 
build-up of excess electrons in the base of the device, and excess        jT] [B] |cj 
holes in the quasi-neutral collector.    In general, the excess ^ -»• Electronflow 

minority carrier charge in the base is much smaller than that y\/^'       NN
\  unimpeded 

stored in the collector, since the base is highly doped, and is thin.       - ^-....  
The build-up of minority carrier charge in the collector   can  
subsequently prevent the junction voltage from changing rapidly j     [*H——___ ^ 
after the sudden application of a reverse bias.  _^hoie \ 

A common method to prevent charge storage    is to injection       ^»  
connect a schottky diode across the base-collector junction. The blocked 
schottky   diode   turns   on   before   the   base-collector   diode, Fig 1. Band diagram of DHBT 
preventing   charge   storage   in   the   base   collector  junction. 
However, schottky barrier diode would increase capacitance, reduce breakdown voltage, and increase area. 

One other way to reduce the charge storage is to block the hole injection into the lightly doped n region 
(collector). This can be achieved by the application of heterojunctions[l], by using a material for the collector 
having a bandgap larger than that of the base. The wide bandgap collector has the same function as the wide 
bandgap emitter of an HBT, that is, it creates a potential barrier for hole injection which is larger than the 
corresponding barrier in the conduction band that governs electron flow. 
The hole concentration at the collector edge of the B-C depletion region can be expressed as 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Pn = P«oexP("^r) (1) 

where V is the potential difference between the quasi-fermi level for the p type and the n-type regions (equal to 
the applied junction voltage), and pno is the equilibrium hole density in the collector. P„o is related to the 

intrinsic carrier concentration nj of the collector and its doping level nc through pno=nj2/nc. With the use of 

GalnP in the collector in place of GaAs, (with a bandgap greater by AEg=0.45eV), the value of nj is much 
lower, which in turn reduces the value of p„ by a factor of exp(-AEg/kT). 

3. Device Structures 

The HBTs and DHBTs were fabricated 
with MOCVD grown material from Kopin 
Corporation. The layer structures are shown in 
figure 2. The wide bandgap of the DHBT 
provides the desired blocking of the hole 
injection into neutral collector. The collector 
is designed such that the conduction band is 
pulled down by the undoped GaAs setback 
layer and the heavily doped GalnP layer, 
thereby    minimizing    the    potential    barrier 

associated     with     the     conduction     band 
discontinuity between GalnP and GaAs [2] [3]. 
The use of the GalnP collector also provides for higher breakdown voltage, because of its lower impact 
ionization coefficients at a given electric field [4]. 

Devices used for this study had emitter dimensions of 5 x  12 um2 and base-collector junction 
dimensions of 15 x 22 um2. 

GaAs(SI)   1200 A     5x10"cm-3 GaAs(SI)  1200 A    5x10«cm^ 

InGaP(SI) 300A     5x10« cm-» InGaP(Si) 300A     5x10"cm-3 

InGaP(Sl)     600A   4.5x10" em-» InGaP(SI)     600A    4.5x10i7Cm-3 

GaAs(C)     500A      4x10»cm-3 GaAs(C)    500A     4x10i*cm-3 

GaAs(Sl) 200A       undoped 
GaAs(SI) 3000A      3x10" cm-3 

InGaP(SE)  200A      5x10" cm-» 

InGaP(Si)  4000A    3x10«cm^ 
GaAs(SI)    3 500A    3x10« cm-* 

InGaP(Si)  500A      5x10« cm-s 

GaAs(SI)    500A      5x10"cm-3 GaAs(SI)   500A     5x10i«cm-3 

GalnP DHBT Structure GalnP HBT Structure 

Fig.2. Device layer structures 
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4. Device DC and AC characteristics 

The devices made exhibit DC common emitter curves as shown in fig.3. The rV curves illustrate low 
offset voltages for the DHBTs, which indicate that the 
technique used to reduce the B-C conduction band barrier 
was effective. The devices exhibit ft and fmax values of 25 
and 25 GHz, respectively. This means that these devices 
have small parasitic capacitances and inductances, making 
large signal analysis more accurate. 

5. Measurement Technique 

Krakauer's method was applied to HBTs in this 
work for the first time.   This approach consists of a time- 
domain measurement of a diode's transient response to a 
large signal sinusoidal voltage input. By appropriate fitting of 
the observed transients, the charge storage time of the diode 
may be obtained.   With subsequent modeling (for example, 
within SPICE) the behavior of the transistor can be obtained. 
The complete setup of the measurement is shown in figure 4. 

The base collector diode is DC biased near the turn on voltage (Vd,on=1.3V, Vdc=1.16V). As the 
incoming sinusoidal excitation drives the base voltage in the positive direction, the diode turns on and conducts 
forward current.   The forward current is a result of the injected electrons and holes which are stored in the 

8      10 

V<*(v) 

Fig.3. Measured DHBT Common-emitter I-V 
characteristics 
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neutral regions of the base and collector. As the input drops below the turn on voltage, the stored charges keep 
the diode turned on and the negative going input voltage causes a reverse current to extract the stored charges. 
In the absence charge storage effect, then the output signal is a half-wave rectified sine wave, as verified for the 
case of the Schottky diode. 

Bias-tees were used to allow flexibility in establishing dc bias conditions. In our data, the effect of the 
output bias-tee has been de-embedded by numerical 
calculation from the measured oscilloscope 
waveform. 

out . 
Analysis: 

The complete analysis of the current transient 
waveforms obtained in HBTs is complex, and will be 
treated  in  a  separate  publication.     A  simplified 

Fig. 4. Saturation charge storage measurement setup       treatment, however, can provide a semiquantitative 
understanding of the relationship between the 

observed transient waveforms and the charge storage time of the diode, in a manner similar to the well-known 
derivation of the minority carrier response to a step excitation [5]. The minority carrier distributions within the 
collector is calculated from drift-diffusion transport equations. An approximate solution to the distributions can 
be obtained assuming sinusoidal steady-state distributions during the period that the junction is forward-biased, 
and during the reverse-bias period, until the time at which the junction minority carrier density drops to zero. 
Subsequently, the device transients are controlled by depletion capacitance rather than minority charge storage. 
As a result of this analysis, it is found that 

Ts= —tan"1 (COT) (2) 
J    2(0 

where Ts is the duration of the negative recovery transient, x is the recombination time of minority carriers 
within the collector, and co is the angular frequency of the sinusoidal input signal. This simple result embodies 
some approximations, including the following: 
1) the current waveform is taken to be strictly sinusoidal (while in the experiment, the device voltage is more 

accurately sinusoidal). 
2) details of the circuit embedding of the device are ignored, and the effect of elements such as B-C depletion 

capacitance is omitted. 
3) low level injection has been assumed; similarly, the finite extent of the collector region, and the possibility 

of built-in drift fields within are ignored. 
4) the junction is taken to be effectively one-sided, and all the current (in both forward and reverse directions) 

flows due to hole diffusion. 
The total minority charge storage in the collector for a one-sided junction is of the order of Jmml. For a 

more realistic situation in which the total current flow has contributions from hole diffusion, electron diffusion 

in the base, and recombination in the space-charge region, the hole storage is given by y3m!a% where y is a 
factor describing the fraction of the total forward current contributed by hole diffusion in the collector. 

Measurement Results 

The measured time domain responses are shown in figures 5a and 5b. There is significant reverse 
current (which manifested itself as a negative "dip") as observed in the rectified sinusoidal waveform for the 
SHBT base-collector junction (GaAs homojunction). The response for the DHBT base collector (GalnP/GaAs) 
heterojunction, the reverse current has significantly reduced amplitude. This is an indication of the reduction in 
stored charge. From the integral of the reverse current, the magnitude of the charge storage for the GaAs 
homojunction can be estimated to be at least 20 times the magnitude of the GalnP/GaAs heterojunction. Due to 
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the limited resolution of the oscilloscope and parasitic elements in the setup, it is difficult to accurately 
determine the charge storage time of the DHBTs. However, it can be readily seen that the reduction in charge 
storage effect is dramatic with a heterojunction. For the SHBT BC junction, the durations of the reverse 
current were measured and plotted against the magnitude of the input sinusoidal excitation as shown in figure 6. 
The charge 
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Figure 5. a) SHBT BC response b) DHBT BC response to sinusoidal input with peak to peak voltage of 
250mV to 500mV 

storage time is approximately a constant at 550ps. The life time of 
the minority carrier in GaAs then is approximately 1.1ns from 

equation (2). 

Conclusion 

The saturation charge storage has been measured for HBTs and 
DHBTs for the first time, using the Krakauer method. The results 
indicate recombination times of the order of 1 nsec, and show that 
the total stored charge is dramatically less in the case of HBTs with 
wide-bandgap collectors. These results suggest that DHBTs will be 
useful devices for operation under conditions of transistor 
saturation, for example, in switching mode power amplifiers. 
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Abstract: Self-aligned AlGaAs/GaAs Single HBTs were fabricated using different epilayers with identical 
layer structure and processing technology. These HBTs manifested different long-term reliability 
characteristics despite their identical device design and similar DC characteristics. The low-frequency noise 
characterization of these devices revealed generation-recombination centers with activation energies from 120 
meV to 200 meV. The base-emitter region 1/f noise of these devices was found to be in correlation with the 
long-term reliability. 

I. Introduction 

AlGaAs/GaAs heterojunction bipolar transistors (HBTs) are being explored for a large number 
of microwave power applications [1][2]. Their reliability has been studied using bias and thermal 
stressing techniques [3][4]. The technique explored in this work is based on a possible relationship 
between low-frequency noise properties and HBT reliability[5]. Recently the long-term reliability of 
HBTs has been improved to values comparable to Silicon devices. Using different methods such as 
Indium co-doping in the base as well as GalnP emitter, has resulted in MTTF values over 107 hours[6]. 

II. Device Technology and Electrical Characteristics 

Single heterojunction self-aligned AlGaAs/GaAs HBTs were fabricated on Metalorganic 
Chemical Vapor Deposition (MOCVD) grown layers. The same device design was used for all devices 
analyzed in this work, but MOCVD materials of different origin were employed for comparison. 
Identical technology was used for HBT processing to minimize the influence of technology on 
reliability characteristics. The DC analysis of 8 finger 2.5 um x 20 urn HBTs revealed a current gain 
(ß) of 30 and very similar Gummel, ß vs. Ic and Ic-Vce characteristics independent of layer used. The 
microwave analysis of HBT characteristics revealed fT and f^ values of 60 and 100 GHz, 
respectively. 

The HBTs were subjected to bias and temperature stress to evaluate their long-term reliability. 
The stress test was performed under 25 kA/cm2 and 125 °C junction temperature using 20% 
degradation in current gain as criterion for reliability. A median time to failure (MTTF) of 100 hours 
(low-reliability devices) to 109 hours (high-reliability devices) was evaluated. The degree of device 
reliability appeared to depend on the choice of material used for fabrication. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Fig. 1: Base noise of HBTs with different emitter geometry. Results permit investigation of P/A influence on noise. 

III. Low-Frequency Noise Characterization 

Low-frequency noise tests were performed using an HP3561A dynamic signal analyzer and a 
system with specially made bias networks to minimize the influence of external components on noise 
measurement [7]. Tests of low and high-reliability HBTs were performed on 38 devices under 
different bias conditions. The devices were also measured under variable temperature conditions in 
order to study the presence of generation-recombination noise and traps associated with it. 

The origin of 1/f noise was first investigated by studying several devices with the same emitter 
area but different perimeter to area ratio (P/A). No geometry-dependence was observed for the base 
low-frequency noise as shown by Fig. 1. The same observation was also made for collector noise. 
Therefore, it was concluded that the origin of the low-frequency noise of these HBTs is not related to 
surface effects. These observations are in agreement with long-term reliability tests, which show no 
particular dependence on P/A. 

Fig. 2 shows the collector noise spectral density of stressed and unstressed low and high- 
reliability HBTs. The collector voltage Vce was 3 Volts and the collector current, h was set to 0.5 mA 
and 10 mA. The base was grounded with a large capacitor to eliminate the base noise current. The 
collector noise observed in these devices has a 1/f noise component with a relatively low corner 
frequency (fcomer) (1 kHz <fcomer < 10 kHz for low-reliability HBTs and 200 Hz <fcomer < 1 kHz for 
high-reliability HBTs). The results of Fig. 2 show that the magnitude of the 1/f noise component 
increases upon stress for both low and high-reliability HBTs. However, stress does not affect the HBT 
collector noise at higher frequencies. These trends suggest that the 1/f noise component of collector 
noise spectral density can be indicative of the device quality. Statistically, however, it was found that 
the collector noise spectral density of low and high-reliability HBTs is comparable and cannot 
consequently be used as a good measure of device quality and reliability. 

Fig. 3 shows the base noise spectral density of the low and high reliability HBTs measured 
before and after stress. The bias condition was Vce = 3 Volts and lb = 50 fJA and 250 ßiA. For this 
measurement, collector was grounded with a large capacitor to eliminate any collector noise current 
being fed back to the base. 
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Fig. 3: Base Noise Spectral Density of low and high-reliability HBTs before and after stressing. 

In both low and high-reliability HBTs, stress application increases the base noise spectral 
density. This increase is much more pronounced at higher base currents as shown by the results of 
Fig. 3. Another important observation is that the high-reliability HBTs show significantly lower base 
noise than low-reliability HBTs. In fact, the average base noise spectral density of high-reliability 
HBTs was found to be more than one order of magnitude lower than that of low-reliability HBTs at/= 
10 Hz. This establishes, for the first time, a significant selection criterion namely the correlation of the 
base noise of AlGaAs/GaAs single HBTs to their long-term reliability characteristics. On the other 
hand, as explained earlier on, the collector noise does not show any significant correlation with the 
HBT long-term reliability. 

Low-temperature base and collector noise characterization was also performed on low and 
high-reliability HBTs. These tests were performed before and after stress application to permit a study 
of traps as a function of stress. Base and collector noise at different temperatures were plotted in 
Arrhenius plots to find activation energies of base-emitter and base-collector trap centers, respectively. 
For stressed and unstressed low-reliability HBTs, collector-base activation energies of 120 meV and 
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125 meV were found, respectively. Stressed and unstressed low-reliability HBTs had base-emitter 
activation energies of 140 and 149 meV, respectively. High-reliability HBTs did not show any 
significant generation-recombination noise in the base-emitter region while an activation energy of 
207 meV was estimated for the collector-base region of unstressed high-reliability HBTs. The 
activation energy of the latter region for stressed high-reliability HBTs was estimated to be about the 
same (202 meV). Thus, stress does not affect the activation energy of generation-recombination 
centers in the base-collector region of high-reliability HBTs. 

The average trapping time (t) was evaluated from the Arrhenius plots. It was found that TTrf00K 

in the base-collector region of low-reliability HBTs decreased by an 18% upon stress application. For 
high-reliability HBTs, the change in the average trapping time within the base-collector region was 
also insignificant. However, in the base-emitter region of low-reliability HBTs a decrease of more 
than two orders of magnitude occurred in the average trapping time at T=300 K due to stress 
application. This signifies a much higher density of traps in the base-emitter region of low-reliability 
HBTs upon stress application. Since the average trapping time of carriers can be related to the local 
defect density, the number of defects generated in the base-emitter appears to increase dramatically 
upon stress application. Thus, the defect density in the base-collector region does not vary 
significantly with stress application. 

IV. Conclusion 

In conclusion, the reliability of single heterojunction AlGaAs/GaAs HBTs appear to be 
correlated to their low-frequency noise characteristics. The low-frequency noise associated with the 
base-emitter region was found to be a more sensitive parameter than collector noise for predicting the 
reliability of these devices. The origin of the low-frequency noise was found to be independent of 
surface effects. The activation energies of generation-recombination centers estimated from low- 
temperature noise characterization were between 120 meV to 200 meV. Stress application did not 
change the activation energy of these traps but resulted in an increase of defect density in the base- 
emitter region. 

Overall, the base noise and the corner frequency of the 1/f noise appear to be smaller for high- 
reliability HBTs. If used as a statistical method, this technique can provide a time-saving alternate to 
the bias and thermal stress reliability tests that are currently used in practice for HBT reliability 
screening. 
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Abstract We report on a study of the DC characteristics of MOCVD-grown AlGaAs/GaAs HBT structures 
with C-doped (3-5E19 cm"3) base layers. Analysis of several series of AlGaAs/GaAs HBTs suggest the DC 
gain is dependent upon base current only, and that the base current is largely limited by bulk recombination in 
the neutral base. As part of this study, we have obtained DC gains of - 250 (@ lkA/cm2) at a base sheet 
resistance of 330 Ohms/square, which we believe is the highest DC gain ever observed for an AlGaAs/GaAs 
HBT at this base sheet resistance. Proportionally high DC gains have also been realized in HBTs with base 
sheet resistance values as low as 115 Ohms/square. 

1. Introduction 

The DC gain of large area heterostructure bipolar transistors (HBTs) is an important figure of merit 
reflecting the material quality of the requisite epitaxial layers [1]. To reduce series resistance, which 
can degrade RF performance, it is desirable to maintain or enhance DC gain while decreasing base 
sheet resistance (Rsb). Examination of the literature suggests that gain instead decreases with Rsb. 
Moreover, the DC gain of AlGaAs/GaAs HBTs, measured from large area devices, can vary 
substantially at any given Rsb value in the 100 to 350 Ohms/square range (Figure 1). While part of this 
variation may be due to differences in the collector current at which the gain is obtained, we 
demonstrate in this work that a significant part of this variation in gain at fixed Rsb can also be due to 
differences in the material quality of the base layer and its interfaces. By optimizing the growth 
parameters, we have improved the DC gain of several basic AlGaAs/GaAs HBT structures by over 
30%, compared to control samples at a fixed base sheet resistance. The observed improvements in DC 
gain are shown to be a result of a reduction in base current. The base current, in turn, behaves as if it is 
limited by bulk recombination in the neutral base. 

2. Experiment 

The MOCVD-grown HBT structures described in this work consist of a Si-doped GaAs subcollector 
and collector, C-doped base, Si-doped Alo.25Gao.75As emitter, and a Si-doped GaAs emitter contact 
with an Ino.5Gao.5As cap. In one growth matrix, a series of HBT structures, differing only in the 
thickness of the carbon-doped (4E19 cm"3) base, were grown under three different conditions (hereafter 
labeled Series A, B, and C). In this set, the growth time of the base layer was adjusted to target Rsb 

values of 115, 200, 250, 300, and 350 Ohms/square, corresponding to thicknesses of approximately 
1550, 875, 700, 575, and 500 Ä. In a second matrix, the base thickness was fixed at 700 Ä and the 
doping level was varied between 2.9 and 4.6E19 cm"3 under standard growth conditions (Series D). 

After growth, a quarter of each as-grown 4" wafer was processed into large area devices (75 |im x 75 
um). Gummel plots were obtained using an HP 4145B Semiconductor Analyzer, and the gain was 

CCC Code 0-7803-3883-9/98/$ 10.00 © 1998 IEEE 
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Figure 1. DC gain of large area devices versus base sheet resistance from this work (Series A-D) and the literature [3-10]. 
In cases where the base sheet resistance was not measured (*), Rsb was estimated from quoted base thickness and doping 
levels. The gain is reported at a variety of different collector currents, but presumably represents near maximum values. 
The lines represent fits to Series A, B plus D, and C. 

extracted at a collector current corresponding to 1 kA/cm2. The base sheet resistance was determined 
both from TLM measurements and a cross pattern. We believe the cross pattern, in which current is 
driven between two adjacent contacts and the voltage measured across the other two, gives a more 
accurate measurement, and we report these values here. Typically the TLM measurements are 5% 
lower than the cross measurements. The base current at a forward bias of Vbe = 1.75 V was also 
analyzed as a function of base thickness, doping level, and growth series. 

In an attempt to probe the minority carrier properties of the base, the minority carrier mobility of the 
1550 Ä base samples was obtained via a magnetotransport measurement [2]. Secondary ion mass 
spectroscopy (SIMS) and double crystal x-ray diffraction (DCXRD) spectra were also obtained to 
further elucidate the role of impurities and residual strain on the minority carrier lifetime in the base. 

3. Results 

Examination of the literature suggests that a publication by Wang et al. sets the standard for DC gain 
from large area AlGaAs/GaAs HBTs doped in the 1 to 4E19 cm"3 range [3]. While similar results have 
since been achieved at other laboratories, to the best of our knowledge the gains reported by Wang et 
al. have not been surpassed. In addition to results reported by other laboratories [3-10], Figure 1 shows 
the variation in DC gain with base sheet resistance of identical HBT structures grown recently at Kopin 
under three different conditions. Series B, C, and D replicate many of the previously reported results; 
the DC gain of the control HBTs (Series B and D) matches or exceeds all previously published results 
on high gain AlGaAs/GaAs HBTs. Series A results in a substantial improvement in gain over the 
entire range of RSb investigated (100 - 350 Ohms/square). 
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Figure 2. Gummel plots from three HBTs with Rsb of 350 Ohms/square 
from Series A, B, and C. 

As seen in Figure 2, the increase in gain results from a reduction in the base current. The collector 
current is essentially unaffected by the growth conditions, having an ideality factor near 1.1 in all cases 
and a turn-on voltage of roughly 1.125 volts (@ Ic = 100 uA). However, the base current for the 350 
Ohms/square HBTs decreases from 832 uA in Series C to 429 uA (@ Vbe= -1.75V) in Series A. Note 
also that the base current moves from a low current density regime in which the current is limited by 
space-charge recombination (n=1.8) to a higher current density regime in which neutral base 
recombination can dominate (n=1.38 to 1.53) [11]. In the high current density regime, the base current 
of the lower gain series (Series A, B, and D) varies linearly with thickness and doping. A linear fit of 
base current as a function of thickness does not work as well for Series A. 

4. Discussion 

At the advent of the widespread use of MBE and MOCVD for the growth of high quality ffl-V 
epitaxial layers, Kroemer proposed that the gain of heavily doped m-V HBTs at high current densities 
would be limited by bulk recombination in the base [12]. This assumption suggests that the minority 
carrier diffusion length in the base is on the order of the base width (wb) rather than much larger than 
wb as typically assumed in Si BJTs, and leads to the following gain behavior: 

ß ~ 1/Jb - T/Wb 

where Jb is the base current density and x is the base minority carrier lifetime. If the minority carrier 
lifetime is limited by trap recombination (i.e. Sah, Noyce, and Shockley) rather than Auger 
recombination, then x is expected to be inversely proportional to trap density, which is in turn 
proportional to the carrier concentration in the heavily doped base layers. Thus we expect the gain to 
be directly proportional to the base sheet resistance in the regime where gain is limited by bulk 
recombination via traps.   Despite the improvements in MOCVD and MBE growth over the past 15 
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years, it appears the gain of heavily doped (4E19 cm"3) AlGaAs/GaAs HBTs is still limited by bulk 
recombination in the neutral base, as Kromer originally predicted. As shown in Figure 1, a linear fit of 
gain as a function of RSb matches very nicely for Series C, and reasonably well for Series B and D. 
However, the high gains achieved with Series A definitely begin to exhibit a non-linear behavior. This 
non-linear behavior suggests that in Series A the trap-limited diffusion length has finally increased 
enough that other mechanisms, such as space-charge recombination, may also begin to play a role in 
limiting the gain. 

Preliminary magnetotransport measurements are consistent with the suggestion that the observed 
improvements in DC gain result from improvements in the diffusion of minority carriers across the 
base. The room temperature minority carrier mobility (measured at the University of Illinois) increases 
linearly from 2246 cm2/Vs under Condition C to 2320 cm2/Vs under Condition A. The physical 
differences (e.g. impurity levels, strain state, native defect densities) leading to the improved minority 
carrier lifetime have yet to be determined. SIMS analysis of the C, Si, H, N, Te, O, In, and Al content 
reveals that the impurity levels are the same in HBTs grown under all three conditions. This SIMS 
analysis also confirms that the carbon concentration is 4E19cm"3, and that it is constant across the 
entire width of the base. DCXRD spectra of the as-grown HBTs exhibit a shoulder on the right side of 
the substrate reflection which is dependent on the thickness and doping level of the base. Spectra of 
identical samples grown under the three conditions reveal no significant difference, suggesting that the 
strain state in the samples is identical. No attempt has yet been made to measure native defect densities 
(e.g. vacancies, interstials, etc.). 

5. Conclusions 

We have observed that the DC gain of MOCVD-grown AlGaAs/GaAs HBT structures with C-doped 
(3-5E19 cm"3) base layers is controlled by the base current, and that the base current is largely limited 
by bulk recombination in the neutral base. Thus the gain can still be enhanced by improving the 
quality of the base. We have indeed obtained high DC gains for a range of Rsb values between 115 and 
330 Ohms/square, which we believe are the highest ever reported. 
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Abstract. Pd/Ge-based ohmic contact behaviors on n-type InGaAs and GaAs were investigated. Good 
ohmic contacts were obtained by rapid thermal annealing up to 400 "C, but in the contact to n-lnGaAs, 
degradation was observed above 425'C. This was related to phase transformation and atomic redistribution. 
AlGaAs/GaAs heterojunction bipolar transistors using this ohmic contact system showed good DC and RF 
performances, which were strongly dependent on the specific contact resistance. 

1. Introduction 

Heterojunction bipolar transistors (HBTs) based on GaAs and its compounds have recently received great 
interest for their applications in microwave circuits [1]. It is critical that parasitic components should be 
reduced to fully take advantage of the device performance. One of the substantial parasitic elements is the 
ohmic contact resistance. Although various contact systems have been developed, further researches and 
improvements are still necessary to keep pace with the developments in the novel devices. Pd/Ge-based 
system has been investigated as an ohmic contact mainly on n-GaAs [2,3]. It has been understood that 
contact resistance is lowered due to an increase in doping level at the metal/n-GaAs interface by substitution 
of the Ga vacancies with the in-diffused Ge atoms. Moreover, it was reported that its penetration depth after 
annealing is as small as several hundreds A, and it shows a planar contact interface and a smooth surface 
morphology. It is believed that a similar phenomenon would occur on n-InGaAs, but there is little 
information on the Pd/Ge-based ohmic contact to n-InGaAs and its annealing temperature dependence. 
In this study, Au/Ni/Au/Ge/Pd ohmic contact on n-InGaAs was investigated and compared with that on n- 
GaAs, and its effect on the performance of HBT was also analyzed. 

2. Ohmic Contacts 

Ohmic contact materials, Pd(400Ä)/Ge(300Ä)/ 
Au(600Ä)/Ni(500Ä)/Au(900Ä) were deposited 
sequentially on both n-InGaAs (800Ä doped with 
1x10" cm'3 Si) and n-GaAs (lOOOA doped with 
3.7xl018cm"3Si) by an electron beam evaporator, 
and ohmic contact patterns were made by 
conventional lift-off technique. They were carried 
out by the rapid thermal annealing (RTA) process 
in N2/H2 forming gas atmosphere at various 
temperatures for 10 seconds. The standard trans- 
mission line method (TLM) was used to measure 
the specific contact resistance. Figure 1 shows 

Au/Ni/Au/Ge/Pd/n-lnGaAs 
Au/Ni/Au/Ge/Pd/n-GaAs 

as-dep.      350 375        400        425        450 

RTA Temperature (°C) 

Fig. 1 Variation of the specific contact resistance with 
RTA temperature. 
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the RTA temperature dependence of the specific contact resistance. In the case of contact to n-InGaAs, it 
showed the relatively low value (high-10"6 Qcm2) even without annealing. This is responsible for the low 
barrier height of metal/n-InGaAs contact. As the temperature increased up to 400 °C, the specific 
contact resistance was lowered to low-10"6 ficm2. However, degradation of ohmic contact 
characteristics was observed above 425 °C. As for the contact to n-GaAs, nonohmic behavior was 
shown before annealing, but considerable reduction of contact resistance was made by RTA. It has 
been understood that contact resistance is decreased due to increase in doping level at the metal/n- 
GaAs interface by substitution of Ga vacancies with in-diffused Ge elements. 

Phase transformations due to RTA were investigated by XRD. No remarkable phase change was 
observed below 350 °C, but the reaction of ohmic metals with InGaAs (or GaAs) or among ohmic metals 
was initiated at -375 °C so that a little phase transitions were observed. Significant phase transformations 
were generated at 425 °C and various compounds were produced as seen in Fig. 2. It is believed that 
formation of Pd5Ga2 and AuGa phases helps Ge atoms to substitute Ga vacancies and thus increase in 
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Depth (nm) 
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Depth (nm) 

Fig. 3 AES depth profiles of Au/Ni/Au/Ge/Pd contacts to (a)n-InGaAs and (b) n-GaAs annealed at 425 "C for 10 s. 
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surface doping level reduces the contact resistance. However, in the case of contact to n-InGaAs, the specific 
contact resistance increased at the temperature higher than 425 °C. It is attributed to the considerable 
reaction between ohmic metals and InGaAs, especially the formation of Auln2 and Pd5Ga2 compounds. 
As a result, InGaAs is changed to be nonstoichiometric, and it causes higher barrier height of metal/n- 
InGaAs contact to degrade the ohmic contact behavior. 

Figure 3 shows the AES depth profiles of Au/Ni/Au/Ge/Pd contacts to n-InGaAs and n-GaAs. In 
both cases, no significant diffusion was detected except a little interdiffusion of Au and Ge below 
375 °C. However, considerable intermixing was observed at 425 °C, and especially for the contact to n- 
InGaAs. As shown in Fig. 3-a, out-diffusion of In would degrade the ohmic contact due to higher 
barrier height. Out-diffusion of As is also responsible for the degraded ohmic contact at 425 °C because 
it encourages the Ge from the contact layer to occupy the As sites where it behaves as an acceptor. It is 
well consistent with the results of specific contact resistance measurement and XRD analysis. 

3. Application to HBT 

Au/Ni/Au/Ge/Pd ohmic contact system on n-InGaAs was applied to AlGaAs/GaAs HBTs. 
Heterojunction epitaxial layers for the fabrication of HBT were grown by metal-organic chemical 
vapor deposition (MOCVD) on 3-inch semi-insulating GaAs wafer. They consisted of an n-AlGaAs 
emitter doped with Si at 2xl017 cm"3, a p-GaAs base doped with C at 3xl019 cm3, and an n-GaAs 
collector doped with Si at 2xl016 cm'3. As an emitter capping layer, n-InGaAs doped with Si at 1x10" 
cm"3 was also grown. The detailed layer structure and fabrication process of the HBT were described 
elsewhere [4]. In this study, aforementioned Au(900Ä)/Ni(500Ä)/Au(600Ä)/Ge(300Ä)/Pd(400Ä) 
system was used as emitter ohmic contact (actually contacted to emitter capping layer of n-InGaAs), 
and Au(800Ä)/Pt(300Ä)/ Ti(300Ä)/Pt(50Ä) and Au(600Ä)/Ti(200Ä)/Au(600Ä)/Ge(300Ä)/Ni(100Ä) 
were deposited as base and collector ohmic contact, which are widely used as contact systems on p- 
and n-GaAs, respectively. After ohmic alloying by the RTA process, the effects of ohmic contact 
behavior on the DC and RF performance of the HBT were investigated. 

In our previous work [5], the specific contact resistances of both base and collector were not 
significantly changed with RTA temperature up to 450 °C unlike the case of emitter ohmic contact. 
Thus, it is expected that the performance of HBT employing these ohmic contact schemes would be 
mainly dependent on the variation of emitter contact resistance with RTA temperature. Common emitter 
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current-voltage characteristics (Fig. 4-a) and Gummel plot (Fig. 4-b) of the HBT with emitter size of 
1.5x10 |j.m2 were examined, and a good DC performance was achieved. The ideality factors were 
changed with RTA temperature and the minimum values of nb(1.51) and nc(1.16) were observed in 
the HBT annealed at 375 °C for 10 seconds. RF performance of HBT was also examined and the 
results are shown in Fig. 4-c. The maximum values of cutoff frequency and maximum oscillation 
frequency of the HBT annealed at 375 "C were obtained to be 65 GHz and 42 GHz, respectively. 
However, both frequencies were reduced to be 55 GHz and 33 GHz, respectively, by higher 
temperature annealing. It is confirmed that RF performance of the HBT is strongly dependent on 
Pd/Ge-based ohmic contact behaviors with RTA temperature. Therefore, it is critical to make reliable 
and low-resistance Pd/Ge-based ohmic contacts to apply to high speed devices. 

4. Conclusion 

Au/Ni/Au/Ge/Pd ohmic contact system on n-InGaAs and n-GaAs was studied. In the case of n-InGaAs, 
it showed a relatively good ohmic behavior even without annealing due to lower barrier height, and a 
better ohmic contact was obtained by RTA up to 400 °C. However, above 425 °C it was deteriorated by 
intermixing and phase reaction of ohmic metals and InGaAs substrate. The out-diffusion of In and As 
degraded the ohmic contact due to increased in barrier height and charge compensation. As for the 
contact to n-GaAs, nonohmic behavior was shown before annealing, but significant reduction of 
specific contact resistance was made by RTA. Au/Ni/Au/Ge/Pd ohmic contact system on n-InGaAs 
was applied to AlGaAs/GaAs HBT. The HBT utilizing this ohmic scheme showed a acceptable 
performance and it depended strongly on the ohmic contact characteristics with RTA temperature. 
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An Au/Pt/Ti/WNX Ohmic Contact to n-InGaAs and Its Application 
to AlGaAs/GaAs HBTs 

SUNG HO PARK, Il-Ho Kim, Tae-Woo Lee, and Moon-Pyung Park 
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161 Kajong-dong, Yusong-gu, Taejon, 305-350, Korea 

Abstract. We report the experiments that were performed to investigate the alloying temperature 
dependence of Au/Pt/Ti/WN, ohmic contacts to n-InGaAs. Very low resistance contacts (10'8 ~ 10'? ficirr) 
were obtained after RTA at the temperatures from 250 to 450°C. It was observed from XRD and AES 
analyses that there were no remarkable phase transformations for the contact system subjected to heat 
treatments. When Au/Pt/Ti/WNX ohmic contacts were applied to AlGaAs/GaAs HBTs, moderate DC and RF 
performances were also achieved. It is believed that these ohmic schemes can be used as stable and low 
resistance contacts for high temperature HBT applications. 

1. Introduction 

Compound semiconductor heterojunction bipolar transistors (HBTs) have been acknowledged as potential 
devices for mm-wave and microwave applications [1]. It is very critical to obtain the thermally stable, low 
resistance ohmic contacts to realize high-speed and high-frequency devices. Due to its low barrier height, 
InGaAs has been often used as a capping layer for obtaining the low resistivity ohmic contact of high 
performance electronic devices. This low barrier height on heavily doped InGaAs makes various non- 
alloyed ohmic contacts possible [2,3]. It has been reported briefly by Shantharama et al.[4] that 
Pd/AuGe, Ti/Pt/Au, AuBe/Pt/Au, and Au/SnAu ohmic metals are suitable for n-type InGaAs. In 
addition, a moderately low specific contact resistance (pc) of 1.3 x 10'6 ßcm2 was obtained using a 
refractory W metal contact to n-type InGaAs[5].There are few reports on WNX ohmic contact to n-type 
InGaAs for HBT application, even though it has been widely used as a gate metal of MESFET or 
HEMT due to the high Schottky barrier height and low stress. In this paper we have .investigated the 
alloying temperature dependence of Au/Pt/Ti/WNS ohmic contact to heavily doped n-InGaAs and 
successfully applied it to fabricate an AlGaAs/GaAs HBT for high temperature operation. 

2. Experiment 

HBT epi-layer structures, prepared by 
MOCVD on a 3-inch semi-insulating 
GaAs substrate, include an InGaAs 
emitter cap layer (800Ä), an AlGaAs 
emitter layer (2000Ä), a carbon-doped 
GaAs base layer (700Ä), and a GaAs 
collector layer (4000Ä). as shown in 
Table 1. Ohmic contact materials, WNS 

(1200Ä) and Ti/Pt/Au (500Ä/200Ä/ 
1300Ä), were deposited sequentially on n- 
InGaAs by a sputter and an electron beam 
evaporator, respectively. 

Table 1.    AlGaAs/GaAs HBT epi-layer structures. 

Layer 
Thick. 

(A) 

Doping 
(cm"3) 

Al(ln) 
Fraction 

Cap n'-lnGaAs 
n*-InGaAs 
n'-GaAs 

400 
400 

1000 

1x10" 
1x10" 
4xl0ls 

0.5 
0 -»0.5 

Emitter n-AIGaAs 

n-AIGaAs 

500 
1500 

5x10" 
2xl0i7 

0.3^0 
0.3 

Base p"-GaAs 700 3x10" 

Collector 
Subcollector 

n'-GaAs 
n'-GaAs 

4000 
5000 

2xl0'6 

4x10,s 

CCC Code 0-7803-3883-9/98/S10.00 © 1998 IEEE 
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Ti/Pt/Au overlayers were patterned by conventional lift-off technique. WNX ohmic contact were formed 
by MERIE (magnetically-enhanced reactive ion etching) using SF6/CHF3 mixture gases. After emitter 
and base mesa etching, Au/Pt/Ti/Pt (800Ä/300Ä/300Ä/50Ä) and Au/Ti/Au/Ge/Ni (700Ä/100Ä 
/400Ä/200Ä/100Ä) metal layers were deposited as base and collector ohmic contacts, respectively. 
These ohmic contacts were heat-treated by RTA in nitrogen atmosphere at temperatures ranging from 
250°C to 450°C for 10 seconds. The standard transmission line method (TLM) was used to measure the 
specific contact resistance. The microstructural interactions at the WN/InGaAs interface were analyzed by 
XRD and AES. Each HBT was isolated by wet mesa etching and PECVD-SiN film was deposited for 
passivation. Prior to the first metallization, via-holes were formed by MERIE using C2F6 plasma. And 
then metal interconnection was provided by Ti/Au (500Ä/4500Ä). Finally, the DC and RF 
performances of fabricated HBTs were studied. 

3. Results and Discussions   • 

I 

ploying Terrperatue fQ 

Fig. 1. Variation of the specific contact resistances 
with RTA temperature. 

Fig. 1 shows the RTA temperature dependence of the 
specific contact resistance of Au/Pt/Ti/WNX ohmic 
contact to n-InGaAs. The contact system exhibited 
the relatively low value (2 x 10"6 Qcm2) even without 
annealing to enhance the specific contact 
resistance. This is due to the low barrier height of 
metal/n-InGaAs contact. The lowest contact 
resistivity of 9.5 x 10'8 Qcm2 was obtained when 
the annealing temperature was increased up to 
400°C. After annealing above 450'C, its ohmic 
performance was a little bit degraded. It is 
believed that this degradation of contact resistivity 
is induced by the stress increase at WN/lnGaAs 
interface, as like the case of WSi/InGaAs ohmic 
contact in our previous work [3]. Nevertheless, it 
maintained the low specific contact resistances of ~ 
10"7 ficm2 and smooth surface morphology at wide 
annealing temperature range. 

XRD and AES were used for the 
microstructural analysis of Au/Pt/Ti/WNX contact 
to n-InGaAs. Phase transformations of the ohmic 
contact according to the RTA were studied by XRD. 
As shown in Fig. 2, no significant phase changes 
were detected before and after annealing heat 
treatment, because the refractory WNX layer 
prevents any phase transitions from proceeding. 
Fig. 3 shows the RTA temperature dependence of 
AES depth profiles of Au/Pt/Ti/WNN contact to n- 
InGaAs. In spite of high temperature annealing up to 450 "C, there was not any remarkable in-diffusion 
and/or out-diffusion of such active element as indium to degrade the metal/semiconductor interface. 
This AES result is well consistent with that of XRD measurement. In conclusion, it is proved that 
WNX metal is a potential candidate as diffusion barrier for ohmic contact to InGaAs. 

Fig. 2. XRD patterns of Au/Pt/Ti/WNX contact to n- 
InGaAs annealed at various RTA conditions. 
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Fig. 3. AES depTh profiles of Au/Pt/Ti/WNX contact to n-InGaAs annealed at various RTA temperatures for 10 sec. 

Fig. 4 and Fig. 5 show an optical microscope photograph and a common-emitter I-V 
characteristics of the AlGaAs/GaAs HBT with the emitter area of 2(2x10 |inr), which was fabricated 
using WNX emitter ohmic contact annealed at 400 °C for 10 sec and non-self-aligned process. Our 
HBT exhibited an offset voltage of 0.26 V, a current gain (ß) of about 55. Also, the ideality factors of 
the collector and base currents were 1.15 and 1.50 from the Gummel plot, respectively. 

Fig.   4.       SEM   photograph   of   a   fabricated 
AlGaAs/GaAs HBT (emitter area: 2(2x10 urn2)). 

Emitter-Collector Voltage  (V) 

Fig. 5. Common emitter l-V characteristics of the 
HBT. 

Microwave S-parameters were measured over the frequency range of 0.5 to 39.5 GHz using a 
HP8510B Network Analyzer and a CASCADE Microtech probe station, in which the current gain 
(H:]) and maximum available gain (MAG) were calculated from S-parameters. In Fig. 6(a),   the 
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cutoff frequency (fT) and maximum oscillation frequency (fmax) of HBTs were 57 GHz and 36 GHz at 
the bias condition of collector-emitter voltage (Vce) of 1.5 V and collector current (Ic) of 18 mA, 
respectively. Fig. 6(b) shows the variation of fT and fmax of the HBT with Vce and Ic. It is believed that 
better performance will be obtained if HBTs are fabricated using the base-emitter self-aligned process 
by undercutting of WNX emitter metal. 

Frequency (MHz) 

(a) 

Collector Current (mA) 

(b) 

Fig. 6. RF performances of AIGaAs/GaAs HBT with the emitter area of 2(2x10 u.nr). (a) frequency response of current 

and maximum available gains (Vc =1.5 V, I =18.0 mA). (b) fT and fmax as a function of V« and Ic. 

4. Conclusion 

The effects of RTA on the Au/Pt/Ti/WNX ohmic contact to n-InGaAs were investigated. Au/Pt/Ti/WN, 
contact system showed the relatively low specific contact resistances of- 10'7 Dem2 at the annealing 
temperature range of 250°C to 450°C. From XRD and AES analyses, it was observed that no 
significant phase changes and diffusions occurred before and after RTA. When Au/Pt/Ti/WNX ohmic 
contacts were applied to AIGaAs/GaAs HBTs, moderate DC and RF performances were also obtained. 
It is believed that these ohmic schemes to n-InGaAs can be used as stable and low resistance contacts 
for high temperature HBT applications. 
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Real Space Transfer Noise of GaAs p-HEMTs 
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Abstract From the measured noise data in a GaAs p-HEMT over a 2-18 GHz frequency range, we have 
identified the magnitudes of the gate and drain noise sources in the 2-DEG saturation velocity region of undoped 
InGaAs channel. Additional gate and drain noise sources in the parallel doped AlGaAs channel contribute to the 
overall noise in p-HEMT. We call this additional noise the real space transfer noise. 

1. Introduction 

Two dimensional electron gas (2-DEG) at the AlGaAs/GaAs interface was first discovered by Dingle 
et al. in 1978 [1]. Utilizing the 2-DEG concept, a new class of field effect transistor, called the high 
electron mobility transistor (HEMT), was first demonstrated by Mimura et al. in 1980 [2]. In GaAs 
HEMT or p-HEMT device operation, the drain current is mainly carried by 2-DEG in the GaAs or 
InGaAs channel under reverse gate bias. However, some of the drain current can transfer from 2-DEG 
channel to the doped channel of AlGaAs layer (called real space transfer effect) under forward gate 
bias. The real space transfer effect in HEMTs or p-HEMTs was first proposed and device simulated by 
Hess et. al. in 1982[3]. However, the noise contribution due to the real space transfer effect was not 
known and uncharacterized. 

In this work, we have performed microwave noise measurements and noise modeling of a O.25|0,m 
gate length GaAs p-HEMTs. From the measured data, we have characterized the gate and drain noise 
in the saturation velocity region of 2-DEG InGaAs channel. The additional drain noise in the AlGaAs 
channel due to the real space transfer effect in p-HEMTs under high frequency operation is then 
determined. 

2. GaAs p-HEMT Fabrication 

The AlGaAs/InGaAs/GaAs p-HEMT material is grown by molecular beam epitaxy (MBE) and was 
purchased from commercial vendors. The material structure is composed of a GaAs/AlGaAs 
superlattices buffer, GaAs buffer, InGaAs channel (15% of Indium composition), AlGaAs barrier with 
Silicon 8-doped profile and an n-GaAs cap layer . The peak transconductance is 135 mS (450 mS/mm) 
at Ids = 170 mA/mm with ft = 61 GHz. The pinchoff voltage is Vp = -0.4V for the p-HEMT. For 

the GaAs p-HEMT, For comparison, the 0.25 urn gate GaAs MESFET is fabricated by direct ion 
implant into LEC GaAs substrate. The peak transconductance is 105 mS (350 mS/mm) with/; = 56 
GHz. The pinchoff voltage is Vp =-0.8 V for MESFET. Both devices are fully passivated by Si 3N4. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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3.    Microwave Noise Measurement and Modeling Techniques 

The measured noise parameters and S-parameters from 2 to 18 GHz of the p-HEMT are used to 
extract the equivalent noise model. Note that correlation between the intrinsic gate and drain noise 
sources is provided by the feedback capacitor Cgd- The extrinsic parasitic resistance (Rg, Rs and Rd) 
were treated as thermal noise sources. The intrinsic noise elements (vg and vd) are then determined by 

optimizing the model to fit the measured noise parameter data (Fmin, Rn, and r0pt). The contribution 
of each of the noise sources to the minimum effective noise temperature referenced to the input of the 
device was then computed by turning on the sources one by one and then determining the effective 
noise temperature engendered by that source alone. Figure 1 illustrates the measured minimum noise 
figure, Fmin and associated gain over a wide drain current range (15 to 60 mA) at 10 GHz for both 
GaAs MESFET and p-HEMT. Both devices exhibit a 0.9 dB noise figure with 11 to 11.5 dB 
associated gain at 10 GHz. Figure 2 illustrates the intrinsic noise model where extrinsic resistance 
such as Rg, Rd, and Rs are removed. 

Fmin and Gassoc vs Ids of 
MESFET and p-HEMT at Vds=1.5 V 

Ids (mA) 

Figure 1. Noise figure and associated gain at 
10 GHz for GaAs MESFET and p-HEMT. 

4.    Extrinsic and Intrinsic Noise 

Figure 2. Intrinsic FET model 

We have plotted total noise temperature (referenced to the input of the device) of GaAs p-HEMT and 
GaAs MESFET as a function of drain current at fixed Vds = 1 -5 V as shown in Figure 3. In this case, 
the noise temperature for both devices is nearly identical for Ids < 30 mA, but they begin to have 
strongly diverge when the p-HEMT is under forward gate bias for Ids > 30 mA. 

We can separate extrinsic noise (Johnson Noise) due to Rs, Rd and Rg from intrinsic noise as shown 
in Figure 4. The extrinsic noise of GaAs p-HEMT is slightly lower than the extrinsic noise of GaAs 
MESFET for all Ids- The intrinsic noise of GaAs p-HEMT is slightly higher than the intrinsic noise of 
GaAs MESFET for Ids < 30 mA where GaAs p-HEMT is under reverse gate biased. Under this 
condition, the intrinsic noise of GaAs p-HEMT is generated predominately in InGaAs channel. In 
contrast, for Ids > 30 mA, the intrinsic noise of GaAs p-HEMT is much higher than the intrinsic noise 
of GaAs MESFET. For these high currents, the GaAs p-HEMT is forward biased. The forward bias 
creates a real space transfer of carriers from the undoped 2-DEG InGaAs layer to the doped AlGaAs 
layer. Hence, the noise is generated from both channel for p-HEMT and results in much higher noise 
than MESFET. 
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Figure 3. Total noise temperature 
(input equivalent)of p-HEMT and FET 

5.    Intrinsic Drain and Gate Noise 

Figure 4. Extrinsic and Intrinsic Noise 
Temperature of p-HEMT and FET 

In Figure 5, we have plotted intrinsic drain noise and gate noise of p-HEMT and MESFET. The gate 
and drain noise sources on the p-HEMT can be subdivided into six noise components, namely, <idl> 
and <igl> Johnson noise from ohmic region in the channel, <id2> and <ig2> dipole noise source in 
the undoped InGaAs channel and <id3> and <ig3> dipole noise in the doped AlGaAs channel. The 
gate and drain noise source in the MESFET are composed of 4 noise components, namely, <idlM> 
and <iglM> Johnson noises from ohmic region in the channel, <id2M> and <ig2M> dipole noise 
source in the doped GaAs channel. For a 0.25 urn gate FET and p-HEMT with a Vds=l-5 V, 97% of 
the channel is under high field saturation velocity region. [4] Hence, <idl>, <idlM>, <igl> and 
<iglM> can be neglected for both devices. The drain noise in GaAs MESFET is only due to the 
dipole diffusion noise in the doped GaAs channel.[4] 

For the 15mA < Ids < 30 mA (Vgs = 0V), the drain noise of p-HEMT is nearly the same as MESFET. 
Hence, the drain noise is primarily dominated by the noise source from the 2-DEG in InGaAs 
channel. The <ig2> is slightly higher than <ig2M> because of the gate capacitance of GaAs p-HEMT 
is larger than GaAs MESFET. Hence, the capacitance coupling gate noise should be higher for GaAs 
p-HEMT. 

For Ids > 30 mA where GaAs p-HEMT is under forward gate biased condition, the drain noise is 
composed of <id2> from undoped InGaAs channel and <id3> from doped AlGaAs channel. 
Obviously, the measured data in Figure 5 indicated that the noise sources in AlGaAs channel is much 
higher than the noise in the InGaAs channel. The dipole noise generated in InGaAs (15% In) channel 
is nearly the same as GaAs channel. From Figure 5, the drain noise temperature of GaAs MESFET, 
TNM. can be determined using a linear fit to the low current data, where TOM=30K with a noise slope 
of(l/3)K/mA. 

T„„ = TM ^^(A/   ) = 30K -+-    XK   (.GOmA) = €>OK 
A/, ~3>mJ±. 

The same technique can be done for the GaAs p-HEMT, where To=30K. The change in noise ( TN- 
TQ) is linearly dependent on the drain current difference in InGaAs layer and also in AlGaAs layer. 
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Hence, the amount of current flow in InGaAs channel is estimated from the intercept point of linear 
fit between 15 mA and 30 mA as well as linear fit between 40 mA and 60 mA. The current flow in 
InGaAs channel A/&1 = 36mA, with a lower noise slope of (l/3)K/mA. On the other hand, the current 
flow in AlGaAs channel AIds2 = 24mA, and has a higher noise slope of (5/6) K/mA. 

-       -       Ar-(A/41) + ^(A/„) 
A/. A/, 

T„ = 30K -+- — (36mA) -+- § (24mA) = 62/sT 
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Figure 5. Intrinsic Gate and drain Noise Temp 
of GaAs MESFET and p-HEMT over drain current. 

Figure 6. Intrinsic drain Noise Temp 
of GaAs MESFET and p-HEMT over drain voltage 

We have plotted intrinsic drain noise temperature of p-HEMT as a function of drain voltage for a fixed 
current in Figure 6. For a given Ids, the drain noise is nearly constant over IV < V(js < 3.5 V. This 
result indicates that drain noise is directly propotional to the magnitude of drain current, and is nearly 
independent of drain voltage. 

6.    Conclusion 

We have measured the noise figure of a GaAs p-HEMT and a MESFET under forward and reverse 
gate bias. Through the accurate eqivalent noise model of FET, we are able to separate extrinsic and 
intrinsic noise sources. Furthermore, we are able to separate intrinsic gate and drain noise. We can 
then determin noise contribution due to the InGaAs channel and the doped AlGaAs channel. The noise 
associated with AlGaAs channel is due to the real space transfer effect. This noise can be as large as 
50% of total drain noise under forward gate biases. 
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PdGe on GaAs: A Study of the Applicability in InGaP/GaAs HBT 
Fabrication 
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G.E. Stillman 
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Abstract. Recently InGaP/GaAs HBTs have demonstrated performance comparable to AlGaAs/GaAs 
and have proven to be well suited for high-speed and low-noise applications [1-3]. Despite the excellent 
performance of InGaP/GaAs HBTs, continued efforts towards reducing the delay associated with the 
emitter resistance and capacitance are required. To help minimize the emitter resistance, PdGe contacts 
on n-type GaAs were studied. This experiment studies the behavior of the PdGe alloyed on a hot plate 
for times less than 30 minutes and compares results to RTA alloys. Also studied is the behavior of the 
PdGe contacts alloyed in various ambients. Finally, the issues associated with performing a self-aligned 
emitter etch with PdGe contacts are also discussed. 

1. Introduction 

In the past, GaAs based HBTs often employed AuGeNiAu on a GaAs emitter contacting layer. 
However, during HBT operation, such metalization schemes have been shown to be unreliable due to 
Au spiking and balling. Most modern HBTs employ a non-alloyed TiPtAu emitter contact on a strained 
InGaAs contacting layer to eliminate the possibility of spiking. However the strained InGaAs causes 
difficulty during crystal growth and during a self-aligned, wet chemical emitter etch. 

V/MV///, 
In 50Ga ajAs (n=5 x 101" > 

Grade (n = 5x10'») 

GaAs Emitter Cap 

n = 6x10'e 
^^ 
GaAs Emitter Cap 

n = 6x10'» 

InGaP Emitter 

n = 5x1017 

InGaP Emitter 

n = 5x10" 

Figure 1. (a-left) Standard HBT structure with an In050Ga05OAs contacting layer that is graded to GaAs.  (b-right) New 
GaAs cap layer with PdGe contacts. 

We propose using a non-spiking, alloyed PdGe metalization on a GaAs cap layer to prevent 
spiking problems, while eliminating the need for an InGaAs contacting layer. This study focuses on 
understanding the ohrnic behavior and etching characteristics of electron-beam evaporated PdGe. Hot 
plate alloys will be discussed and compared to RTA results. The effects of alloy ambient upon contact 
resistance will presented, and then the reactivity and etch undercutting of the PdGe in a wet chemical 
emitter etch will be discussed. 
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2. Experiment 

The structures used in this study were grown on a GaAs substrate by LP-MOCVD. The standard 
structure, depicted in Figure 1 (a), consists of a 3000 Ä GaAs buffer, a 700 Ä InGaP emitter (N = 5 x 
10'7 cm"3), a 1300 Ä GaAs cap (n = 6 x 1018 cm"3), and a 600 Ä InGaAs contacting layer. The 
experimental cap structure shown in Figure 1 (b) has the same structure up to the emitter, but only a 600 
Ä GaAs cap layer (n = 6 x 1018 cm"3). 

For a control sample, mesas were etched into the standard structure and then transmission line 
model (TLM) patterned TiPtAu pads were deposited. The control sample was first alloyed for 3 minutes 
at 325 °C in N2. Next, isolated TLM mesas were fabricated on the GaAs contacting layer, and then 
PdGe was deposited by e-beam evaporation. The PdGe TLMs were alloyed on a hot plate in 100% N2, 
100% H2, and 15% H2/85% N2 ambients at various times and temperatures. 

To study the etch characteristics of the PdGe on GaAs (under various alloy conditions), an HBT 
emitter metalization was deposited on the experimental GaAs cap structure. The resistance of the contact 
to a wet chemical etchant as well as the etch undercutting was observed. 

3. Results 

3.2       Time and temperature 

Most of the PdGe work to date utilized an RTA to minimize alloy time [4]. To demonstrate that a short 
hot plate alloy can produce results comparable to an RTA alloy, this experiment studied PdGe contacts 
alloyed on a hot plate for less than 30 minutes. Figure 2 summarizes this data for a 15% H2/ 85% N2 

ambient and also shows data for a 3 minute, 350 °C alloy with TiPtAu on a standard structure. 
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Figure 2.  A plot of specific contact resistivity versus time at various temperatures for PdGe in a 15% H2/! 
alloy.  Results for TiPtAu on a standard structure are included. 
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PdGe contacts were not ohmic after a five minute alloy at 300 °C, but after 15 minutes at 300 CC 
the PdGe alloy was ohmic. The specific contact resistivity did not change significantly after longer alloys 
at this relatively low alloy temperature. At 350 °C, the PdGe formed a low resistivity ohmic contact after 
both 5 and 15 minute alloys, and rose sharply after a 30 minute alloy. At both 375 °C and 400 °C the 
contact resistivity rose sharply with time immediately after a 5 minute alloy. These data suggest that 
there is a minimum combination of time and temperature necessary for ohmic contact formation. For 
times or temperatures beyond this threshold, the contact resistance begins to rise. Also, at alloy 
temperatures above 300°C, a short hot plate alloy can be used to achieve a specific contact resistivity, pc 

«5x 10"7 Q-cm2, which is comparable to most results produced by an RTA alloy. 

3.2      Alloy ambient 

The effect of alloy ambient on contact resistance was studied, and Figure 3 shows the PdGe behavior for 
alloys in ambients of 100% H2 and 100% N2. The results show that for a given set of alloy conditions 
the hydrogen ambient always produces the lowest specific contact resistivity. However, the trend of 
contact resistivity versus time and temperature are similar for each alloy ambient. 
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Figure 3. A plot of the specific contact resistivity versus time for PdGe at various temperatures in a 100% H2 

ambient. Also depicted is the dramatic increase in contact resistance for an alloy in a 100% N2 ambient at various 
temperatures. For simplicity of presentation, the data for the 15% H2/ 85% N2 alloy shown in Figure 3 is not 
included in this plot. 

A 5 minute alloy at 300 °C produced non-ohmic contacts in any ambient. After 10 minutes of 
alloying, the N2 ambient produced an ohmic contact and the H2 did not. The 10 minute N2 alloy had the 
lowest contact resistance of any of the N2 alloys, and a 15 minute H2 alloy produced the lowest contact 
resistance for H2. The 15 minute H2 alloy at 300 °C produced the lowest reported specific contact 
resistivity (pc < 1 x 10'7 Q-cm2) of any alloy methods employed for PdGe on GaAs. It is possible that 
using a N2 ambient can also produce similar contact resistance to that of an H2 ambient if the alloy time 
is slightly reduced. 



470 

3.3      Etching 

Another important issue for using a PdGe HBT emitter contact is the reactivity of the contact during a 
wet chemical, self-aligned emitter etch. This study has shown that PdGe contacts are very reactive and 
etched easily in many of the oxidizing agents and acids used in GaAs wet chemical etches. 

All of the HBT emitters that were alloyed in nitrogen were highly reactive and were removed by 
the emitter etch. However, PdGe emitter contacts alloyed in hydrogen remained after the emitter etch and 
are shown in Figure 4. As seen in Figure 4 (a), an unalloyed sample withstood the etch, but displayed a 
non-ideal self-aligned etch profile. After a 2 minute H2 alloy, the emitters displayed excellent undercut 
characteristics, which are shown in Figure 4 (b). After 6 minutes, the contacts became more reactive and 
the etch profiles were observed to be inconsistent across the sample. One such emitter contact that 
showed an inconsistent etch profile on opposite sides of the same device is shown in Figure 4 (c). After 
a 10 minute alloy, the emitters were all removed as shown in Figure 5, where large PdGe alignment 
marks have almost been completely removed. When fabricating HBTs that employ a PdGe contact, one 
must either use dry etching or optimize the alloy conditions to decrease the reactivity of PdGe with 
various etchants. 

Figure 4. PdGe HBT emitters after the GaAs cap and InGaP emitter were removed in a self-aligned etch, (a - left) 
un-alloyed. (b-middle) 2 minute alloy, (c-right) 6 minute alloy. 

Figure 5. A PdGe (10 min. H2) alignment mark that has been readily attacked during a self-aligned emitter etch. 

4. Conclusion 

This experiment has shown that PdGe contacts are potentially useful in HBT applications. A standard 
hot plate alloy can achieve comparable results to that of RTA in very short alloy times. In addition, the 
ambient alloy conditions were shown to significantly effect the alloy behavior, and the lowest reported 
PdGe contact resistance on GaAs was produced. Finally, the alloy conditions were shown to have 
significant effects on the reactivity of PdGe to wet chemical etchants as well as the etch undercutting. 
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Abstract: This paper presents a physical model and experimental validation for the breakdown process in 
HEMTs and MESFETs. The model is integrated into a fast quasi-two-dimensional physical simulation. The 
model takes account of the tunnelling effects in the region of the gate metallization. A new thermal model 
monitors the channel temperature and controls the tunnelling mechanism. The effects of the substrate 
conduction on breakdown in HEMTs is highlighted. Experimental results are presented which confirm the 
physical interpretations of the numerical model. 

1. Introduction 

The operation of many high frequency large-signal circuits is limited by the device's breakdown 
characteristics, restricting the power output. The accuracy of the large-signal design relies on the 
availability of suitable breakdown models. The popular breakdown theories have not been adequate 
to independently explain the full picture of the breakdown process in HEMTs and MESFETs. The 
relationship between the physical behaviour and thermal performance have also not been fully related. 
The effects of the gate leakage and substrate conduction on avalanche have not previously been fully 
presented. These issues are covered in this paper. It has been observed in [1] that the pattern of the 
MESFET measured DC ID-VDS and VGS characteristics has three distinctive regions with regard to 
avalanche breakdown. These were divided into pre-pinch-off, pinch-off and post-pinch-off. The width 
of the active channel with regard to depletion and the high fields at the gate edge played a role in the 
above divisions. 

2. Model Description 

The theory of the breakdown model is based 
on   physical   interpretations   derived   from 
measured   and   simulated   observations.   In 
contrast  to  MESFETs,   spurious  substrate 
current occurs in HEMT buffer layers due to 
the lateral Ex field component [2]. This current 
is drawn around the depleted channel and 
reduces the magnitude of the fields under the 
gate; this is expected to result in an increase in 
the breakdown voltage. Electrons leaking from 
the gate into the semiconductor using the 
different   leaking   mechanisms   present  the 
explanation     for     the     soft     breakdown 
observation. This is assumed in this model to 
always occur prior to avalanche breakdown. 
The extent of its visible observation on the DC characteristics is influenced by the type and design 
parameters of the device under test. The level of current tunnelling from the gate, with respect to its 
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relation with design parameters and power dissipation, contributes towards the build up of impact 
ionization. Figure 1 shows a schematic diagram of a HEMT device illustrating the leakage 
mechanisms. 

The breakdown model presented in this paper places important emphasis on the thermal conditions of 
the active channel in particular and the device in general. It is known [3] that gate tunnelling and 
leakage mechanisms are temperature and design parameters dependent. The accurate simulation of 
breakdown requires, consequently, an appropriate modelling of the thermal status inside the device. 

3. Thermal Model 

The new thermal model continuously computes the channel temperature and updates the gate leakage 
model. The temperature of the channel, consequently, stimulates the appropriate gate current process. 
The thermal model was initially based on a uniform channel temperature model [5]. The temperature 
in the channel is defined as: 

(1) 

where R,h is the thermal resistance of the device, Tchan is the channel temperature and Tamb is the 
ambient temperature. R,h quantifies the rate at which heat propagates through the device. One of the 
consequences of the uniform channel temperature model is that using the thermal breakdown model, 
the type of gate current is the same along the whole of the gate. In an actual device, however, the bulk 
of the heat is generated near the drain edge of the gate. This has been shown by two-dimensional 
simulations [6]. The mechanism of gate current leakage may be different here than under the rest of 
the gate. In order to take these effects into account, it was necessary to develop a non-uniform channel 
temperature model. 

3.1 Non-uniform channel temperature model 

The non-uniform channel temperature model is based on solving the one-dimensional heat flow 
equation to find the temperature profile along the channel. Instead of using equation (1). A simplified 
form of the heat equation has been solved across the device width: 

kdT 
dx 

H* -° (2) 

Temporal variations of temperature have been neglected as the thermal time constants are much greater 
than those of the microwave RF signals. Physically this corresponds to the temperature remaining 
constant over one cycle of the RF signal. This will be the case in the range l-100GHz of the model. 
Hs is the heat generation term which is modelled by: 

H, - J.E (3) 

where J is the current density and E is the electric field. The heat equation is solved using a Runge- 
Kutta scheme with a shooting method employed to ensure that the temperature reaches the appropriate 
gradient at both the source and drain edges of the device. This creates a temperature profile along the 
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channel and the mobility at a given position 
is this dependent on the temperature at that 
point. In addition, the type of gate current 
leakage mechanism is now also dependent 
on the exact temperature at each node under 
the gate region. Consequently, the model 
now reflects the fact that the gate leakage 
occurs primarily at the drain edge of the 
gate. Only at much higher field values does 
leakage occur under the whole of the gate 
region. Figure 2 shows the temperature 
profile across the active channel of a HEMT. 
The electric field pattern is also shown. Both 
patterns indicate a maximum value at the 
drain edge of the gate as expected. 
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Figure 2 Temperature and electric field profiles across HEMT active 
channel 

4.  Temperature-Dependent Breakdown 
Model 

The thermal breakdown model is integrated into the long standing and efficient quasi-two-dimensional 
physical model (Q2D) [4]. The Q2D model assumes that carrier transport takes place predominantly 
in a single spatial dimension (x-directed) from the source to drain. 

4.1. Thermally dependent gate currents 

The gate leakage and tunnelling currents are based on Padovani [3] equations. These equations involve 
complex functions of temperature, barrier height and semiconductor parameters. The Thermionic-Field 
(T-F) current is defined as [3]: 

ITj. = AJsexp(Efc) (4) 

where A is gate area, E applied voltage and e' is an energy term defined in [3]. Js is the saturation 
current defined in [3] as: 

KT 1V, 
9*6 

cosh2| ^2- 
KT 

exp 
(5) 

parameters are, again, as defined in [3]. E00 is a parameter which quantifies the diffusion potential from 
metal into semiconductor. It was observed that in equation (5), the term qVr under the square root 
dominates the summation. Therefore, the equation simplifies to: 

J ■  exp -?*4 
(6) 
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which is a simpler term integrated into the model. An empirical difference limit between (5) and (6) 
was reached after some experimentation beyond which the solution obtained from equation (6) was 
observed to affect the numerical accuracy of the tunnelling current. The model then switches to the 
more stringent expression of equation (2). The term R in equations (5) and (6) is Richardson constant 
which is assumed temperature dependent. The field-emission tunnelling current and the Thermionic 
leakage current are as defined in [3]. Temperature and bias thresholds on the thermal model of the Q2D 
physical simulator were enforced and they control the tunnelling mechanism type for the thermionic, 
thermionic-field and field emission gate currents to be active. 

5. Simulation Results and Experimental Validation 

A 0.5um MESFET device was simulated using the Q2D model incorporating the thermal breakdown 
model. The result is shown in Figure 3. The result is compared with another simulation for the same 
device without the new model. Soft breakdown characteristics are clearly observed. This result also 
agrees with experimental results shown in Figure 4. The HP4145A Semiconductor Parameter Analyzer 
was used to perform the DC breakdown characterisation. 

6. Conclusions 

In this paper, a new thermal gate breakdown model has been presented. A non-uniform channel 
temperature model was presented and integrated with the breakdown model. The model is compatible 
with a fast quasi-two-dimensional physical device simulator used in CAD. Measured and simulated 
results of the DC characteristics of a MESFET have compared well. 
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In this paper, we apply numerical device simulation in the design of pseudomorphic 
HEMTs with improved linearity and reduced intermodulation products aimed at wireless 
communications applications. We show that in channel doped GaAs pHEMTs the 
introduction of a p-doped buffer layer significantly improves the device linearity leading to 
a lOdB suppression of 3rd order distortion over a wide bias range with similar gain when 
compared with a more standard 5-doped GaAs pHEMT device. 

1. Introduction 

In recent years, there has been rapid and sustained growth in the telecoms industry, especially in 
the field of mobile communications, as well as the emergence of large potential markets in the 
areas of wireless local area networks. The growth of digital services such as fax, video 
conferencing and internet access has led to an ever increasing pressure to maximise the utilisation 
of available bandwidth, which has led to the use of highly efficient modulation schemes together 
with tight channel spacings. Intermodulation distortion in key parts of the radio link can lead to 
serious degradation of channel quality resulting in data loss. A range of design techniques exist for 
minimising intermodulation distortion in components such as amplifiers and mixers, but 
performance is ultimately determined by the distortion introduced by the transistors around which 
such circuits are designed. In this paper, we use well calibrates numerical simulations in the design 
of pseudomorphic HEMTs with improved linearity and reduced intermodulation products aimed at 
wireless communications applications. 

2. Calibration 

The starting point for the simulation based design is a standard 0.12 um gate length T-gate 
pHEMT fabricated at the Nanoelectronics Research Centre of Glasgow University [1]. The vertical 
layer structure of the device is shown in Fig. 1. The free carriers in the 2DEG are supplied by a 5- 
doping layer separated by a 2.5 nm spacer from the pseudomorphic InGaAs channel. 

CCC Code 0-7803-3883-9/98/$ 10.00 © 1998 IEEE 
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Fig. 1. Structure of the University of Glasgow existing 0.12urn gate length pseudomorphic 
HEMT. 

For the purposes of this investigation, the drift-diffiision module of the commercial device 
simulator MEDICI [2] is utilised. When compared with Monte Carlo simulations, it has been 
established that a well calibrated drift-diffusion simulation, including enhanced saturation velocity 
in the mobility model, can represent accurately the channel velocity and the DC characteristics of 
deep sub-micron pHEMTs [3]. 
The drift-diffusion simulations in our study have been carefully calibrated against Monte Carlo 
simulations and the measured characteristics of 0.12um gate length pHEMTs. Typical measured 
and simulated DC output characteristics of the standard pHEMTs are compared in Fig. 2. The 
average velocities in the pHEMT channel used in the drift-diffusion simulations are obtained from 
Monte Carlo simulation. 
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Fig. 2. Comparison of measured and simulated DC I-V curves for the University of Glasgow 
p-HEMT. 

3. The Improved p HEMT 

In the first set of simulation based design experiments, the 8-doping layer in the conventional 
pHEMT was replaced by a uniform channel doping with concentration which reproduces the 
threshold voltage of the original pHEMT. In order to improve further the linearity, the threshold 
voltage uniformity and to sharpen the pinch off, a p-doped buffer layer was introduced below the 
uniformly doped channel in the simulations. 
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The transconductance with respect to gate bias of the conventional, channel doped and p-buffered 
pHEMTs are compared in Fig. 3. The channel doped pHEMTs show flatter gm(VGS) response 
compared to the conventional devices. The introduction of a p-doped buffer results in further 
improvements in linearity whilst also extending the useful gate voltage range. 
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Fig. 3.  Simulated transconductance of Conventional and  Channel doped  p-buffered 
pHEMTs. 

4. Predicted Nonlinear Performance of the Improved HEMT 

The transconductance (gi) data sets generated by the physical model were imported into a 
numerical package and a tenth order polynomial was fitted to each of the data sets. By 
differentiating the polynomials, it was possible to obtain the derivatives g2 and g3. 
By making some simplifying assumptions, it is possible to use the derivatives to approximately 
calculate the 2-tone 3rd order RF intermodulation distortion performance of each device. It was 
assumed that 

(i) the extrinsic RF transconductance (glrf) of the device is 10% lower than that of the DC 
transconductance due to frequency dispersion arising from trapping effects. 

(ii) the RF output conductance (gdsrf) of the device is 10% of the RF transconductance (as 
approximately seen in real sub-micron devices). 

(iii) the load impedance is sufficiently small that the nonlinear effects associated with output 
conductance and can be neglected. 

(iv) the amplitude of the applied signal is sufficiently small to allow the use of a Volterra Analysis 
approach. 

(v) the applied signal is clean from all distortion products 

This leads to expressions for the 2nd and 3rd order nonlinear voltages at the output 
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Vm,l(Pl ±<°l)=g2rfRLefrVin(a>l Ym (?l) 

where RL is the load resistance. Vin(m0 is the peak amplitude of the input signal at frequency ©i. 

Vout(<»i) is the peak amplitude of the output signal at frequency raj. 
The simulated gain and 3rd order intermodulation distortion of the standard HEMT and the 
channel doped HEMT with p-doped buffer are shown in Fig. 4. The devices are defined to be 
200um wide working into a 50 Q load with -16dBm/tone excitation. It can be seen that the 
improved device gives lOdB reduction of 3rd order distortion over a wide range bias whilst giving 
comparable gain. 
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Fig. 4. Simulated bias dependent gain and 3 order intermodulation distortion of the 
University of Glasgow p-HEMT and the doped channel HEMT. The devices are 200um 
wide working into SO Q. with -16dBm/tone excitation. 

Acknowledgements 

The authors gratefully acknowledge the UK Engineering and Physical Sciences Research Council 
for funding this work. 

References 

[1] NI Cameron, S Murad, H McLelland, A Asenov, MRS Taylor, M C Holland, S P Beaumont 
1996 Electronics Letters p770 

[2] MEDICI 2.3 Technology Modeling Associates 1996 

[3] S Babiker, NI Cameron, A Asenov, S P Beaumont 1995 Proc. ESSDERC '95, 
(Editions Frontiers) pi 73 



479 

GaAs   Homojunction    Phototransistor   with    Minority    Carrier 
Transport Assisted by Photo-generated Carrier Profile in the Base 

Jun Ohsawa, Satoshi Yamaguchi, Kaoru Saigoh and Masatoshi Migilaka 

Toyota Technological Institute 
2-12 Hisakata, Tempaku, Nagoya468 Japan 

Abstract. Optical gain was observedin a structure that was unusual for transistors. Symmetric Jin+jr layers 
on p*-substrate were formed using selective overcompensation by iron-diffusion. Devices of 100 (im diameter 
showed asymmetric photocurrent with bias polarity: the gain of 10 is nearly constant when the hole injection 
is along the carrier profile built up by photoabsorption, while for the reverse injection a smaller gain 
decreases with incident optical power. A double heterojunction device with Jt-AlGaAs layers also showed 
similar asymmetric photocurrent. Since the hole diffusion length is less than the base width, the 
photocarriers generatedin the base region is believed to be responsible for the asymmetric gain. 

1. Introduction 

Bipolar transistors use the minority carriers injected from the emitter, whereas in phototransistors 
considerable amount of the carriers are generated by photoexcitation all over the base region. Especially 
when the carrier lifetimes are short, the generated carriers dominate and contribute to the diffusion 
current We have examined this effect in an unusual doping combination of jtn+Ji GaAs homostructure 
where hole diffusion length is reduced to less than 0.2 \im by iron-diffusion, and found that gain can be 
obtained even for the heavily doped n-type base of 0.8 um thick. 

Our previous experiments have already shown that the iron energy level in GaAs makes an efficient 
recombination center but not a generation center. Carrier lifetime close to 10 ps was inferred from optical 
pulse responses[l], and also a low leakage diode was fabricated by iron diffusion into GaAs[2]. Since 
the n-type base is heavily doped and much thicker than the diffusion length, current gain is not expected 
for the usual transistor operation. 

2. Device Fabrication 

2.1 Selective overcompensation of n-type epitaxial layers 

Table 1 specifies the layer structure of the phototransistor. The jin+ji layers were prepared using 
selective overcompensation by deep acceptors: iron-diffusion converted only lightly doped n-type 
material of nn+n VPE layers into p-type with low hole concentration. Compensation of donors in GaAs 
by iron acceptors is well established, and has been described elsewhere[2]. Choosing the diffusion 
temperature in the range of 650-900 °C, the deep acceptor concentration can be controlled from 5xl015 

cm"3 to 2x 1017 cm"3[3]. This time the diffusion was performed at 650 °C and the converted GaAs p-type 
layers is expected to have a hole concentration of 3x 101' cm"3 with the resistivity of 105 Qcm. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Table 1     Layer structure of homojunction phototransistor 

material carrier cone, [cm3] thickness [urn] 

jt-GaAs 3 x10" 0.7 

n*-GaAs 1 x1018 0.8 

jt-GaAs 3 x10" 0.7 

p*-GaAs sub. 2x1019 150 

2.2 Device processing 

Two types of phototransistors were made: one uses GaAs homojuctions with a circular mesa structure, 
the other is composed of AlGaAs/GaAs double heterojunctions(DH) with a larger square mesa. The 
circular mesa of 100 urn diameter was passivated by a polyimide film, whereas no passivation was 
applied to the square DH type. AuZn/Au ohmic electrodes were formed both on the surface and on the 
p+-substrate. The AlGaAs/GaAs DH wafer was added for comparison. Here both n-GaAs epilayers 
were replaced by n-AlGaAs(XA1=0.4) with an additional p+ contact layer to assure its ohmic 
characteristics. 

3. Characteristics 

3.1 Current -Voltage Characteristics 

The lowest curves in Fig. 1 and Fig. 2 show the dark current characteristics of the homojunction and 
DH devices. The low current level plus the symmetry in terms of bias polarity verify the successful 
formation of itn+3t structures. The higher leakage current of the homojunction device in spite of the 
smaller junction area is suspected to be due to poor polyimide passivation. This is based on the facts that 
the current is nearly proportional to the voltage, and that much lower leakage current density in the order 
of 10"9 Acm"2 at Vr =1 V has been obtained with GaAs pn mesa diodes[2]. On the other hand, the DH 
device showed leakage current density as low as the value quoted above. These low dark currents are 
partly due to the nature of iron deep level at Et - Ev =0.42 eV in GaAs: deep levels located off the 
midgap energy in general do not make generation centers for thermal excitation, resulting in low 
generation current[4]. 

3.2 Photocurrent -Voltage Characteristics 

Also shown in Fig. 1 are the dependence of photocurrent on the bias voltage with the incident optical 
power as a parameter. Photoexcitation was made at X=827 nm by a diode laser. The photocurrent is 
asymmetric, and is higher when the surface-side junction is forward biased(plus bias). Zero-current 
points are shifted to minus bias side by a few tenth of a volt The photocurrent at minus bias slightly 
increases with the voltage. Figure 3 shows the photocurrent as a function of incident optical power 
density at the bias of ±0.5 V. At plus bias linear dependence is observed, and the slope is equal to the 
responsivity of 4 AAV, which corresponds to the gain of about 10. In contrast, the relation is sublinear 
at the minus bias. 

Similar characteristics for the DH device is shown in Fig. 2. Again, zero-current points are shifted to 
minus bias side, and the photocurrent is higher at plus bias. Since the emitter and (he collector of this 
device does not absorb the incident light, and since the dark current itself is symmetric, the common 
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Fig. 1   Fhotocurrent vs. bias voltage for a homojunction device.   Fig. 2   Photocurrent vs. bias voltage for a DH device. 

asymmetric bias dependence observed in homo- and hetero-junction devices should derive from the 
asymmetric profile of the photo generated carriers in the base. 

4. Simple Model Calculation and Discussion 

To examine the minority carrier distribution in the base, the continuity equation for holes are solved in 
the base region of the homojunction device under illumination: 

dp d2p n -  rir. W 

It n Dp —j" + « ^ exp[-« x\ 
Po 

dxL 0 

where a is the absorption coefficient, <J> the photon flux density, and x the hole lifetime. Here we 
employ the usual Shockley's boundary condition of quasi-equilibrium. The self forward-biasing by 
accumulation of photo generated electrons are calculated by the balance of electron flow at the p-side 
depletion edges x f (i=l,2): 

dn 
exp[-a x] dx 

(2) 

For simplicity all photo generated electrons in the depletion regions(L*m--JC  I) are assumed to drift into 
the base region. 

The results for the carrier lifetime of 10 ps are illustrated in Fig. 4, where hole profiles are compared 
with and without applied bias, Vapp. The solid line stands for the profile when a forward bias of 0.5 V 
is applied to the surface-side junction, while the dotted line is for the open-circuit case. Because the 
absorption coefficient at 827nm corresponds to a decay length of 0.8 um, the basic hole profile is 
determined by photo generation not by diffusion of injected holes. In this example the diffusion length is 
less than 0.1 \x.m, hence the injected holes would decay abruptly without photoexcitation in the base. 
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Fig. 3   Fhotocurrentvs. incident power relation 
for the homojunction device. 
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Fig. 4   Calculated hole concentration in the base 
for the homojunction device. 

The photoexcitation, however, replenish the minority carriers lost by recombination, and creates the 
more slowly decaying hole distribution, which assists inward transport of the holes, but inhibits 
outward transport. That is, injection along the built-up hole distribution is favored. 

Both in Fig. 1 and Fig. 2, zero-current points are shifted to minus bias side by 0.1-0.3V. This 
means the hole current balances when an additional bias is applied to the deeper junction. A tentative 
estimate gives a value of 0.35V for the forward bias needed to cancel the difference in photo generated 
hole densities at the two junctions. Closer examination including defect current is necessary to explain 
the details. 

5. Conclusion 

By use of an usual 3tn+3t structure, the importance of photo generated carriers in the base region for the 
optical gain has been pointed out. In preparing the device with short diffusion length of minority holes, 
iron diffusion into GaAs has been successfully utilized to selectively overcompensate n-type layers. 
With an appropriate design of carrier lifetime and device structure, both gain and response speed will be 
obtained even with a bipolar transistor scheme. 
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Abstract. Metamorphic HFET materials with InAs/InogGa^As channels have been grown on GaAs sub- 
strates. The influence of the insertion of an InAs layer has been investigated regarding the thickness and the 
position of the layer. The insertion of InAs results in 20 % increase in electron mobility at room tem- 
perature (34 % at 77 K). HFETs with 0.3 um gate length have been fabricated and characterized. An extrin- 
sic DC transconductance of 1100 mS/mm was achieved. Excellent high frequency performance has been 
achieved at low voltages. An fraax of 100 GHz and an fT of 100 GHz were achieved at a drain voltage of 0.25 
V and 0.75 V respectively. The fTlg product of 30 GHzum corresponds to a carrier velocity of 1.9-10' 
cm/s. The minimum noise figure was 0.8 dB with an associated gain of 9.2 dB at 25 GHz. 

1. Introduction 

Heterostructure Field-Effect Transistors (HFETs) using InAlAs/InGaAs lattice matched to InP have 
demonstrated excellent high frequency and low-noise performance [1]. It has been shown that the device 
performance can be further improved by increasing the indium concentration in the channel. This is 
partly due to the improvement of the electron mobility and velocity of InxGalxAs with increasing x. 
Different approaches have been demonstrated, such as a pseudomorphic InxGa,.xAs (x>0.53) channel 
[2], and insertion of a thin InAs layer in an otherwise lattice matched channel [3]. These approaches 
limit the channel thickness to be less than a critical value to prevent generation of dislocations. Further- 
more, the material will be highly strained which reduces the electron mobility and velocity [4, 5]. 
Fully relaxed layers with optional indium content can be grown on either GaAs or InP substrates by 

growing a graded InxAlyGalx.yAs buffer. The use of GaAs is motivated by lower substrate price, less 
fragility, and more developed etching techniques. Different approaches for the graded buffer have been 
tried: linearly graded InxGa,.xAs [6], step graded InxAl,.xAs [7], linearly graded In^Al^As [8, 9], and 
linearly graded InxAlyGa,_xyAs [10-12]. The structures in this study use a linearly graded InxAl,.xAs 
(x=0-0.8) buffer on GaAs substrate. 

Excellent results have been obtained from In052Al048As/In053Ga047As materials with inserted InAs 
layers, and investigations have been performed to optimize the position and thickness of the InAs layer 
[3, 13]. The position of the layer is normally chosen to confine as many electrons as possible inside the 
InAs quantum well. In this work we investigate the influence on device performance of the position and 
the thickness of an InAs layer in an In^Ga^As channel on GaAs substrate. 

2. Material design and device fabrication 

The materials were grown in a Varian GEN IIMBE system. Details of the MBE growth have been pub- 
lished elsewhere [14]. The large lattice mismatch between substrate and active layers (5.7 %) are ac- 
commodated using a compositionally graded I^Al^As buffer. The large lattice mismatch causes a ran- 
dom surface roughness. The roughness was measured with atomic force microscope (AFM) and the rms 
value varied between 4.6 and 5.3 nm for the materials in this investigation. 

CCC Code O-78O3-3883-9/98/$10.0O © 1998 IEEE 
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Table I: Hall measurement results, tInAs is the thickness of the inserted InAs layer and dInAs is the 
distance between the channel-spacer interface and the InAs layer. 

Material 
[nm] 

djnAs 
[nm] 

u@ RT 
[cmWs] 

ns@RT 
[1012cm-2] 

H@77K 
[cmWs] 

ns @ 77K 
[1012cm-2] 

#589 4 3 12900 1.79 31600 2.03 

#590 6 3 11300 2.38 23000 2.60 

#598 8 3 10600 2.28 19100 2.46 

#599 6 0 13700 2.44 34500 2.61 

#600 0 - 11400 2.05 25800 2.15 

Five materials were grown with the basic structure as follows: 1 |im linearly graded InxAllxAs buffer 
(x=0->0.8), 100 nm InogAl02As buffer, 35 nm channel, 5 nm In07Al03As spacer, Si 8-doping 410'2 

cm"2, 25 nm In0 7A10 3As Schottky layer, and 5 nm In0 8Ga0 2As cap layer. The channel layer was varied 
according to Table I. Three materials were grown with an InAs layer 3 nm (dInAs) from the In0 7A10 3As 
spacer while the thickness of the InAs layer, tInAs, was varied from 4 to 8 nm. A fourth material was 
grown with a 6 nm InAs layer positioned at the spacer interface. The last material was grown as a 
reference, without InAs layer. The total channel thickness was 35 nm for all materials. 

3. Results and discussion 

The influence of the thickness of the InAs layer was first investigated with materials #589, 590, 598, 
and 600. The InAs layers were positioned 3 nm from the In07AlO3As spacer in this part of the investiga- 
tion. Our results show that the optimum thickness of the InAs layer is 6 nm (Figure 2). The initial in- 
crease in f^ for increasing InAs thickness is explained by the improvement in electron transport prop- 
erties for InAs relative to In^Ga^As. When the layer thickness is increased above the critical thickness, 
the number of dislocations increase, degrading the performance. The theoretical critical layer thickness 
for thin InAs films on In^Ga^As is approximately 8 nm (depending on growth conditions) [15]. 

The influence of the position was tested by a structure with a 6 nm InAs layer positioned at the spacer 
interface (Material #599). This material had the highest mobility, 13700 cm7Vs at 300 K. This is 20 % 
higher than the reference material without InAs (#600) and 21 % higher than the material with the same 
thickness but different position of the InAs layer (#590) (Table I). This indicates that the best confine- 
ment of the electrons is achieved by positioning the InAs layer at the spacer interface. This is consistent 
with RF measurements where #599 had an f,^ of 164 GHz at Vd =1 V compared to 147 GHz for #590 
at the same voltage. 
The high mobility of the reference material (#600) compared to the materials with spacers can be 

explained by better crystal qualities in the channel since there is no lattice mismatched layer in the 
channel of this material. 
The transconductance versus t^, follows the same trend as fmax. Accordingly, material #599 also gave 

the highest transconductance (1100 mS/mm) (Figure 1). Previous generations of this material family had 
problems with the pinch-off characteristics [11]. This has been solved (Figure 1) by decreasing the 
leakage currents in the graded buffer by using InAIAs instead of InGaAlAs 

At higher voltages, material #600 was superior. It does not contain any InAs layer, and its breakdown 
characteristics are better. The off-state breakdown voltage was measured using the drain current injec- 
tion method [16]. BVds was 2.5 V and BVdg was 3.4 V. 
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Figure la: Drain-source current, Ids, versus 
drain-source voltage, Vds, at gate voltage, Vgs, from 

-1.5 to 0.4 V (0.1 V steps). (Material #599). 

Figure lb: Transconductance, gm, and drain-source 
current, Id5, versus gate voltage, Vgs, at drain- source 
voltage, Vds, 0.5, 1.0, and 1.5 V. (Material #599). 

The devices were RF-measured up to 50 GHz using a HP8510C network analyzer. Small signal 
equivalent circuits were extracted using a direct extraction method [17]. These metamorphic devices with 
a composite channel exhibit excellent high frequency performance at low voltages. An f^ of 100 GHz 
was obtained at Vds=0.25 V and Ids=26 mA/mm for material #599 (Figure 3). All materials in this inves- 
tigation have an f^ exceeding 100 GHz at 0.5 V. Below Vds =1 V, these materials are superior to lattice 
matched InP-based devices fabricated with the same layout and processing techniques in our laboratory, 
in spite of the longer gate length (-0.30 (xm) compared to the lattice matched devices (0.15 |im). Above 
1 V the gate leakage current degrades the high frequency performance. Material #600 has the best high 
bias performance with an fmax of 230 GHz at 2.0 V. The excellent transport properties of these materials 
are also shown by the fT of 100 GHz with a gate length of 0.3 |xm for material #599. The fT-l product 
of 30 GHz-n.m corresponds to a carrier velocity of 1.9107 cm/s. This is comparable to the best fT-lg re- 
sults from InP-based devices [18, 19]. 
Noise measurements were performed at 3-25 GHz. The variation of the noise figure, NFmin, versus 

thickness of the inserted InAs layer follows the same trend as fmax with a minimum for 6 nm InAs. 
Material #599 exhibited the best noise characteristics with an NF^ of 0.8 dB and an associated gain of 
9.2 dB at 25 GHz. This was achieved at Vd =0.4 and Id =85 mA/mm. 
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Figure 2: fma, versus thickness of the inserted InAs 
layer for different VDS. 
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Figure 3: fm„ versus V^ for a lattice matched InP-based 
material (InP15) and a metamorphic structure with 

inserted InAs layer (#599). 
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Conclusions 

Metamorphic HFET materials with InAs/In0 8Ga„ 2As channels have been grown on GaAs substrates. 
The insertion of a 6 nm InAs layer at the In0 7Al0 3As spacer interface resulted in a 20 % increase in room 
temperature mobility (34 % at 77 K). 

An extrinsic transconductance of 1100 mS/mm was achieved with a 0.3 |im gate length. Excellent high 
frequency performance has been achieved at low voltages. An f^ of 100 GHz was achieved at 
Vds=0.25 V and Id =26 mA/mm. Below 1.0 V, these devices are superior to lattice matched InP-based 
devices with 0.15 urn gate length fabricated with the same layout and fabrication processes. The fT-lg 

product of 30 GHz(xm corresponds to a carrier velocity of 1.9-107 cm/s. Compared to a reference 
structure without InAs layer, the insertion of a thin InAs layer caused an increase in f^ with 12 %, fT 

with 64 %, and the fTLg product with 19 %. The minimum noise figure was 0.8 dB with an associated 
gain of 9.2 dB at 25 GHz for a material with a 6 nm InAs layer at the spacer interface. This was 
measured at a Vds of 0.4 V and an Ids of 85 mA/mm. 

Our results show that the metamorphic InAs/InGaAs HFET is a promising device for low noise appli- 
cations with a very high gain at low DC power consumption. 

5. Acknowledgment 

The authors wish to thank the following organizations and persons: the Swedish Research Council for 
Engineering Sciences (TFR), the Swedish Defence Material Administration (FMV), and the Swedish 
National Board for Industrial and Technical Development (NUTEK) for financial support, the Swedish 
Nanometer Laboratory for access to the e-beam system, and Prof. H. Zirath, Prof. E. Kollberg, and Dr. 
T. G. Andersson for their support of this work. 

6. References 

I] Nguyen L D, Larson L E, Mishra U K. Proceedings of the IEEE 1992;80(4):494-518. 
2] Smith P M, Liu S-M J, Kao M-Y, et al. IEEE Microwave and Guided Wave Letters 1995;5(7):230-232. 
3] Akazaki T, Arai K, Enoki T, Ishii Y. IEEE Electron Device Letters 1992;12(6):325-327. 
4] Jaffe M D, Sekiguchi Y, Singh J, Chan Y J, Pavlidis D, Quillec M. Cornell Conference on High Speed Semiconductor 

Devices and Circuits. Ithaca, NY, 1987:70-79. 
5] Liu C T, Lin S Y, Tsui D C. Applied Physics Letters 1988;53(25):2510-2512. 
6] Win P, Druelle Y, Legry P, et al. Electronics Letters 1993;29(2):169-170. 
7] Higuchi K, Kudo M, Mori M, Mishima T. International Electron Devices Meeting 1994:891-894. 

Chertouk M, Heiss H, Xu D, et al. IEEE Electron Device Letters 1996;17(6):273-275. 
9] Kawano M, Kuzuhara T, Kawasaki H, Sasaki F, Tokuda H. IEEE Microwave and Guided Wave Letters 1997;7(l):6-8. 
10] Inoue K, Harmand J C, Matsuno T. Journal of Crystal Growth 1991,111:313-317. 
II] Rorsman N, Karlsson C, Wang S M, Zirath H, Andersson T G. Electronics Letters 1995;31(15):1292-1294. 
12] Karlsson C, Rorsman N, Wang S M, Olsson E, Andersson T G, Zirath H. European Solid State Device Research 

Conference 1996. 
13] Enoki T, Arai K, Akazaki T, Ishii Y. IEICE Transactions on Electronics 1993;E76-C(9):1402-1411. 
14] Wang S M, Karlsson C, Rorsman N, et al. Ninth International Conference on Molecular Beam Epitaxy. Malibu, 

California, 1996. 
15] Matthews J W, Blakeslee AE. Journal of Crystal Growth 1974;27:118-125. 
16] Bahl S R, del Alamo J A. JJEEE Transactions on Electron Devices 1993;40(8): 1558-1560. 
17] Rorsman N, Garcia M, Karlsson C, Zirath H. IEEE Transactions on Microwave Theory and Techniques 

1996;44(3):432-437. 
18] Wojtowicz M, Lai R, Streit D C, et al. IEEE Electron Device Letters 1994;15(ll):477-479. 
19] Streit D C, Tan K L, Dia R M, et al. Electronics Letters 1991;27(13):1149-1150. 



487 

A Novel High-Performance WSi-gate Self-Aligned N-AlGaAs 
/InGaAs/N-AlGaAs Pseudomorphic Double Heterojunction 
MODFET by Ion Implantation 

K. Nishii, M. Nishitsuji, T. Uda, T. Yokoyama, S. Yamamoto, 
T. Kunihisa   and   A. Tamura 

Electronics Research Laboratory, Matsushita Electronics Corporation, 
3-1-1 Yagumo-Nakamachi, Moriguchi, Osaka 570, Japan 

Abstract. A novel high performance WSi-gate self-aligned N-AlGaAs/InGaAs/N-AlGaAs pseudomorphic 
double heterojunction MODFET was fabricated by ion implantation into the epitaxial layers. To obtain 
high activation for the Si implanted epitaxial layers, we have optimized the layer structure, especially 
AlGaAs thickness, and annealing conditions using a graphite heater. The 0.8nm-gate DH-MODFET 
exhibited a K-value of 400 mS/Vmm, gmMAX of 450 mS/mm and IMAx of 30° mA/mm with Vth of -0.05 
V. The standard deviation of Vth was 18.1 mV across a 3 inch wafer. Operated with drain bias of 3.0 V, the 
DH-MODFET demonstrated 28% power added efficiency (PAE) with -56.4 dBc adjacent channel leakage 
power ratio (ACPR) at Pout = 21.5 dBm and 600 kHz off center frequency from 1.9 GHz. 

1. Introduction 

In recent years, GaAs MMIC power amplifiers have attracted much attention in cellular phones because 
of their low voltage operation and low power consumption. These conventional GaAs MMIC power 
amplifiers[l] usually need dual (positive and negative) voltage supplies. However, negative voltage 
generation becomes one of the large obstacles to realize very compact and low cost handsets. Therefore, 
single voltage supply MMIC power amplifiers have been strongly demanded. A good example has been 
reported on the single low voltage supply GaAs MMIC power amplifier^] by using the N-AlGaAs 
/InGaAs/N-AlGaAs pseudomorphic double heterojunction modulation doped FET(DH-MODFET) 
because of its advantageous high frequency characteristics and drain current capability. However, in the 
conventional fabrication process of DH-MODFET, the gate recess is performed by wet chemical 
etching, which cause poor uniformity of device characteristics such as threshold voltage (Vth). 

In this work, we report successful fabrication of WSi-gate self-aligned pseudomorphic DH- 
MODFETs by ion implantation into the epitaxial layers with high-performance and very uniform device 
characteristics. 

2. DH-MODFET Structure 

Figure 1 shows the cross-sectional view of the DH-MODFET. The epitaxial structure was grown by 
MBE on a semi-insulated GaAs substrate. Following the undoped GaAs buffer layer and undoped 
AlGaAs layers, 5 nm bottom N-AlGaAs layer, 2 nm undoped AlGaAs bottom spacer layer, 15 nm 
InGaAs quantum well, 2 nm undoped AlGaAs top spacer layer, 10 nm top N-AlGaAs layer, and 5 nm 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Fig. 1 Cross-sectional view of the DH-MODFET Fig. 2 Dependence of Ns and u on annealing temperature 

undoped GaAs layer were grown. The AlAs mole fraction in the AlGaAs layers was 0.25 and the 
doping level of Si in the N-AlGaAs layers was 2.0X lO'S cra-3. The In mole fraction in the InGaAs 
layer was 0.2. The sheet electron concentration and Hall mobility obtained for this DH structure were 
5.2 X lO'i cm-2 and 4400 cmW-s at room temperature and 5.0 X 10H cm-2and 11200 cmW-s at 
77K, respectively. 

The n+ regions self-aligned to the refractory WSi gate were formed by Si ion implantation into the 
epitaxial layers. In order to obtain high activation for Si implanted N-AlGaAs/InGaAs/N-AlGaAs 
heterostructure layers without degrading the characteristics of the epitaxial layers, we have studied the 
annealing conditions and the epitaxial layer structure. We adopted hotplate annealing using a graphite 
heater for activating the implanted layers, because it allows rapid thermal processing with good 
temperature control. Figure 2 shows the dependence of sheet electron concentration (Ns) and Hall 
mobility (|i) for the DH structure on annealing temperature. Annealing time is 30 sec. A drastic 
degradation of Ns and u. were observed in the region of temperature above 780 °C. This phenomenon is 
considered to be caused by degradation of the DH structure. 
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It is known that AlGaAs has poor activation compared to GaAs in the case of Si implantation[3,4]. 
Therefore, we studied the relation between AlGaAs layer thickness and sheet resistance of the Si 
implanted epitaxial layers. Figure 3 shows the dependence of the sheet resistance of the Si implanted 
region at 50 keV with a dose of 5 X 10'3 cm-2 on the thickness of the bottom undoped AlGaAs layer 
between the GaAs buffer layer and the bottom N-AlGaAs layer. From this figure; the thickness of the 
bottom undoped AlGaAs layer must be less than 20 nm to obtain high activation and we typically used 
10 nm. Figure 4 shows the dependence of the sheet resistance of the Si implanted region at the above 
conditions on the hotplate annealing temperature for the sample with 10 nm undoped AlGaAs layer. The 
low sheet resistances were obtained in a range of annealing temperature from 720 "C to 750 °C. From 
the result, we adopted 750 °C on annealing temperature. 

3. Fabrication and Device Characteristics 

3.1 Fabrication Process 

The device fabrication process begins with the mesa-etching for the definition of the channel region. 
Then a WSi refractory metal gate was formed by DC sputtering and reactive ion etching with mixed 
CF4/SF6 gas. Then 60 nm thick SiC>2 film was deposited. We carried out self-aligned Si ion 
implantation using WSi gate and 45 nm width SiC>2 sidewall as a mask at an energy of 50 keV with a 
dose of 5 X1013 cm-2. After that, the implantation layer was annealed by hotplate annealing at 750 t 
for 30 sec in a H2 atmosphere with a SiC"2 capping film. Ohmic contacts were formed by evaporation of 
AuGe/Ni/Au. Finally, a Ti/Au layer was deposited as a gate over-layer and interconnect metal. 

200 ^  Vth-0.05V 
K=400mS/Vmm 

gmMax=450mS/mm ; / 

Fig. 5 Dependence of \Tlds and gm on Vgs 
(Lg=0.8um, Wg=100u.m) 

f-1.9065GHz,Vds=3.0V 
lidle=100mA 
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uj < 

5 10 15 

Pin (dBm) 
Fig. 6 Input-output characteristics with ACPR and 
PAE of the DH-MODFET (Wg=4mm) 

Input Signal : rt/4 shift QPSK (PHS mode) 
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3.2 DC and RF Characteristics 

Figure 5 shows the typical ^Ids,gm-Vgs characteristics of a 0.8(im-gate DH-MODFET formed by this 
process. The DH-MODFET with lOOum gate width exhibited a K-value of 400 mS/Vmm, a gmMAX 
(maximum transconductance) of 450 mS/mm and IMAX (maximum drain current) of 300 mA/mm with a 
Vth of -0.05 V at Vds of 3 V. The measured contact resistance was 0.08 Qmm and the sheet resistance 
of n+ layer was 300 D/D. The typical gate-drain breakdown voltage was -9 V measured at a gate-drain 
current of 100 uA/mm. 

The Vth of 35 devices was measured across a 3 inch wafer. The Vth was determined by linear 
extrapolation of the square root of the drain current. The average Vth of 35 devices was -0.05 V. The 
standard deviation of Vth is 18.1 mV across a 3 inch wafer. 

Figure 6 shows input-output power performance of the DH-MODFET (Wg=4mm) with adjacent 
channel leakage power ratio(ACPR) and power added efficiency(PAE). Operated with a single drain 
bias of 3.0V, we obtained PAE of 28.0% with low ACPR of -56.4 dBc at Pout = 21.5 dBm and f=1.9 
GHz. The characteristics of this DH-MODFET satisfies the requirements for low current operation in 
the single voltage supply condition. 

4.   Conclusion 

We have developed a novel high performance WSi-gate self-aligned N-AlGaAs/InGaAs/N-AlGaAs 
pseudomorphic double heterojunction MODFET by ion implantation into the epitaxial layers. To obtain 
high activation for the Si implanted epitaxial layers, we have optimized the layer structure, especially 
bottom undoped AlGaAs layer thickness, and the annealing condition using a graphite heater. The 0.8 
urn-gate DH-MODFET exhibited K-value of 400 mS/Vmm, gmMAX of 450 mS/mm and IMAX of 300 
mA/mm with Vth of -0.05 V. The standard deviation of Vth was 18.1 mV across a 3 inch wafer. 
Operated with drain bias of 3.0 V, the DH-MODFET demonstrated PAE of 28% with ACPR of -56.4 
dBc at Pout =21.5 dBm at 600 kHz off center frequency from 1.9 GHz. These excellent results suggest 
that this process is very suitable for fabrication of GaAs power MMIC's operated with a single voltage 
supply, with very uniform device characteristics. 
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Novel applications of HEMTs for future 4.2K low-power 
and low-frequency cryoelectronics 
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L2M, CNRS,  196, avenue Henri RAVERA, 92225 Bagneux Cedex, France 

Abstract. Pseudomorphic (Al,In)GaAs/GaAs HEMTs have been fabricated and investigated. These devices 
exhibit high DC and low-frequency noise performances at 4.2K. Neither collapse nor kink effect has been 
detected. Large current variation from sub-nano to milli-Ampere with a good saturation behaviour has been 
characterised with a gate bias variation of about half a volt. Even at an extremely low-power supply of 
57pW, an intrinsic voltage gain of 160 has been reached. With a power supply smaller than 10|xW, 
v/e obtained an equivalent input noise as small as 1.9nV/VHz at 1kHz, a white noise lower than 0.5nVMHz, 
a shot noise of 0.76fA/VHz, and the corresponding Hooge parameter of 5.5xl0'6. Finally, a real application 
of this type of device in a 4.2K preamplifier has demonstrated an equivalent input noise level of 0.12nVWHz 
with a bandwidth of 2MHz. 

1. Introduction 

Low-power, low-frequency and low-noise cryogenic transistors are widely demanded for preamplifiers 
in cryogenic systems working at 4.2K or below. Applications include superconducting particle detectors 
and bolometers in nuclear physics, very low signal measurements in mesoscopic physics, and 
photodetectors in spacecraft telescopes. So far, the lowest noise level transistors are Si JFETs, but with 
a minimum operating temperature of about 100K [1-2]. In order to decrease this limit, many efforts have 
been devoted. The well investigated devices are GaAs MESFETs which can work at 4.2K or below [3], 
and their performances have been considerably improved [4]. However, their 1/f noise level, e.g., at 
1kHz and at 4.2K, is still several times higher than that of Si JFETs. In this work, we have introduced 
and investigated pseudomorphic GaAs HEMTs for the goal of low-power, low 1/f noise and cryogenic 
working temperature. 

Comparing HEMTs to MESFETs, the fundamental difference is that the former is based on a two- 
dimensional electron gas (2DEG) while the latter uses a three-dimensional electron gas. The 2DEG can 
be obtained by a heterostructure arrangement, e.g., AlGaAs/GaAs, or pseudomorphic 
(Al,In)GaAs/GaAs. The electrons in the 2DEG reside in a very pure crystal material and they are isolated 
from the donors by a spacer layer. Thus, electron-donor collisions and electrons frozen at ionised donors 
at low temperature can be avoided. Electrons therefore present high qualities in mobility and in 
concentration, especially at low temperature. The 2DEG has been largely used in mesoscopic physics 
experiments, in particular we have investigated the quantum shot noise in a Quantum Point Contact 
(QPC) constructed by split gates on a AlGaAs/GaAs 2DEG [5]. At milli-Kelvin temperature range and 
with very low bias and low frequency measurement conditions, the shot noise in the QPC decreases with 
the reduction of the current flowing through it and reaches the limit, i.e., the thermal noise level which is 
determined by the cryostat. Furthermore, from a device point of view, e.g., the transconductance and the 
cut-off frequency, HEMTs have also demonstrated an increase in performances with decreasing working 
temperature [6]. Indeed, from the above experiments, electrons in a 2DEG exhibit essential features for 
cryogenic devices. 

Pseudomorphic GaAs HEMTs, compared to classical GaAs HEMTs, have the advantages of a better 
2DEG confinement, higher electron density and lower Al mole fraction in the AlGaAs material. 
High Al mole fraction in GaAs HEMTs is considered as the source of DX centers and DX centers can 
generate collapse [7] in current-voltage (I-V) characteristics for transistors at low temperature. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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2. Experiment 

The fabricated HEMTs are based on a commercially available pseudomorphic (Al,In)GaAs/GaAs 
heterostructure from Picogiga [8], grown by Molecular Beam Epitaxy. Source and drain ohmic contacts 
are performed by using Ni/Ge/Au process [9]. Device isolation and gate recess are achieved by wet 
chemical etching. The devices are finally packaged into TO-18 boxes. 

Typical low temperature I-V curves obtained for HEMT Nc9-4 and measured with a HP4142B are 
shown on Fig.l. Collapse and kink effect [10] are totally absent in these devices. This indicates the high 
qualities of both the heterostructure material and the fabrication process. In the low drain-source current 
Ids region, the saturating of Ijs can be observed at drain-source bias V& much lower than IV. At 
V«/j=0.1V and 7^=0.57nA, the transconductance gm=öIds/öVss, where Vgs, the gate-source bias, is 
0.16uS, and the drain conductance gd=Sld/SVds, is l.OnS. Consequently, an intrinsic voltage gain 
G0=g„/gd of 160 with an operating power as small as 57pW can be deduced. 
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Fig.1    Ids-Vds curves versus Vgs for HEMT N°9-4 at 4.2K. The logarithmic scale is used 
for full Ids illustration. From bottom to top, Vgs varies from -0.70V to 0V with a step of 0.05V. 

In Tab.l we display the typical parameters obtained at working point "p", where Igs is the gate leakage 
current, R&=\lgd, the drain-source channel resistance, G=gmRi/(gdRL+I), the effective voltage gain and 
/?£=10kfi is the load resistance. The G calculated using DC parameters is verified with an alternative 
amplifier circuit setup using the same device. The shot noise /„ induced by Igs can be written as \(2e/„), 
where e is the electron charge. In order to reduce this noise, a very careful recess is carried out. Igs has 
thus been significantly reduced to the pico-Ampere range. With Igs=\.8pA, the corresponding in is only 
0.76fA/(^Hz). 

Tab.1 
point VgsW V<fc(V) WmA) /gj(pA) i„ (fA/VHz) gm(MS) Ä<fc(kß) Go G e„(nV/VHz)@1kHz 

P -0.55 0.1 0.095 1.8 0.76 1.6 2.3 3.7 3.0 1.9 

For the equivalent input 1/f noise voltage measurement, a 5004 EG&G BROOKDEAL preamplifier and a 
HP35665A dynamic signal analyser, have been applied. It is well known that the Hooge 1/f empiric 
current noise spectrum formula [11] can be written as follows for FETs : 
S,ds=a„[ds2/Nf (1) 
where aH is the Hooge parameter, N, the carriers number under the gate and /, the frequency. 
The equivalent input noise voltage en can be written as en

2=Se„=aJds2/Nfgm
2, where Se„ is the input 
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voltage noise spectrum. As the effective load resistance of the DUT is RL=Ri/(gdRL+l), we have 
Se„=aJds

2RL'2/Nfgm
2RL'2 =SVd/G

2, where SVds=aJds
2Ri2/Nf is the output voltage noise spectrum. 

en can thus be finally deduced from the ratio of the measured value SyA"1/2 over the corresponding G. 

In Fig.2 we plot the typical en as a function of/at working point "p". en varies as/"0-6 as illustrated by 
the dotted line. It must be mentioned that the evolution of Se„ isf-1-2. An en as small as 1.9nV/\Hz at 
1kHz is obtained with a power supply of only 9.5(iW. In addition, the spectrum weight e„=0.5nVAvHz 
at 10kHz implies that the white noise level should be even lower. These values, both in 1/f noise and in 
power supply, are smaller than those of any FET at 4.2K reported in the literature [3-4]. The 1/f noise at 
4.2K is very close to that of the best Si JFET at 135K, and white noise is even lower[l]. 

Referring to the work of [12], at low drain bias conditions, the Hooge parameter in formula (1) can be 
deduced from the electron mobility and the voltage bias. Using the experimental electron mobility value 
of about 3xl04cm2/Vs in (Al,ln)GaAs/GaAs heterostructures measured at 4.2K, we can evaluate 
ccH =5.5xl0"6 at point "p". This value is about ten times smaller than that obtained in the GaAs HEMT at 
300K [12]. To our knowledge, aH at 4.2K has not yet been well investigated. Besides, according to the 
theory in [13], if one considers only the elastic collision process at low drain bias and low temperature in 
a FET, the calculated aH for this pseudomorphic HEMT at 4.2K should be as small as 3.4xl0-10. 
The large difference between the experiment and the theory calls for more detailed investigations. 

X 

o 

Frequency f(Hz) 

Fig.2   Spectrum of e„ versus Hrom 150Hz to 12.8kHz for HEMT N°9-4 at 4.2K, 
and the bias conditions listed in Tab.1. 

One HEMT of this type has been used in a 4.2K preamplifier for a metastable superconducting particle 
detector. This detector is used in order to increase the efficiency and the energy resolution for the 
possibilities of solar neutrinos, cold dark matter, and double beta decay detection[14]. The detector 
consists of tin microspheres with a diameter of about lOum, suspended in paraffin wax at lOOmK, and 
superheated by a magnetic field. When these grains are irradiated by ß beam or X ray, their magnetic 
state changes from superconductor diamagnetism to normal metal. This change can thus be picked up by 
a copper coil. The very weak signal is then amplified by connecting it to the HEMT input which is at 
4.2K, away from the detector. The HEMT's bias and characteristics are Vds=l.6V, Ids=2.8mA, and 
gm=57mS. An equivalent input noise level of 0.12nV/VHz with a bandwidth of about 2MHz has been 
attained. Moreover, important distance reduction in the connection between detector and HEMT 
improves significantly the signal over noise ratio. In this way, the detector's electronic sensibility has 
been increased four times [15]. It must be mentioned that the preamplifier in this study was initially 
designed with Si JFETs. It is well known that operating bias values for Si devices are higher than for 
GaAs HEMTs. Hence, for HEMTs, these bias values can be reduced by a specific configuration of the 
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preamplifier. In addition, the working temperature and the distance from the detector can still be 
decreased, therefore more sensible cryoelectronics by HEMTs can be expected. 

3.   Conclusions 

In conclusion, we provide a first investigation of 4.2K pseudomorphic HEMTs for the fabrication of 
low-power, low-frequency and low-noise cryoelectronics. The preliminary performance analysis from 
our experiments suggests that the HEMT can be a very promising device. This device has excellent 
cryogenic properties owing to the high intrinsic qualities of the 2DEG, free from collapse and kink 
effect, and very good saturation behaviour even at source-drain bias much lower than IV. A high 
intrinsic voltage gain of 160 can be obtained with an extremely low operating power supply of 57pW. 
In addition to the DC performances, this device also shows a very low input noise. A 1/f noise of 
1.9nV/VHz at 1kHz, a white noise smaller than 0.5nV/VHz, and a very low shot noise of 0.76fA/VHz 
can be reached with a power supply less than 10|jW. In addition, a real application in a 4.2K 
preamplifier has demonstrated an equivalent input noise level of 0.12nV/VHz with a bandwidth of 
2MHz. These transistors can thus be considered as good candidates for future applications in low-power 
and low-frequency cryoelectronics from 4.2K down to the milli-Kelvin range. 

From quantum 1/f noise theory, the Hooge parameter in GaAs and related III-V compounds is penalised 
by the light electron effective mass and the Debye temperature. But the advantages of 2DEG at 4.2K 
overcome these unfavourable aspects by more important linear and exponential thermal factor reduction. 
Although our experimental Hooge parameter 01^=5.5xl06 at 4.2K is about ten times less than aH 
measured in a classical HEMT at 300K by an another group [12], it is still much higher than aH 
predicted by quantum theory [13]. Investigations both in theory and in experiment have to be performed, 
in order to understand the theoretical and practical limitations of the 1/f noise in cryogenic HEMTs. 
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PHEMT affecting the VCO frequency characteristics 
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Abstract - A local maximum in the CGs(VGS) characteristics of an AlGaAs/InGaAs/AlGaAs PHEMT is 
both calculated by hydrodynamic simulations and extracted from S-parameter measurements. It is found by 
simulation that the doping on the backside of the channel is the origin of this behavior. VCO measurements 
demonstrated that this CGS(VGS) characteristic can result in a partially reversed tuning behavior. 

1.      Introduction 

High Electron Mobility Transistors (HEMTs) on GaAs substrate are becoming widely used for 
Microwave Monolithic Integrated Circuits (MMICs) with operating frequencies up to 100 GHz. The 
most common pseudomorphic HEMT, the AlGaAs/InGaAs/GaAs HEMT without doping below the 
channel shows high cut-off frequency but low power capability. A second drawback is the high output 
conductance at short gate lengths. This is a major limiting factor for high frequency performance. 
However, both power capability and output conductance can be improved by the introduction of a 
second AlGaAs barrier below the channel which enhances the confinement of the electrons to the 
quantum well. To improve the power capability, the electron density in the channel is increased by a 
doping in the AlGaAs buffer. This doping also affects the capacitances of the device. 

In the present paper we analyze the mechanisms determining the gate-source capacitance CGs of 
HEMTs with doping on the backside of the channel. In contrast to HEMTs without backside doping 
these devices exhibit a local maximum in their CGS(VGS) characteristics. Measurements of VCOs 
employing this type of HEMT [1] show a partially reversed tuning behavior opposite to VCOs with 
HEMTs without backside doping [2]. 

Source B Drain 1 

|GaAs- Cap 1                                                  1   iGaAs-Cap 

AIGaAs-Supply          ./Delta-Doping 

AIGaAs-Spacer 

InGaAs-Channel 
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AIGaAs-Buffer         N Backside-Doping 

GaAs-Substrate 

Gateo—r^W^^ Tic^1 i   i I 
RA   Y ?J 

W^TXfy^ Drain 

v=Vm,-e* 
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Fig. 1.    Schematic cross section of the investigated 
HEMT. 

Fig. 2.    Small   signal   equivalent   circuit   used   for 
parameter extraction. 
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2. Device structure and simulation 

The basic structure of the investigated HEMT is shown in Fig. 1. An InGaAs channel is sandwiched 
between two AlGaAs barriers. In the barrier below the channel a 5 nm thick layer with a doping 
concentration of 1.0*1018 cm"3 is used. The upper barrier layer contains a delta doping with a sheet 
concentration of 3.6*1012cm"2. The T-shaped gate with a footprint length lg of 120 nm was 
manufactured by optical stepper lithography and a side wall spacer process. Source and drain contacts 
are self-aligned to the T-gate [1]. 

The simulations were performed with the hydrodynamic simulator MINIMOS-NT [3]. A 
hydrodynamic transport model was used in the channel and drift diffusion in the remaining 
semiconductor layers. The simulation takes into account the complete epitaxial structure, a realistic 
device topology, i. e., an approximated gate shape, source and drain contacts only on top of the cap 
layers, and passivation [4]. 

3. Determination of CGS 

The device structure described above enables us to simulate an extrinsic HEMT but without 
contacting network and pads. The extrinsic gate capacitance CQS(VGS) 

was determined by means of 
the quasi static approximation 

'"Gs vas' *DS ) 
dßc 
dVn 

+ 92c 
dVn 

(1) 

where Qo is the total (negative) charge on the gate metal surface. Additionally, small signal 
parameters were extracted from S-parameter measurements according to [5] using the equivalent 
circuit shown in Fig. 2. The circuit includes parasitic elements such as pad capacitances and 
inductances. The quantities determined this way are intrinsic parameters in contrast to the CGS 

determined by simulation. To compare the intrinsic gate source capacitance Ccsi with the simulated 
extrinsic Cos the following approximation was used 

CGS  ~(1+8n,lRs)CG 

Supply 
■ Channel 

Backside Doping 
- Supply + Channel 
■ Supply + Channel + Backside Doping 

Gate Source Voltage VGS [a.u.] 

Fig. 3. Contributions to CGs due to backside doping 
(dots), channel (short dashes) and upper barrier doping 
(long dashes). 

(2) 

where the intrinsic transconductance gmj, the 
source resistance Rs and Cosi are parameters of 
the small signal equivalent circuit shown in 
Fig. 2. 

4.      Contributions to CGS 

The different contributions to CGs are sketched 
schematically in Fig. 3. In HEMTs with doping 
only above or in the channel, contributions of 
channel and upper barrier doping sum up to a 
well known monotonous increase of CGS with 
VGS- With an additional doping on the backside 
of the channel, a third contribution is added. 
Depending on the doping density and the 
energy level relative to the channel this can 
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Fig. 4.    Simulated    and    extracted    Cos    of    the 
investigated HEMT at VDS=3.0 V. 

Fig. 5.    Simulated Cos of the same HEMT but with 
different backside doping at VDS=3.0 V. 

result in a curve with a local maximum shown by the bold line in Fig. 3. 
In Fig. 4, both simulated and extracted CGs(VGs) are shown which compare very well. If VGs is 

increased from pinchoff Cos increases until it reaches a maximum. Both, simulated and extracted CGs 
show a negative gradient over more than 400 mV of VGS which is the largest part of the usable VGS 

swing of the device. 
Simulations of the same device were performed where only the backside doping NDb was 

changed. Fig. 5 proves that NDb is the reason for the local maximum of CGS(VGS). It demonstrates the 
dependence of the location and magnitude of the maximum on the concentration of NDb- No local 
maximum can be observed in the case of NDb = 0. With increasing NDb, the pinch off voltage 
decreases and the local maximum in CGS(VGS) appears. The higher the contribution of NDb to the total 
doping, the more pronounced is the local maximum in the CGS curve. This behavior has an impact on 
circuits with properties strongly dependent on the CGS(VGS) characteristics such as some types of 
VCOs. 

5.      VCO characteristics 

If a voltage controlled oscillator (VCO) is tuned directly by VGS variations, the change in CGS is one 
of the most important parameters for its frequency characteristics. Fig. 6 shows a photograph of such 

Fig. 6.      Layout of the measured VCO. 
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a monolithic VCO with buffer amplifier [1]. In this 
type of VCO the output frequency usually decreases 
with increasing VGS if HEMTs with doping only in 
or above the channel are employed [2]. This can be 
different in the same type of VCO if backside 
doped HEMTs are used [1]. The change in the CGs 
dependence on VGs due to the backside doping 
changes the tuning behavior. In particular, the 
frequency response can be reversed for a certain 
interval of VGS. Fig- 7 shows the oscillation 
frequency fosc and the corresponding Cos of the 
HEMT employed in the VCO, both as a function of 
VGs. In this case fosc is increasing over the whole 
range in which the VCO is oscillating. This clearly 
coincides with the range in which CGS is decreasing 
with rising VGS. In the case of the measured VCOs 

no oscillation could be observed for VGS below 0.2 V and above 0.65 V. 

0.0        0.2        0.4        0.6 
Gate Source Voltage VGS [V] 

Fig. 7. Measured fosc of the VCO versus the 
tuning voltage Vas and the extracted CGs of the 
HEMT used in the VCO. 

6.      Conclusion 

We have reported a local maximum in the CGS versus VGS characteristics of HEMTs. The same 
behavior was observed for CGS extracted from S-parameters as well as for CGS obtained from 
hydrodynamic simulations. We identified the doping on the backside of the channel to be the reason 
of the local maximum. In agreement with this result we have measured VCO tuning behavior opposite 
to the one usually observed. 
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Abstract. A photoinduced low frequency oscillation (LFO) is observed in GaAs MESFETs under 
microwave excitation at room temperature. The phenomenon is a self-sustained externally driven output power 
amplitude modulation and occurs within a range of light intensity, microwave power excitation level, and 
quiescent bias state. The oscillation frequency depends on the light intensity and microwave power, varying 
from 0.1 to 100 Hz. This oscillation phenomenon is found to be a strong function of device surface condition. 

1. Introduction 

Spontaneous oscillations have been observed at low temperatures under the combination of DC electric 
field and photoexcitation in undoped GaAs [1-3], or a combination of DC and magnetic field in p-type 
Ge [4]. These instabilities are commonly analyzed within the framework of the phenomenological 
impurity breakdown model that assumes impact ionization of two neutral donor levels by energetic free 
carriers that are heated by the applied electric field [5]. At room temperature, current oscillations in semi- 
insulating GaAs were also observed under an applied DC electric field and were attributed to deep levels 
such as EL2 at the onset of trap-filled-limited-voltage [6-8]. The similarity of the phenomenon and the 
condition the phenomenon occurs at low and room temperature hints that a similar physical mechanism 
might be operating in both cases. 

In this paper, we report a photoinduced low frequency output power oscillation of GaAs MESFET 
devices at room temperature under microwave excitation. 

2. Experimental Results and Discussions 

Ion implanted GaAs MESFETs on LEC (Liquid-Encapsulated-Czochralski) substrates were used in this 
experiment. The typical gate length is 0.8 urn, gate-source spacing 0.3 urn, and gate-drain spacing 0.7 
|im. The device was connected in a class C common source amplifier configuration with a sinusoidal 
microwave excitation of 850 MHz. Light from a tungsten-halogen projector lamp passing through a 
monochromator illuminated on the top surface of the device. The output signal was measured by a power 
meter and by a spectrum analyzer in the time sweep mode. 

We observed the instability of output power as a function of photoexcitation intensity (IL) and input 
microwave power level (PIN)- The output power of the device oscillates at a very low frequency, e.g. 
approximately 1 Hz. The oscillation frequency increases with light intensity and microwave power, 
whereas the magnitude decreases with light intensity and microwave power, as shown in Figs. 1 and 2. 
It was found that this low frequency oscillation occurs in a certain range of light intensity and microwave 
power level. Both lower and upper excitation thresholds exist. Below the lower excitation threshold, or 
above the upper excitation threshold, LFO behavior disappears. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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(a) 

(b) 

(c) 

Time (sec) 

Fig. 1. The low frequency oscillation of output power 
at several photoexcitation intensities (a) IL=7, (b) 17, (c) 
30 (iW/cra2, PIN=200 mW, a.EXC=800 nm. 

(a) 

(b) 

(C) 

Time (sec) 

Fig. 2. The low frequency oscillation of output power at 
several microwave excitations (a) PIN=190, (b) 200, (c) 208 
mW, IL=30 uW/cm2, XEXC=800 nm. 

Fig. 3 shows a collection of such oscillation states on the light intensity versus microwave power plane. 
It can be seen that the oscillation occurs in a very narrow range of microwave power level from 182 mW 
to 225 mW, and light intensity from 4 to 34 H-W/cm2. This feature is very similar to the phenomenon 
reported in Ref. [2] which was observed at a much lower temperature (2°K). 

The LFO is also observed when the photoexcitation energy is lower than the band-gap energy. There 
is an abrupt increase in the oscillation frequency when the photoexcitation energy reaches the band-gap, 
as seen in Fig. 4. Fig. 4 is consistent with Fig. 1 and 2, in that the higher the excitation energy, either IL, 
PJN, or XEXc» me higher the oscillation frequency. 

The LFO of output power observed in this experiment is the direct result of drain current oscillation 
as verified by monitoring both output power and drain current response as a function of time under the 
oscillation condition. This is not surprising since there have been reports [9-10] on the dc drain current 
low frequency oscillations of GaAs MESFETs. 
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Fig. 3.    The low frequency oscillation occurs in a range 
of light intensity and microwave power XEXc=800 nm. 
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Fig. 4.   The    LFO    frequency    as    a    function    of 
photoexcitation   wavelength  around  band-gap  energy, 
PIN=200 mW, IL=30 uW/cm^ 
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The LFO frequency depends on temperature. According to Ref. [7], the activation energy suggests 
that trapping and ionization of EL2 and ELO produce the oscillation. In Fig. 5, we also calculated 
activation energy from the temperature dependence of oscillation frequency data, using the same 
technique as in Ref. [7]. However, an activation energy of 1.8 eV larger than that of EL2/EL0 was 
obtained, implying that band-to-band impact ionization takes part in the oscillation process in addition 
to ionization of deep levels. 

A strong process dependence of LFO was observed. An experiment was conducted in which the 
surfaces of devices were subject to different degrees of surface damage introduced via plasma etch 
process. Fig.6 is a transmission electron micrograph of the dielectric/semiconductor interface of a FET 
showing damages induced by the plasma process. The device with the greatest damage was found to 
have LFO when biased near 50% of Idss, while the device with the surface protected from plasma 
damage did not exhibit LFO in any of the bias conditions explored. The frequency of oscillation among 
these devices, under similar bias conditions, typically increases and the amplitude decreases as the 
device surface condition is improved. 

This leads to our speculation that LFO in the test device is a result of the interaction between surface 
states and bulk traps. We postulate that injected carriers are trapped and build up a space charge field in 
the bulk adjacent to the channel. When the field reaches a threshold, impact ionization of trapped carriers 
sets in, resulting in an increase of the free carrier density. Electrons generated by impact ionization move 
toward the positive drain region, and holes move toward the negative gate and ungated surface area 
adjacent to the gate. There, holes combine with negative surface states and relax the field in the channel. 
Subsequently, the electric field drops below impact ionization threshold, and the carriers are to be 
trapped again. This carriers trapping and ionization process is believed to be the cause of drain current 
oscillation observed above. 

When the microwave power or equivalently the electric field is below the lower threshold of LFO, 
impact ionization of the traps can not be initiated, therefore no oscillation occurs. On the other hand, 
when the microwave power is higher than the upper threshold, the population of trapped carriers is 
significantly reduced. The magnitude of ionization and trapping process becomes so small to be 
detected. Above upper threshold, the current noise floor can be dramatically higher than that below the 
lower threshold due to the amount of excited traps [11]. The action of light intensity on LFO can be 
explained by the similar argument. 
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Fig. 5.     Arrhenius plot of the LFO. 

Ea=1.8 eV ♦ 

■                    ' ■ 
Damaged 
Interface 

Fig. 6.    Transmission   electron   micrograph   of   the 
damaged dielectric/GaAs interface. 
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3. Summary 

Photoinduced low frequency oscillation of output power of GaAs MESFETs under microwave 
excitation was observed for the first time at room temperature within a range of light intensity and 
microwave input power level. The oscillation frequency falls into the range of 0.1-100 Hz. The 
phenomenon may be explained by the interaction between surface states and bulk traps under trap impact 
ionization condition which is generated by external applied electric field and photoexcitation. 
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Abstract Delta-doped InAlAs/InGaAs-HEMTs were grown by MBE lattice matched on InP-substrates. 
The ratio of upper doping to lower doping was varied from 1:0, 4:1, 2:1, 1:1 to 0:1, while total doping 
concentration was kept constant. By increasing the bottom doping concentration, the drain current is increased 
and the kink effect reduced. Ultimately the inversely doped transistor shows absolutely no kink and a very low 
output conductance of 25mS/mm. These new results offer a better understanding of the kink effect, related to 
the band structure of the HEMTs and its dependence on doping. 

1. Introduction 

The typical DC output characteristics of InAlAs/InGaAs-HEMTs with sub-|im gate length show an 
anomalous increase in drain current depending on drain source voltage (kink effect). Several theories 
for the physical origin have been proposed, however no transistors with kink-free output characteristics 
have been reported. With a single side high doping concentration (>71012cm"2) it is possible to 
eliminate the kink in the characteristics, at the price of a high output conductance, inferior diode 
characteristics and a very high drain current with a low drain source breakdown voltage. If the supply is 
split into an upper and lower modulation doping of the channel, a reduction of the output conductance 
can be achieved. For our investigations, we use a low total doping concentration of 4.5-10 cm" and a 
short gate length of Lg=150nm, making the HEMT structures very sensitive to the kink effect. The 
influence of doping ratio on electron transport properties and device performance was systematically 
investigated. 

2. Device Structure and Device Fabrication 

The layer sequence of the doubly doped HEMT structure is shown in Fig.l. For the optimization of the 
doping levels, we used the identical layer structure only varying the concentrations of the upper and 
lower 8-doping. Structures were grown by molecular beam epitaxy on 2-inch Fe-doped semi-insulating 
InP substrates. The epilayers consist of 250nm InAlAs buffer, followed by the 12nm wide channel, 
which is separated on each side by 5nm thick InAlAs-spacers from the doping. The ratio of upper 
doping to lower doping was varied from 1:0, 4:1, 2:1, 1:1 to 0:1, while total doping concentration was 
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kept constant (4.5-1012cm"2). An additional very high 8-doping underneath the 60nm thick InGaAs cap- 
layer reduces source and drain resistances [1] and compensates surface states. This doping does not 
effect the carrier density in the channel. T-shaped gates of 150nm length were defined by electron beam 
lithography in a two layer resist process. The gate region was recessed by a selective succinic acid etch 
and metallized with Ti/Pt/Au. 

60 nm I"0.53Ga0.47As 

22 Dm Ino.jjAlingAs 

12 nm Ino^3Gao.47As 

251» nm I«0.SiA'l).4SAs 

InP - substrate 

n=l«1019cm-3 

n = 2 • 10I3cnT2 

"upper 

"lower 

4.0 

3.5 

§   3.0 
M 

—  2.5 

1 
1 2.0 

1.5 

1.0 

A 

 ►   : 

0.0     0.2      0.4      0.6      0.8 

"lower' "total 

4.0 

3.5 

a 
30 §■ 

'© 
2.5    ~ 

1 
2.0^ 

1.5 

1.0 

Fig. 1: HEMT layer structure Fig. 2: Dependence of sheet carrier densities and sheet 

conductance on faction of lower to total doping 

3. "Transport Properties 

In Figure 2 the measured sheet densities and the sheet conductances are plotted versus the ratio of lower 
to total doping concentration. To avoid conductivity in the cap layer, the complete 60nm InGaAs was 
removed by a selective etch in the same way as the gate recess for the HEMTs was made. A linear 
increase can be observed for the carrier density in the channel, as we increase the lower doping. The 
effective carrier transfer goes from only 34% up to 63%. The electrons from the lower doping supply 
are not influenced by the surface depletion and have a higher affinity to the channel. The second curve 
in figure 2, the sheet conductance, shows the correlation between electron mobility and sheet density 
depending on the doping distribution. Here the curve shows a broad maximum. The reason for this is 
the decrease of electron mobility from 8500 cm2/Vs for a ratio of 1:0 to 6400 cm2/Vs for the inversely 
doped structure. This is due to silicon segregation at 470°C growth temperature from the lower 
8-doping into the channel. The structure with the ratio 1:1, that is near the maximum of this curve seems 
to be a good compromise for high electron mobility and high carrier density, adequate to achieve good 
transistor performance. 

4. DC Characteristics 

We measured the IV characteristics of these HEMT structures and indeed a distinct kink behaviour is 
revealed (Fig. 3). The strongest kink can be observed in single side upper doped structure (a). By 
increasing the lower doping concentration, the drain current increases and the kink effect is reduced. 
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Ultimately the 1:1 doped (d) and the inversely doped (e) transistors show absolutely no kink and a very 
low output conductance of 50 mS/mm and 25 mS/mra. All transistors show for all doping ratios a good 
pinchoff characteristic even for the inversely doped sample. That is a strong indication, that the 
conduction band offset in the buffer is quite high. The values for the threshold voltages decrease from 
-0.45 V for structure (a) to -0.7 V for structure (c) and (d). Simultaneously the Schottky diode 
characteristics changed drastically, although the surface treatment with our selective gate recess is the 
same. The forward breakdown voltage (ImA/mm) increases monotonously from 0.40V for 1:0 to 0.48V 
for 1:1 doping ratio, but for the inversely doped transistor the breakdown voltage increases dramatically 
by a factor of two (0.83V). While the barrier height 4>B shows only a light increase (0.47 to 0.53 eV), 
the ideality factor n increases from the 1:1 doped to the inversely doped transistor from 1.35 to 2.34. 
Obviously the diode characteristic is changed from a 1/kT-like to a l/2kT- like dependence. This could 
be due to a recombination current via the InGaAs-channel. 

0.25   0.50   0.75    1.00   1.25    1.50 
drain source voltage [V] 

0.00   0.25   0.50   0.75    1.00   1.25    1.50 
drain source voltage [V] 

0.25   0.50   0.75    1.00   1.25    1.50 
drain source voltage [V] 

0.00   0.25   0.50   0.75    1.00    1.25 
drain source voltage [V] 

0.00   0.25   0.50   0.75    1.00 
drain source voltage [ 

Fig. 3 : IV characteristics of 
HEMT structures with 
different upper to lower 
doping ratios, gate length 
is 150nm 
a)   1:0 

4:1 
2:1 
1:1 
0:1 

= 0V is marked 

b) 
c) 
d) 
e) 
VGS = 

AVGS = 0.25V. 

The rV-behaviour of the kink effect can be very well described by a simple equivalent circuit (Fig. 4). 
Here the function of the transistor is divided into two parts. The first branch, in which the transistor is 
marked with Tm, represents the main transistor, in which the major part of drain current flows. The 
second part (Tt) can be described as an additional current flow, like a transfer current, which is 
controlled by a diode and a resistance. If a drain voltage is applied, the main transistor is immediately 
open whereas in the second branch no current flows because the diode is closed. By a further increase of 
the voltage the diode is open and an additional current flow causes the kink in the IV characteristic. The 
transfer resistance Rt influences the magnitude of the kink. A low resistance leads to a distinct kink, on 
the contrary by a high resistance makes the second part ineffective. Although in this model the HEMT is 
divided in two transistors with the same gate voltage applied, this does not mean that there are two 
separated current paths or channels. We believe, that the low Schottky barrier to the surface and high 
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band offset between Fermi level and conduction band in the buffer tilts the band structure to the surface. 
The consequence of this is an incomplete carrier transfer from the upper doped region to the channel. 
Only an increasing drain voltage can effect a carrier transfer to the channel. This explains the high 
output conductance and the threshold voltage shift by increasing drain voltages. 

GateQ vGS-ov 

Fig. 4: Equivalent circuit for kink effect description 

0.00   0.25   0.50   0.75   1.00    1.25    1.50 
drain source voltage [V] 

Fig. 5: IV characteristic of a single side upper doped 
metamorphic InGaAs/InAlAs HEMT 

5. Discussion and Conclusion 

In order to understand the observed improvements in the IV characteristics due to the lower 8-doping, 
we changed the buffer design with the aim to reduce the conduction band offset. For this purpose we 
used a single side doped metamorphic HEMT structure on GaAs with exactly the same active layers 
(Fig. 1) as the lattice matched structures on InP. The lattice mismatch was accomondated by a linearly 
graded InGaAlAs buffer with an additional overshoot in the In-content of 11% followed by 250nm low 
temperature InAlAs layer [2]. From buffer leakage measurements we conclude that the conduction band 
offset in the metamorphic sample is much lower than in the lattice matched structures with the different 
doping ratios. For this metamorphic structure the values for sheet density and sheet conductance in 
Fig. 2 (open circle and triangle) are evident better than of those of lattice matched structures. The IV 
characteristic of a single upper side doped metamorphic HEMT show excellent performance without 
any kink, low source and drain resistances and a transconductance of 1000mS/mm (Fig. 5). 

From the above results it shows that the optimization of the doping levels can improve the device 
performance. We also learn that the position of the Fermi level in the buffer has a significant influence 
on sheet carrier density and on the DC performance of InGaAs/InAlAs HEMTs. A lower doped HEMT 
structure or a changed buffer design, with low conduction band offset, can achieve the same 
improvements. The good correlation with the kink effect confirms, that the anomalous increase in drain 
current is an consequence of incomplete carrier transport from the doped region to the channel. 
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Abstract. A novel FET concept has been developed to overcome the limitations of conventional GaAs 
based devices operating at high temperature. Due to the replacement of the Schottky gate control diode by a 
heterojunction, containing AlAs and LTG AlGaAs, and the use of low temperature grown GaAs as buffer 
layer material, high thermal stability in the electrical performance could be obtained. The device shows DC 
operation up to 500°C with essentially unchanged characteristics. On wafer microwave measurements were 
carried out up to 200°C. Whereas fj remains essentially unchanged the fmax/fT ratio decreases steadily. 
Though standard contact metallization was used, destructive degradation occured not before 570°C. 

1. Introduction 

GaAs based devices are suitable for operation at elevated temperatures due to the higher band gap of 
GaAs as compared to silicon. However, device performance usually deteriorates at high temperatures 
due to the reduction of carrier mobility, peak velocity and the degradation of the contacts used, and result 
already at moderate heating in reduced power gain and ouput power and a higher noise [1,2]. In this 
study, a novel approach to avoid high temperature degradation was investigated. Since the reduction of 
the high field velocity in GaAs at high temperatures is comparatively small [3], this device is designed to 
operate in the high field velocity region to improve the temperature degradation of the cut-off 
frequencies. 

We have realized an FET concept with a LTG AlGaAs/AlAs heterojunction as control diode to 
avoid problems encountered with conventional metal semiconductor Schottky gate diodes. Low 
temperature grown layers were also incorporated to avoid buffer leakage and AlAs to prevent contact 
diffusion. 

2. Device Concept 

Operation of GaAs based devices at high temperature normally leads to a strongly reduced output current 
density [1] due to a reduction of carrier mobility and peak velocity. Since the high field velocity remains 
largely unchanged up to high temperatures [3], a device concept has been designed to ensure operation in 
the high field velocity region and current confinement to a narrow channel. The gate length of the device 
is l(xm, thus velocity overshoot should be neglectible. Additionally, we have incorporated a low 
temperature grown (LTG) AlGaAs passivation layer and a LTG GaAs buffer for confinement of the 
carriers to the n-doped GaAs channel. 

Low temperature grown GaAs and AlGaAs contain a high amount of surplus As found on 
interstitials and antisites. Upon annealing at elevated temperatures, the excess As precipitates into 
clusters in case the density of surplus As is sufficiently high. These metallic clusters act as buried 
Schottky barriers, depleting the entire material. Therefore, annealed LTG GaAs is highly resistive and 
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may be used as a buffer layer to reduce buffer leakage and therefore output conductance up to high 
temperatures. 

Since the As concentration in LTG AlGaAs is lower as compared to LTG GaAs, As precipitation 
into clusters is not expected in the LTG AlGaAs surface layer, when annealed. Thus, this layer remains 
in its lossy dielectric state, leading to a reduced feedback capacitance due to a gate to drain lateral field 
redistribution resulting in an expansion of the drift region [4,5], as seen in the high fmax value. This is 
important for high frequency operation at high temperatures where additional feedback is expected from 
increased conductance of the buffer and passivation layers [6]. The expansion of the drift region should 
also lead to a high field velocity dominated carrier transport. 

High temperature operation of conventional GaAs based devices is also limited by contact 
degradation, especially interdiffusion. Therefore, a diffusion barrier is highly desired within the contact 
system to stabilize the contact alloy region. Here, thin AlAs layers have been used to restrict the alloying 
depth of the contacts. At the gate, the AlAs barrier is placed between the LTG AlGaAs passivation and 
the channel layer and it is believed that the AlAs/GaAs junction acts as the contact, because no Schottky 
barrier is formed at the interface between the surface LT-AlGaAs layer and gate contact metallization due 
to the high defect concentration. Additionally, the Ti Schottky metallization will penetrate into the LTG 
AlGaAs layer upon temperature stressing, forming a stable Ti:Al:As alloy. Because the barrier 
modulating the channel current is formed at the AlAs/channel interface, no effect on the device properties 
has been observed. To implement this concept, the entire gate metallization consisted of Ti/Pt/Au. 

The second AlAs diffusion barrier positioned below the channel is used to prevent uncontroled 
diffusion of the ohmic contact materials into the buffer. 

3. Device structure and technology 

The device was fabricated using a standard MBE system. Figure 1 shows the cross section of the device 
structure. 

A 600 nm thick GaAs buffer layer was grown at a temperature of approx. 300°C. On top of this 
buffer layer, a 20 nm thick AlAs layer was incorporated as a diffusion barrier for As outdiffusion into 
the channel, to restrict the alloying depth of the ohmic contacts and to prevent spiking. Next, the 65 nm 
thick, silicon doped GaAs channel was grown. Doping concentration was 8x10*' cm"3. The 10 nm thick 
AlAs diffusion barrier, grown on top of the channel, acts as a barrier for outdiffusion of As from the LT- 
AlGaAs cap layer and as a stop layer for gate contact interdiffusion, as described above. The 
Alo 3Garj 7AS top layer was 40 nm thick. The channel layer and diffusion barriers were grown at approx. 
600°C. 

The technology for device fabrication was a conventional sequence of mesa isolation by wet 
etching and contact deposition by e-beam evaporation of Ni/Au/Ge/Ni and Ti/Pt/Au for ohmic and 
Schottky gate contacts, respectively. Ni/Au/Ge based contacts are known to have a limited high 
temperature stability [7] but still can be used in this concept. Nevertheless, for further improvements, 

Ti/Pt/Au 
:   Gate 

40nm  LT-AlGaAs 
lOnm   AI As 

LL '-"""I 
Ni/Ge/Au 

Drain 
If  

65nm  GaAs: Si 8-1017cm-3 

20nm  AlAs Diffusion Barrier 

600nm LT-GaAs Buffer 

,,Semi-Insulating Substrate 
////////////////// 

0.2      0.4      0.6      0.8 
Gate Source Voltage (V) 

Figure 1: Cross section of the device structure Figure 2: Characteristic of the input diode 
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refractory materials should be employed [7]. The ohmic contacts were deposited into contact windows 
etched through the AlGaAs and AlAs layer and then alloyed directly into the channel. The Ti gate was 
deposited on top of the AlGaAs layer, forming Ti:Al:As upon annealing. 

The devices were not passivated, thus long time stability at high temperatures is not expected due 
to decomposition of GaAs and AlGaAs. 

4.  Results 

4.1 Input diode characteristics 

To modulate the channel the gate input diode must sustain rectification behaviour up to high 
temperatures. Therefore the IV-characteristics of the input diode was measured up to a temperature of 
570°C in a vacuum chamber. The vacuum is necessary to prevent corrosion of the unpassivated AlGaAs 
surface. Figure 2 shows the characteristic of the gate source input diode in the temperature range 
between 20°C and 540°C. As can be seen, the characteristic remains essentially unchanged up to a 
temperature of approx. 500°C. Reverse currents can also be tolerated for FET operation up to 500°C. 
Only at 540°C, the gate diode becomes conductive. However the device does not degrade permanently at 
540°C, the original characteristics can be restored upon cooling. The diode was found to degrade 
irreversibly at 570°C. 

4.2 FET characteristics 

4.2.1 DC characteristics. Figure 3 and 4 show the DC output characteristics of a FET at R.T. and 500°C, 
respectively. An open channel drain current of 380mA/mm is obtained at VG=+1V for R.T. operation. 
Increasing the temperature to 500°C leads to a reduction of the drain current by only 10% to 350mA/mm. 
This reduction is extremely low compared to data found in literature [1]. No noticeable leakage current is 
observed at pinch off up to 400°C. This is attributed to the use of the highly resistive low temperature 
grown buffer layer. Only at 500°C a leakage current of about 1.5% of the maximum current can be 
found, probably due to thermally activated carriers in the buffer layer. The threshold voltage remains 
unchanged, indicating a good carrier confinement to the channel even at 500°C. The negative slope in the 
R.T. output characteristic is believed to be a measurement artifact related to the high output resistance 
(see below) and not to self-heating. 

4.2.1 High frequency characteristics. To determine the high frequency performance, the temperature 
dependent s-Parameters were measured at various bias points. Since an on-wafer measurement setup 

+1.0 

0       12       3      4      5 
Drain Source Voltage (V) 

Figure 3: DC Characteristics at 20°C 

0       12       3      4      5 
Drain Source Voltage (V) 

Figure 4: DC Characteristics at 500°C 
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with a temperature limit of 200°C was used, the temperature range was from 25°C to 200°C. The current 
gain cut-off frequency fr and the maximum frequency of oscillation fmax were extracted representative of 
the power gain and switching characteristics. Figures 5 and 6 show the drain current and drain voltage 
dependence of fr and fmax at different temperatures. In contrast to previous results reported in the 
literature [2], the current gain cut-off frequency is nearly temperature independent. However, the 
maximum frequency of oscillation decreases with increasing temperature. By extracting the small signal 
equivalent circuit elements this was found to be caused by an increase of the output conductance of 50%, 
probably due to a higher conductivity in the LT-AlGaAs and LT-GaAs passivation and buffer layer [6]. 
The slight reduction in fr results from a slight reduction of gm. Nevertheless, it should be noted, that at a 
temperature of 200°C the fmax/ft ratio is still more than 2 for all bias points in saturation. 

5.   Conclusion 

A novel device structure has been shown, which is able to overcome the up to date limitations of other 
GaAs based high temperature device structures. 500°C operation of a GaAs based HFET has been 
demonstrated using conventional contact materials. High frequency on-wafer measurements up to 200°C 
are reported, showing an fmax/fT ratio of more than 2 even at 200°C and no essential change in fr. The 
main parameter responsible for the change is an increase in output conductance. The DC characteristic 
remains essentially unchanged up to 500°C. At 570°C the device degrades irreversibly, probably due to a 
degradation of the ohmic contacts. This degradation may be avoided by using refractory contact 
materials. 
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Abstract: The noise parameters of Npn InGaP/GaAs HBT devices are reported for an array of bias 
conditions from 2-18 GHz. A minimum noise figure of 0.8 dB with associated gain of 16 dB at 2 GHz 
was achieved at a collector bias of 0.83mA and a collector-emitter voltage of 2V. This was achieved by 
a device with emitter area of 3xl0|im2. A model is also presented that is used to compare measured and 
theoretical results. The low power consumption, high associated gain, low equivalent noise resistance, 
and variable optimum noise match coupled with an excellent degree of linearity [1] makes the 
InGaP/GaAs HBT an ideal candidate for low noise amplifiers (2-6GHz) with minimal power 
consumption. 

Introduction; Portable, battery operated circuit applications require devices that provide minimum 
noise figure and maximum linearity with minimal power consumption. In particular, CDMA and PCM 
CIA communication applications call for these components to be designed for 2.4 and 5.8 GHz. By 
carefully selecting the device emitter area and bias condition, the topology of the matching network and 
associated loss and added noise can be minimized [2]. InGaP/GaAs HBTs have lower number of 
recombination centers in the emitter-base junction and subsequently exhibit lower 1/f noise than 
comparable AlGaAs/GaAs HBTs. In fact the 1/f noise performance is comparable to that of silicon 
based BJTs [3,4]. The high frequency noise performance is improved with the InGaP/GaAs HBT 
compared to silicon through superior gain at microwave frequencies which is the direct result of a 
shorter emitter-collector transition time. We believe that the minimum noise figure presented in this 
work is among the lowest achieved for a bipolar technology in this frequency band. 

Device Fabrication and Measurement: The devices were fabricated and measured as described in 
[5], Lower recombination current in the base-emitter junction from enhancements in material growth 
and lower base resistance through improvements in processing have contributed to minor improvements 
in overall noise performance over previously reported results. All of the devices tested had a current 
gain of approximately fifty. Devices with 3xl0nm2, 3x5um2, 3x20nm2, 2x3xl0nm2, 3x40tim2, and 
8x3x5um2 emitter areas were used for this study. Results are reported for the 3xl0um2 device which 
achieved the best noise performance of the devices tested. 

Modeling: The simplest form of the equivalent circuit for the HBT is shown in Figure 1. The shot 
noise current is simply determined from an examination of each junction within the transistor [6]. The 
relation of the noise currents to the bias currents is given below: 

$=2qAf(lB+2IBE+2IBC) [2]. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Under forward bias operation the base- 
emitter and base-collector space charge 
recombination current, IBE and he, can be 
neglected. While no hole current flows 
across the base junction for the HBTs in 
this study, the base current still exhibits shot 
noise from the electrons with which they 
recombine. The correlation of the currents 
is also determined from the equivalent 
circuit model. This current is from the 
portion   of current   that   the   base   and 
collector have in common. This correlation  „.   _, ,™ .,   -..   Iro~ ...       . _ . ..... Figure 1 The noise model of the HBT in the as-tested 
current spectral density is given as follows      configuration. The emitter, collector and base terminal resistance 

itfc = -2qIBCbf [3],   contribute additional sources of noise. 
This correlation current is ordinarily very small. However, when operating the device at moderate 
microwave frequencies, the displacement current due to the base collector capacitance can become 
significant. The correlation factor will take a form as given below: 

- _     'b'c     _ ~ J^bc ■ ylPjnZo [4]. 

This correlation factor is shown to take a frequency dependent form but the input power and bias 
current dependence have not been verified. 

30 In addition to the noise currents 
across junctions, the series resistance at 
each terminal can contribute a significant 
amount of noise power. This resistance will 
contribute noise according to the Johnson 
relation 

e2=4*7K [5]. 
It is important that the noise temperature is 
determined from a self heating model and 
not the ambient temperature. The 
temperature of the device for calculation of 
the Johnson noise was determined from the 
measured thermal resistance and from the 
power dissipated across the device. The 
temperature of the device is related to the 
power through the following relation: 

T^R^P^ + T, [6], 
This   played   a   significant   role   in   the 

.  —     . determination   of   the   equivalent   noise 
10 IS 20 N. / S . n 

inqxnytsmi) —^_1_—— resistance. 

Figure 2 Plots of the measured and simulated values of Measurement and Analysis 
minimum noise figure F„j„ and associated Gain G„ (a), equivalent 
noise resistance R, (b), and optimum noise match T^ (c). 

The       noise 
parameters were measured using a Cascade 
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Figure 3 Measured minimum noise figure vs. collector 
current at 2 and 6 GHz for a 3xl0nm2 device: (a) F^ and G„ vs. 
collector current, (b) I",,, vs. collector current and (c) R„ vs. 
collector current. 

Microtech 2-18 GHz noise parameter test set, 
an Hewlett Packard 851 OB network analyzer 
and a Hewlett Packard 4145 for bias. The 
noise parameters are shown with modeled 
data in Figure 2 for different currents at a 
collector-emitter bias of 2V. The modeled 
data agrees well with the measured data. All 
model parameters came from analysis from 
the bias conditions and from the measured S- 
Parameters [7]. The only optimized 
parameter in the model was the correlation 
factor. The frequency dependent form of the 
correlation factor was assumed and 
subsequently verified. 

As a function of current, both the shot 
noise increases and the thermal noise will 
increase due to self-heating. The correlation 
factor will also decrease with respect to 
current; this will tend to increase the overall 

device noise for devices operating at large currents. This indicates that the optimum bias condition for 
the devices is at low current levels. However, there will be a current when this is no longer true [8-11]. 
In particular the noise resistance is rninimized at a particular current while the minimum noise figure 
continues to decrease with lower bias currents. The gain of the device will also decrease significantly as 
the current is decreased. Plots of the minimum noise figures, associated gain, equivalent noise 
resistance vs. current are shown in Figure 3 for the 3x10 |im2 device. 

When the noise figure is plotted against the collector-emitter voltage, Figure 4, the noise figure 
shows a small but steady increase. This increase is accentuated for higher currents. The associated 
gain, also plotted in Figure 4, shows a slight decrease . The optimum matching condition changes little 
with respect to voltage. The equivalent noise resistance increases as the voltage is increased. This is 
because the equivalent noise resistance is directly dependent on the noise power at the input terminal. 
This is largely due the Johnson noise of the emitter and base resistance. The measured temperature is 
plotted with the equivalent noise resistance of the 
device in Figure 5. The equivalent noise 
resistance and the temperature go up comparably 
with applied voltage. All of the temperature 
dependence of the noise parameters have been 
included in the small signal noise model. 

As the size of the device changes so will 
the noise parameters. For a given frequency 
range there should be an optimum device size to 
produce minimum noise figure and optimum 
noise   match   [11].   The   greatest   difference "i 2 3 4 5" 
between a larger device and a smaller device is v"w 

that a large device exhibits very small parasitic  Figure 4 Measured F^ rninimum noise figure and 
resistance at the terminals.   The large junction  associated gain <Gm vs. collector-emitter voltage at 2 GHz 

for a 3x10 unix device for multiple base bias currents. 
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areas also bring about large parasitic capacitance 
values. This reduces associated gain and, 
subsequently, the noise figure rises under very 
low bias conditions. This only applies for the 
lowest bias conditions. For moderate values of 
associated gain, the noise figure is always lower 
for a large area device due to the lower terminal 
resistance. Of the devices tested, the device with 
emitter area of 3x1Oum2 exhibited the best 
overall performance. 

Results and Conclusions:       Excellent       noise 
performance has been reported. A    minimum 
noise figure of 0.8 dB with associated gain of 
16 dB at 2 GHz was achieved at a collector bias 
of 0.83 mA and a collector-emitter voltage of 
2 V. A noise model was presented. The incorporation of self-heating effects is critical to the accurate 
simulation of noise for the full range of   biases of the transistor.    The correlation coefficient is 
apparently both bias and input power dependent.    It is clearly linearly frequency dependent and 
imaginary.  One theoretical explanation was given based on the total current flowing through the base 
collector junction by means of the depletion capacitance.   The bias dependence of the correlation 
coefficient has not been clearly determined. 

The noise measurements for a range of biases displayed the complex nature of the noise figure, 
equivalent noise resistance, and the optimum matching condition. The correlation factor between the 
collector and base current played a large role. The larger area devices displayed lower noise figures but 
smaller associated gains. There was a trade-off between lower resistance and larger depletion 
capacitance. The lower current noise figures did not scale exactly as the area. Shot noise placed an 
absolute dependence on the noise with respect to current, and thus limited the scaling of the noise figure 
as area increased at small currents. 

Figure 5 Measured equivalent noise resistance and 
operating temperature of the device vs. collector-emitter 
voltage at 2 GHz for a 3x10 um2 device for multiple base 
bias currents. 
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Abstract We present, for the first time, measured data pertaining the microwave performance and 
characterization of a X6 (127->762MHz) active frequency multiplier (FM), based on AlInAs/GalnAs/InP 
double heterostructure bipolar transistor (DHBT) and AlAs/InGaAs resonant tunneling diode (RTD) active 
devices. At +23°C and a nominal input power of -3 dBm, the X6 DHBT/RTD multiplier exhibits a 
conversion gain of +1 dB, a power dissipation of 22 mW, a dc efficiency of 3%, and an overall 0 to 60°C 
output power variation of 0.7 dB. The rich output harmonic content makes the DHBT/RTD combination a 
prime candidate for high-order multiplication applications. 

1. Introduction 

As user demand for ever more powerful wireless products is expected to continue for the foreseeable 
future [1], research on device and systems technologies with the potential to reconcile conflicting 
expectations, such as, portability and low cost, together with unprecedented levels of functionality, 
flexibility and sophistication, must be vigorously pursued. In the current industrial R&D climate, 
however, it is imperative that the first fruits of such research be exploited soon after they become 
available. Because of their small size and radical operating principles, quantum devices (QDs) have 
demonstrated the potential for highest speed/lowest power-consumption operation [2], and these 
properties are expected to be exhibited by the conventional circuit/system functions employing them. 
Within the realm of QD's, the ability to successfully operate at both low and high temperature, together 
with their relative maturity, singles out resonant tunneling diodes (RTDs) as prime candidates for 
wireless products. In particular, the highly-nonlinear current-voltage characteristic of RTDs, is 
expected to enable power-efficient high-order frequency multiplication, a function that is ubiquitous in 
the frequency synthesis section of wireless systems. In this paper we present, for the first time, 
measured data pertaining the microwave performance and characterization of a X6 (127->762 MHz) 
active frequency multiplier (FM), based on AlInAs/GalnAs/InP double heterostructure bipolar 
transistor (DHBT) and AlAs/InGaAs resonant tunneling diode active devices, for utilization in power- 
efficient local oscillator (LO) chains in future wireless communications applications. 

2. Approach 

The potential of   DHBTs as active RF and microwave frequency multipliers has been recently 

demonstrated [3]. While the conversion efficiency of these FMs is greatly enhanced by the high fj 
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germane to these devices, the non-exponential nature of their IC'VßE characteristic, which results 

from incomplete grading of the base-collector conduction band discontinuity [4], limits the maximum 
obtainable conversion gain at high-order frequency multiplication. Given the high-frequency capability 
of RTDs coupled with their highly nonlinear characteristics, it is expected that their application in 
DHBT/RTD FMs will result in highly-efficient higher-order-multiplication circuits. A standard circuit 
topology, Fig. 1, currently used in production for Si-based multipliers was used as vehicle for this 
work. 

vcc 
ACTIVE  BIAS 
NETWORK 

MATCHING 
NETWORK 

Figure 1. Frequency multiplier circuit topology. 

The DHBT/RTD were die-attached using Silver epoxy to a 70 mil ceramic package. The device 
contacts were wire bonded to the package leads using an approximately 40 mil long/1 mil diameter 
Gold wire. The circuit was then submitted to our production line where it was iteratively tuned and 
tested for best conversion gain, input/output return loss, output power, DC power and temperature 
performance, as routinely done in production. The details of the DHBT device design and 
characteristics have been discussed elsewhere [3]. 

The procedure for deposition of the RTD structure by molecular beam epitaxy, Fig. 2, was as 
follows: Following oxide desorption, the substrate temperature was lowered to 480°C, as determined 
by absorption band edge spectroscopy of the InP substrate, for growth of the structure. A 5000 A 
thick, heavily silicon doped InGaAs (x = 0.53) layer forms the bottom contact of the RTD. 
Asymmetrically doped (n = 1 x 10 cm and 5x10 cm ), 250 A thick, InGaAs (x = 0.53) spacer 
layers were employed to lower the voltage position of the peak in one bias direction. The AlAs 
barriers were 13 A thick (slightly greater than 4 monolayers), and the well consisted of two 30 A thick 
InGaAs (x = 0.53) layers sandwiching a 12 A InAs layer. The growth is completed by a 2000 A heavily 
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silicon doped InGaAs (x = 0.53) layer which forms the top contact to the device. A typical I-V 
characteristic is shown in Fig. 3. 

GalnAs contact (n+=5E18) 2000A 

GalnAs spacer (n=5E17) 250A 

GalnAs spacer (und.) 15A 

AlAs barrier 13A 

GalnAs/inAs/GalnAs well 30A/12A/30A 

AlAs barrier 13A 

GalnAs spacer (und.) 15A 

GalnAs spacer (n=1 E17) 250A 

GalnAs contact layer (n+=5E18) 5000A 

GalnAs buffer (und.) 100A 

InP substrate (semi-insulating) 

Figure 2. AIAs/lnGaAs(x=0.53) RTD layer 
structure. 
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Figure 3. Typical AIAs/lnGaAs(x=0.53) RTD 
current-voltage characteristic. 

3. Results and conclusion 

The measured conversion gain versus input power performance of the X6 DHBT/RTD FM (fin = 
127 MHz and fout = 762 MHz) is shown in Fig. 4. At the nominal temperature of+23°C the FM circuit 
utilized a power supply of 3.5 volts, consumed a current of 6.26 mA, and exhibited a maximum 
conversion gain of +ldB, for a power dissipation of 22 mW and a dc efficiency of 3%. The nominal 
input and output return loss were measured to be 23 dB and 4 dB, respectively, and the overall 0 to 
60°C output power variation was 0.7 dB. Fig. 5 shows the measured output power spectrum of the FM. 
Comparing this data with that obtained for a X6 FM using a similar DHBT active device [3], indicates 
that the X6 DHBT/RTD FM exhibits more than 7dB higher amplitude improvement, from the seventh 
through the fifteenth harmonic. In particular, the improvement in the amplitude of the fifteenth 
harmonic is 20dB. It can be concluded, therefore, that the inclusion of the RTD produces a rich 
harmonic content, thus making the DHBT/RTD combination a prime candidate for high-order 
multiplication applications. Future work will concentrate on performing a detailed analysis of the 
individual role of the devices, on improving the output power by optimizing the relative DHBT and 
RTD device areas, and the RTD peak voltage, and on designing higher-order FMs for applications at 
12 to 14 GHz. 
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Figure 4. Conversion gain of DHBT/RTD X6 frequency 
multiplier. The input/reference output frequencies are 
127 MHz/762 MHz 
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Figure 5. DHBT/RTD X6 multiplier output spectrum. 
The input/reference output frequencies are 127 MHz/ 
762 MHz. 
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Abstract. The evolution of the optical and microscopic properties of highly strained 
Ino.5Gao.5As/GaAs heterostructures is studied as a function of the (InGa)As layer thickness, L, for 
different GaAs substrate orientations, (100) and (311). Optical and microscopic properties have 
been investigated by means of low temperature photoluminescence (PL) and atomic force 
microscopy (AFM), respectively. Samples grown on (100) show a clear transition in their 
photoluminescence (PL) spectra at a critical value of L due to the self-assembling of quantum dots. 
On the other hand, the same structures grown on (311) show a quite smooth evolution of the PL 
with L. The microscopic measurements indicate that these differences are associated with the 
morphology of dots formed on the (311) substrates. A study of the (311) heterostructure 
photoluminescence as a function of applied magnetic field is also reported. 

The study of strained heterostructures based on (InGa)As/GaAs has attracted much interest 
recently due to the possibility of obtaining defect-free quantum dots (QD) by spontaneous self- 
assembling [1,2]. Previous studies on highly strained (InGa)As/GaAs materials focused mostly 
on the determination of the critical thickness for the formation of dislocations [3]. More 
recently, this type of heterostructure has provided QDs having good optical quality [4] and size 
homogeneity [5]. It has been shown that the photoluminescence properties of In0.5Ga0.sAs QDs 
on GaAs can be improved by growing the dots on («11) substrates [6,7,8]. Specifically in 
reference [6], a remarkable narrowing of the PL spectrum linewidth was reported for In As and 
Ino.5Gao.5As QDs grown on (311)B with respect to the same structures grown on (100). 

In this paper we report a study of the optical and microscopic properties of Ino.5Gao.5As/GaAs 
heterostructures having different alloy thickness and grown on (100) and (311) oriented 
substrates. The dependence of the PL on magnetic field up to 40T is also studied for the high 
index planes and interpreted in terms of the structural measurements. 

Our heterostructures were grown by molecular beam epitaxy (MBE) on (100) and (311) 
GaAs substrates. For the high index plane orientation, the layers were deposited on both A and 
B type surfaces. The samples form a series having different (InGa)As thickness, L=5, 7, 8, 10, 
11, 14, 17, and 20Ä, and the same nominal indium concentration, x=0.5. Before depositing the 
Ino.5Gao.5As layer, the substrate temperature was reduced from 600 to 450 °C. We have found 
that this value of the growth temperature for the QDs gives optimum optical properties (i. e., 
smaller linewidth and higher efficiency of the PL), regardless of the substrate orientation. The 
(InGa)As layer was capped by 250Ä of GaAs. In this study samples having the same L but 
different substrate orientation were grown simultaneously. In order to determine the transition 
from a two-dimensional to a three-dimensional growth mode, the reflection high-energy 
electron-diffraction (RHEED) pattern was monitored for each substrate orientation in a 
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separate growth run. It was found that this transition occurs for L°l 1Ä for both (100) and (311) 
samples. 

The PL measurements were performed in a gas-flow cryostat at temperature T=5K. Optical 
excitation was provided by the 514.5nm line of an Ar+ laser. The luminescence was dispersed 
by a 3/4m monochromator and detected by a cooled Ge diode detector with lock-in 
amplification. The study of the dependence of the PL on the magnetic field, B, was performed 
up to 43T in pulsed fields. The laser beam (^xc=488nm) was chopped and the sample 
illuminated for 1ms at the top of the field pulse, with the PL emission detected by a CCD array. 

Contact mode atomic force microscopy (AFM) was used for structural characterisation of the 
samples with Ino.5Gao.5As thickness of L=7 and 11A on (100) and (311)B substrates. For AFM 
imaging, the samples were grown under the same conditions as above, but they were not 
capped with a GaAs layer. 

Figure 1 shows the low temperature PL spectra for different values of L on (100) and (311)A 
substrates. No significant difference was found between the (311)A and B samples. For ease of 
comparison the spectra have been normalised to each other. In general, the PL from samples 
grown on the high index planes is about one order of magnitude brighter than for those grown 
on (100). 

T=5K 

c 
3 

i 
B 

£ 

(311)A 

1.2       1.3 
Energy (eV) 

a 
3 

i 
a 

S3 

i^nkj  w       11 

L=i4Äy [        I 

L=IIä; kjl 
L=IOä/ \ 

L=8k] I 
L=5 A] 

1.1 1.2       1.3 
Energy (eV) 

1.4 

Figurel: Low temperature PL for different layer thickness L on (100) and (311)A oriented substrates. The 
excitation wavelength is 514.5nm. The PL intensities have been normalised to each other for ease of comparison. 

The dependence of the peak energy emission, hv, and of the full-width at half-maximum, 
FWHM, of the PL are shown in Figure 2a) and b), respectively. Both hv and FWHM show a 
clear transition for the (lOO)-oriented samples at L=10Ä. Note that for L<10Ä the quantum 
well (QW) structures grown on (311) have the same energy peak as the layers grown on (100) 
but a PL linewidth about three times smaller. This observation can be explained by noting that 
for the (311) oriented lattice the extent of a monolayer fluctuation along the growth direction 
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Figure 2: (a) Low temperature PL peak energy position hv, and (b) full-width at half-maximum FWHM as a 
function of the layer thickness L for different substrates. Note the abrupt change in hv and FWHM at L=l0k for 
the samples grown on (100). 

is a factor -J32 + l2 + l2 smaller than for (100). For the (311) QWs, this results in a smaller 
contribution from the interface roughness to the excitonic energy distribution (namely the PL 
linewidth), as can be demonstrated by means of a statistical model [9,10]. Note in Figure 2b) 
the constant value of FWHM for the (100) samples for L>10Ä: This indicates that the dot size 
distribution is the same, independent of the mean dot size. The presence of a transition for 
L=10Ä in the (100) samples is in agreement with the RHEED pattern observations, which 
signal the onset of a different growth mode around 11Ä, corresponding to the formation of 
quantum dots. Despite the fact that the same transition was detected in the RHEED for the 
(311) orientated heterostructures, the optical properties of these samples are characterised by a 
quite smooth evolution from the thinnest (5Ä) to the thickest layer (20Ä). Compared to an 
atomically flat (100) surface, a (311) plane has a corrugated surface due to the presence of edge 
steps [11]. This could give rise to the formation of dots having microscopic and electronic 
properties quite different from the "classical" ones formed on (100). 

This observation is supported by the AFM pictures shown in Figure 3 for L=llA on (100) 
and (311)B substrates. The dots grown on the (100) oriented substrate have average diameter 
d=36nm, height A=2.2nm and a surface density p =1.5-1010cm"2 and appear isolated from each 
other. These values compare well with those reported previously [5,6,12]. In contrast, for the 
(311)B sample the surface coverage due to the dots appears much more uniform with a 
corresponding density p =1.510"cm'2. The mean dot diameter and height are respectively 
d=26nm and h=l.0am. The structures having a smaller In05Ga05As layer thickness L=7A show 
no clear evidence of three-dimensional nanostructures in RHEED and AFM. 

Our study of the microscopic properties thus indicates that the (311) dots are flatter than 
those formed on the (100) substrate. Both the density and the size of the dots clearly affect the 
electronic properties of the samples as revealed by the optical measurements. In the (311) 
oriented samples, photogenerated electron-hole pairs localise in the potential minima of the 
quantum dots with a non-negligible fraction of the exciton wavefunction spreading out into the 
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Figure 3: lumxlum AFM images recorded on samples having L=\ 1Ä and different substrate orientation. The dots 
on the (311)B substrate are flatter (compare the height scale on the left of each picture) and have a larger density 
compared to those formed on the (100) oriented plane. Below each figure is a schematic diagram of the proposed 
transverse section of the sample. 

wetting layer (QW beneath the self-assembled dots). In contrast, more complete confinement is 
achieved in the dots formed in the (100) sample. Both the value of hv and FWHM can be 
understood from the AFM analysis as follows. The higher energy emission for the (311) 
samples is due to the weaker confinement of carriers in the dots; moreover the small distance 
between the dots allows the carriers to recombine in the lowest energy minimum available 
within their diffusion length. As a consequence, the PL arises from only a part of the dot size 
distribution, which results in a smaller PL linewidth at ß=0 compared to the (100) dots. 

In order to derive useful information about the exciton confinement in the dots, we studied 
the dependence of the PL lineshape on magnetic field, B, applied along the growth direction. 
The measurements were performed on (311)B oriented samples having L=l 1 and 7A. 
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Figure 4: PL dependence on magnetic field for (311)B oriented samples having different layer thickness. For 
L=l 1Ä, the PL lineshape shows a gradual broadening of the spectrum as discussed in the text. 
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Figure 4 shows the PL spectra for different values of B. In comparison with the quantum well 
sample (L=7Ä), the thicker one (L=11Ä) shows a 15% lower diamagnetic shift corresponding 
to a smaller wavefunction extent due to confinement into the dot potential minima [13]. 
Another striking feature of the PL spectra of 11Ä sample is the increasing PL linewidth with 
increasing B. However this broadening is much less for L=7Ä. This can be explained by the 
fact that the magnetic field acts as a further confining potential for the carriers which can 
prevent them from reaching the lowest energy dots. In other words, with increasing B the 
electron and hole diffusion in the dot plane is quenched and the radiative recombination of the 
exciton takes place closer to the point where the carriers have been photogenerated. Therefore, 
for high magnetic fields, the PL lineshape reflects more closely the microscopic distribution of 
dot sizes. 

In conclusion, we have studied the optical and microscopic properties of highly strained 
In05Ga05As/GaAs heterostructures grown on (100) and (311) substrates. With increasing 
strained layer thickness, we observe a different evolution in the optical properties of the 
samples grown on different planes. The differences between the (100) and the (311) 
orientations arise from the geometrical configuration of the self-assembled dots. The AFM 
study reveals a flatter dot geometry and a dot density one order of magnitude larger for the 
(311) substrate than for (100) . Magneto-PL experiments are consistent with this picture 
deduced from the AFM. 
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Abstract : The strain tensor in pyramidal Ga(In)As/GaAs self-assembled quantum dots is 
characterized in detail using a valence force field model and is applied to an eight-band Icp 
formalism to find the electronic spectra in the highly strained dots. Results obtained for the 
conduction band spectra using the effective mass approach are shown to have serious errors. The 
energy difference between the ground and excited states obtained from both eight-band 
calculations and experimental results indicates phonon bottleneck in these dots which is 
confirmed by a relatively simple high frequency electrical impedance measurements on quantum 
dot lasers. The electron capture times of 30-40ps are obtained compared to 2-5ps in SCH 
quantum well lasers and lps in tunneling injection lasers, and the modulation band width is 
found to be limited by the capture times. The time resolved photoluminescence measurements 
gave decay time constants of ~700ps and ~200-250ps for the ground and excited state 
transitions, respectively. 

1. Introduction 

Self-organized growth of semiconductor quantum dots (QD) has gained widespread attention due to the 
reports on the improvement in performance of some electronic and optoelectronic devices. Semiconductor 
lasers with quantum dots as the gain media have shown performance characteristics better than the quantum 
well lasers. Extremely low threshold current densities[l,2] with excellent temperature stability[2-4] and more 
than an order of magnitude improvement in differential gain [5,6] reported in In(Ga)As/GaAs quantum dot 
lasers leads to the possibility of operating these lasers with no DC bias and no temperature stabilization. 
Charge storage and quantum tunneling, in these quasi-zero dimensional structures, have opened up new 
potential applications such as single electron transistor, memory and multi-level logic elements. However, the 
details of some of the fundamental issues such as the control of shape, size and position of the quantum dots, 
estimating the strain distribution and band structure of the dots, dynamics of carrier relaxation etc., are still not 
complete. In this paper we address the issues related to the strain tensor, electronic spectra, and the carrier 
dynamics in self-organized In(Ga)As/GaAs quantum dots. 

It is well known that the self-assembled In(Ga)As quantum dots are of pyramidal shape with a 
complex strain tensor. The fact that although the bandgap of bulk InAs is ~0.4eV, the bandgap of the 
InAs/GaAs quantum dots are -l.leV, suggests that strain induced level shifts can approach values equal to 
the bandgap of the semiconductor. Therefore, the effective mass approach, which requires decoupling of 
remote bands, can cause serious errors in the calculation of the band structure and electronic spectra. We have 
calculated the electronic spectra with both effective mass approach and a full eight-band k.p model, and 
compared the results of our calculations with some of the experimental results reported in literature and our 
own results. The energy separation between the ground and excited states, derived both from our theoretical 
and experimental results, indicate that the phonon processes are severely suppressed due to the singular 
density of states in the quantum dots. We report an estimate of the carrier capture times obtained from a 
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relatively simple measurement of high frequency electrical impedance of quantum dot lasers. The overlap of 
the electron and hole wave functions calculated by our model and the recombination time constants obtained 
from the time resolved photoluminescence (TRPL) measurements are also reported. 

2. Strain model 

In strained quantum wells the strain tensor is biaxial in nature, while it is expected to be quite 
complicated in buried strained quantum dots. Assuming that the growth process is slow enough to 
allow energy minimization, one can estimate the shape and strain in buried dots. We have developed a 
lattice gas model for the quantum dots using the valence force field (VFF) model [7,8]. The VFF 
model is a microscopic theory, which includes bond stretching and bond bending and avoids the 
potential failure of elastic continuum theory in the atomically thin limit. The total VFF energy is, 

V
=TST«' ($ -tijjf/dli +^Jj*ßiik(dii>dik + d0ljd0ik/3)2/d0,ijd0,ik •A  •>    l>        ■' ■'     2- 

where i runs over all atomic silts, jjc run over the nearest neighbor (NN) sites of i, d,y is the vector joining the 
sites i and j and d,y is the length of the bond, do,,)- is the corresponding equilibrium length in the binary 
constituents, a,y and ß,jt are the bond stretching and bond bending constants respectively. Martin [7] 
calculated a and ß for In As and GaAs and obtained values that give satisfactory agreement with experiments. 
We have used these values in this work. For bond-bending parameter ß of Lh-As-Ga, we take, 

following Ref. [9]. 
In order to find the strain tensor in the InAs/GaAs quantum dots, with arbitrary choice of initial 

atomic positions, minimization of the total VFF energy has to be carried out. This requires one to solve 
coupled set of equations with 3N variables, where N is the total number of atoms. Since this is impractical in 
our case with more than one hundred thousand atoms, we have used a perturbation technique where the atoms 
are originally placed in a GaAs matrix and are allowed to deviate from this starting position. All the atoms are 
displaced in sequence minimizing the system energy each time, and the whole sequence is repeated until the 
maximum distance moved is so small that there is essentially no change is the system energy [8]. Typical 
strain distribution derived from this model is shown in Fig.l for an InAs/GaAs quantum dot with (101) 
limiting planes. The following conclusions can be drawn from these results : (i) there is relaxation for en, e„, 
at the top of the dot as was experimentally observed [10], (ii) the biaxial strain changes sign from the bottom 
to the top of the pyramidal dot which means there is more confinement for heavy holes near the bottom and 
light holes near the top of the dot, (iii) there is a strong shear component, and (iv) Qv symmetry is broken 
microscopically and there are only two reflection symmetries (110) and (110). 
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Figure 1: (a) Schematic of pyramidal quantum dot (b) biaxial and hydrostatic strain along A and (c) shear 
strain along B of InAs/GaAs quantum dot 
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3. Electronic spectrum 

In self-organized quantum dots the effect of strain is too strong to allow the decoupling of the remote bands. 
As mentioned earlier, the strain-induced shift of energies can approach the energy band gap of the 
semiconductor. Therefore the influence of remote bands becomes very critical in estimating the positions of 
the electronic states as well as the central cell character of the eigenstates (s and p mixing). 

We have developed a full eight-band Jcp model [8] and have calculated the electronic spectrum by 
both effective mass approach and the eight-band model. The size and shape of the quantum dots are chosen 
close to measured values. Figure 2(a) shows the electronic spectrum calculated for the InAs/GaAs dot with 
base width 124Ä and height 62Ä using the effective mass approach for conduction band and four-band k.p 
model for valence band. This shows two bound levels in the conduction band. The electronic spectrum 
calculated by eight-band model is shown in Fig.2(b), which gives multiple excited states in the conduction 
band. Such richness of the electronic spectrum has been observed experimentally [11]. Moreover, the energy 
values agree very well with the two transitions observed in Ref.[12]. 
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Figure 2 : Electronic spectra calculated for InAs/GaAs 
Quantum dot (124Ä base width and 62Ä height) 
(a) by effective mass approach and (b) by eight-band model 

Figure 3 : Electronic spectrum calculated 
by eight-band model and the PL spectrum for 
Ino.4Gao.6As/GaAs quantum dot 

In order to calculate the electronic spectrum in InGaAs quantum dots we have used a biaxial strain 
model. This assumption is more appropriate in InGaAs quantum dots due to the smaller lattice mismatch, 
which results in lower strain and larger dot size. The cross sectional transmission electron microscope images 
showed a dot base width of 140Ä and a height of 70Ä for Ino.4Gao.6As/GaAs quantum dots. The electronic 
spectrum calculated by eight-band model for this particular size is shown in Fig.3. The PL spectrum is also 
shown for comparison. The good agreement between the calculated and measured emission energies 
confirms that the biaxial strain model is adequate in this case. 

4. Carrier dynamics 

4.1 Carrier capture dynamics 

Due to the large energy separation between the ground state and excited states (much greater than phonon 
energies of 30-40meV), and due to the singular density of states in quantum dots, single and 2LO-phonon 
scattering processes are not significant. Therefore, carrier-carrier scattering is the dominant scattering 
mechanism in quantum dots. We have calculated the electron relaxation times by e-h scattering as a function 
of hole life time in InAs quantum dots, which gives an electron relaxation time of 100 times that of the hole 
life time. This means for a typical hole lifetime of 0.6ps, the electron relaxation time is 60ps. This phonon 
bottleneck plays a major role in the performance characteristics of certain devices such as lasers. 
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We have derived the quantum capture times for electrons in quantum dot lasers from high frequency 
electrical impedance (HFEI) measurement [13,14]. The quantum dot lasers with single and multiple layers of 
self-organized Ino.4Gao.6As/GaAs quantum dots were grown by MBE. The structure consists of the quantum 
dot active layers in the center of an SCH structure with GaAs waveguiding region and Alo.3Gao.7As clad. 
Cross sectional TEM showed the quantum dots with a base width of 140Ä and a height of 70Ä in a single dot 
layer. The density of the dots as measured by atomic force microscopy on a single layer of dots on the 
surface, is ~5xl010cnT2. The broad area lasers have room temperature threshold current densities of 650A/cm2 

and 320A/cm for single and 4-layer quantum dot lasers, respectively. Ridge waveguide lasers were 
fabricated in the ground-signal-ground configuration to facilitate microwave probing. Typical modulation 
characteristics are shown in Fig.4(a). The differential gain of 1.7xl0"14cm2 obtained both from modulation 
characteristics and Hakki-Pauli measurements is more than an order of magnitude higher than quantum well 
lasers. However, maximum modulation bandwidth obtained in these lasers is 5-7.5GHz. The K-factor is -Ins 
which gives gain compression limited bandwidth to be ~9GHz. In order to obtain the electron capture times, 
the magnitude of the HEFI data is analyzed using rate equation model appropriate for quantum well lasers. 
Figure 4(b) shows the measured and fit impedance data for a single-layer quantum dot laser. The capture time 
extracted from this fit isTo~40ps. The characteristics of the multiple layer quantum dot lasers are not 

significantly different, 
with a best-fit T0 - 30ps 
for 4 layers of quantum 
dots. Compared to the 
values of 2-5ps in SCH 
quantum well lasers, 
values of 30-40ps indicate 
the severity of phonon 
bottleneck in quantum dot 
lasers. We believe that the 
modulation bandwidth of 
~5GHz in these quantum 
dot lasers is limited by the 
long carrier capture times. 

2     4 
Modulation frequency (GHz) 

(b) Frequency (GHz) 

Figure 4: (a) Modulation response of a single layer quantum dot laser, and 
(b) measured and fit high frequency electrical impedance data. The value of 
capture time constant T0 obtained from this fit is ~40ps. 

4.2 Carrier recombination dynamics 

One of the main reasons for the improved performance of quantum dot based devices is the singular density 
of states in these quasi-zero dimensional structures. However, in interband transition devices such as lasers, 
the carrier recombination rate also plays a major role. Therefore it is important to characterize the carrier 
recombination dynamics in quantum dots. From our calculations a relatively high overlap of ~90% is 
obtained for ground state electron and ground state hole wave functions in pyramidal quantum dots. This 
indicates a fairly efficient radiative recombination of the carriers in these quantum dots, which is also reported 
widely in literature. We have measured the time resolved photoluminescence (TRPL) spectra in single and 
multiple layers of InGaAs/GaAs quantum dots. Figure 5 shows the TRPL signal for both ground and excited 
state transitions. It is observed that decay time constants are 700ps and 200-250ps for the ground state and 
excited state transitions, respectively. The time constant of 700ps for the ground state is comparable to 
quantum wells. If the inter-level relaxation rate is fast compared to the radiative lifetimes, and all the radiative 
transitions have the same time constant, the excited state is expected to decay with a time constant of one 
thirds ofthat of the ground state[15], which is approximately valid in our case. 
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Figure 5 : Time resolved photoluminescence for 
ground and exited state transitions in 8-layer 
Ino.4Gao.6As/GaAs quantum dots 

radiative recombination. Time resolved PL spectra 
ground and excited state transition, respectively. 

5. Conclusions 

In conclusion, we have developed a model for the 
strain tensor in self-assembled quantum dots 
based on the valence force field model. The strain 
tensor is found to be quite complicated leading us 
to believe that a simple effective mass approach to 
calculate the electronic states is not adequate. We 
have developed a full eight-band k.p model to 
obtain the electronic spectra, which show good 
agreement with experimental results. Carrier 
relaxation times of 30-40ps obtained by the HFEI 
technique in InGaAs/GaAs quantum dot lasers 
show evidence of phonon bottleneck in these 
lasers. The calculated wave function overlap of 
90% between ground state electrons and holes in 
these pyramidal quantum dots indicate efficient 

showed decay time constants of 700ps and 200ps for the 
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Abstract. Using oxide-patterned substrates, we have selectively grown GaAs mesas with (100) top facets 
ranging from several |im to less than 250 nm in width and InAs quantum dots (QDs) on top of these facets. 
For a given total InAs coverage, the dot density varies with the facet width. The QDs also tend to form at 
the facet edges. These observations suggest a strong surface diffusion effect of In-containing species adsorbed 
on the various GaAs facets of a mesa. By designing the oxide pattern in an appropriate manner, a two- 
dimensional array of QDs could be positioned in a pre-determined configuration at specific wafer locations. 

1.   Introduction 

In recent years, there has been a considerable amount of research on semiconductor self-organized quan- 
tum dots (SOQDs) formed by the Stranski-Krastanow (SK) growth mode [1]. One limitation with 
conventional growth techniques is that positioning of the SOQDs on a wafer is difficult to control. To 
overcome this, various approaches have been studied, including growth on wafers patterned with ridges 
[2] and tetrahedral pits [3], and on buffer layers with multi-atomic steps formed by substrate misorien- 
tation [4]. The disadvantage in using a non-planar starting wafer is that etch damage can occur during 
the substrate patterning process, while the use of vicinal substrates has constraints on the location and 
spacing of the SOQDs imposed by the angle of misorientation. 

In this paper we describe an approach that provides improved positioning control in the formation 
of SOQDs which makes uses of the results of our earlier studies on selective area epitaxy (SAE) and 
faceted epitaxial growth [5,6]. The idea is based on the selective formation of InAs SOQD arrays on 
specific regions on a wafer. These regions of GaAs are grown on an oxide-patterned substrate using 
SAE, and well-defined crystallographic facets are formed while no growth occurs on the oxide. Then 
SAE is used again to form the InAs SOQDs. The InAs growth rates are different on the various GaAs 
facets. We utilize this fact so that only on a specific facet (e.g., the (100) top surface) is the InAs suffi- 
ciently thick for strain-induced islanding (SK growth mode) to occur and SOQDs are formed. The 
width of these (100) facets can be reduced to the sub-250 nm range by crystal growth without using 
fine-line lithography. By patterning the oxide in an appropriate manner, arrays of SOQDs can then be 
formed. This points to a possible path to realize few- or single-electron devices using "natural" crystal 
growth processes. 
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2.   Experimental Procedures 

In our work, the GaAs was selectively grown at a substrate temperature of ~ 620 °C using chemical 
beam epitaxy (CBE). Triethylgallium and arsine were used as the source materials in a VG V90 CBE 
system. Utilizing the faceted growth behavior provided by SAE, the (100) top facet of a mesa grown 
in an umasked region 1 urn wide can be reduced to less than 250 nm in width for a mesa height of ~ 0.4 
um. The substrate temperature was reduced to ~ 520 °C for the selective formation of the InAs 
SOQDs. Here, trimethylindium was used as the In source material. We have previously reported on 
the SAE of thick InAs layers by CBE [5]. The ability to avoid InAs growth on the oxide and the 
amount of InAs that nucleates on the various GaAs facets are strongly dependent on the growth con- 
ditions. In this work, the conditions were chosen such that no InAs SOQDs were formed on the side 
facets of the GaAs mesas. 

3.   Results and Discussions 

For the SOQDs formed selectively on the top GaAs (100) facet, their uniformity and areal density are 
strongly dependent on the facet width and the amount of InAs deposited on the wafer. Figure 1 shows 
SEM images as viewed from the top of long GaAs mesas grown on oxide-patterned (lOO)-oriented 
substrates using SAE. InAs SOQDs can be seen to have formed only on the top facets (dark regions). 
In each case, the total amount of InAs deposited is indicated in the unit of monolayers (MLs). This 
amount is the equivalent thickness of a continuous InAs layer grown on a planar, non-patterned (100) 
GaAs surface. 

The width of the top facet in both Figs, la and lb is about 1 um. For the deposition of less than 2 
ML of InAs on a planar surface, it is known that the dot density increases with the total deposited 
amount of InAs [7]. Thus it is not surprising that, in our case, the deposition of 1.5 ML of InAs (Fig. 
la) resulted in an average dot density of- 2 x 1010/cm2 which is higher than that of ~ 0.6 x 1010/cm2 for 
the deposition of 1.3 ML (Fig. lb). However, the dot densities are not uniform in both cases and tend 
to be higher at the edges of the top facet. It is also of interest to note that for the formation of InAs 
SOQDs on a planar (100) GaAs surface, the dot density does not reach ~ 1 x 10I0/cm2 until the InAs 
coverage exceeds ~ 1.7 ML, and is basically zero for a coverage of less than -1.5 ML [7,8]. The 
SOQD densities on the top facets are significantly larger in our case, for'the deposition of smaller 
amounts of InAs. 

The result on reducing the top facet width to - 250 nm is quite striking (Fig. lc). When compared 
with Fig. lb, the dot density is much higher (~ 5.5 x 1010/cm2) and more uniform on the narrower facet, 
for the same 1.3 ML of InAs deposited. On the other hand, for a top facet width of ~ 2 urn and 1.3 
ML of InAs deposited (not shown), the dot density is basically zero except for the very edges of the 
facet. To make the comparisons valid, these three mesas with top facet widths of about 0.25, 1, and 2 
um, respectively, are on the same wafer which was rotated during growth to reduce flux non-uniformity 
as well as run-to-run variations. 

With the deposition of larger amounts of InAs (1.7 ML and 2.0 ML of InAs, respectively), the 
average dot density on the ~ 1 urn wide facets increased to ~ 8 x 1010/cm2 (not shown). Such an obser- 
vation with increasing amounts of deposited InAs is again expected. However, well-defined individual 
SOQDs were not formed on the narrower (~ 250 nm) facets in these cases. Instead, what appeared to 
be coalesced islands were observed, as shown in Fig. 2 for the case of a facet about 150 nm wide and for 
1.7 ML of deposited InAs.      In comparison, the formation of coalesced islands is only seen on planar, 
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tation [4]. The disadvantage in using a non-planar starting wafer is that etch damage can occur during 
the substrate patterning process, while the use of vicinal substrates has constraints on the location and 
spacing of the SOQDs imposed by the angle of misorientation. 

In this paper we describe an approach that provides improved positioning control in the formation 
of SOQDs which makes uses of the results of our earlier studies on selective area epitaxy (SAE) and 
faceted epitaxial growth [5,6]. The idea is based on the selective formation of InAs SOQD arrays on 
specific regions on a wafer. These regions of GaAs are grown on an oxide-patterned substrate using 
SAE, and well-defined crystallographic facets are formed while no growth occurs on the oxide. Then 
SAE is used again to form the InAs SOQDs. The InAs growth rates are different on the various GaAs 
facets. We utilize this fact so that only on a specific facet (e.g., the (100) top surface) is the InAs suffi- 
ciently thick for strain-induced islanding (SK growth mode) to occur and SOQDs are formed. The 
width of these (100) facets can be reduced to the sub-250 nm range by crystal growth without using 
fine-line lithography. By patterning the oxide in an appropriate manner, arrays of SOQDs can then be 
formed. This points to a possible path to realize few- or single-electron devices using "natural" crystal 
growth processes. 
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4.   Summary 

In conclusion, we have demonstrated a new technique in the formation of SOQDs. This approach 
makes use of selective area epitaxy and faceted growth on oxide-patterned substrates, and allows InAs 
SOQDs to be positioned selectively on GaAs facets with sub-250 nm widths. Our initial results show 
that selective positioning of SOQDs can be achieved by controlling crystal facet growth, and the sur- 
face diffusion of In adatoms on these facets strongly influence the spatial uniformity and density of the 
SOQDs being formed by the Stranski-Krastanow growth mode. With an appropriate design of the 
oxide pattern, a two-dimensional array of SOQDs can be positioned in a pre-determined configuration 
at a specific location on a wafer. It is believed that, on further development, this approach can provide 
a path for the realization of few- or single-electron devices and other novel nanometer-scale structures 
without requiring the use of fine-line lithographgy. 
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Abstract. We report experimental evidence of improved in-plane self-organization resulting 
from vertically stacked self-assembled InAs islands in a GaAs matrix. Samples under investigation 
were grown by molecular beam epitaxy in Stranski-Krastanow growth mode and consisted of one, 
five, ten, and twenty layers of coherently strained islands of InAs with all but the last layers 
covered with GaAs. We have studied atomic force microscope images of the sample surface 
morphology and performed real space, as well as Fourier space image processing. Along with the 
evolution of island size and long range surface roughness, we clearly observe the onset of in-plane 
island ordering with stacking. 

1. Introduction 

Natural restrictions imposed on conventional lithography techniques have led to the development of 
alternative approaches for the fabrication of 0-D quantum size structures. Currently, one of the most 
attractive and interesting methods is the growth of self-assembled coherently strained semiconductor 
islands, where the dimensions and material choice of the islands create the 3-dimensional confinement. 
While extensive research had been devoted to the structural, optical and electronic properties of these 
structures, little improvement in the size uniformity and in-plane ordering has occurred. Thus, 
characterization on large sample areas is dominated by inhomogeneous broadening. 

Theoretical models predicting island array self-organization were proposed by several authors [1,2] 
and some evidence of the island ordering has been detected in a number of experimental works [3,4]. 
Though complete characterization and analysis of this ordering has not been done. In the present 
communication we report experimental evidence of improved in-plane self-organization resulting from 
vertically stacked self-assembled InAs islands in a GaAs matrix and provide some instruments for the 
characterization of this ordering. These layered have previously been shown to be vertically aligned in 
columns and dislocation-free [5]. 

2. Experimental Samples 

Samples under investigation were grown by molecular beam epitaxy using Varian Gen II system in 
Stranski-Krastanow growth mode and consisted of one, five, ten, and twenty layers of coherently 
strained islands of InAs with all but the last layers covered with GaAs. The InAs islands and the GaAs 
cap layer deposition was conducted at 500 °C with a growth rate of 0.1 |a.m/hr. As2 from a valved 
cracker was used and a V/ITI ratio of nine was maintained during the growth. Three monolayers of InAs 
were deposited to obtain coherently strained islands and then a 5 nm cap layer of GaAs was grown on 
top for mutilayered structures. The top layer of islands remained uncovered. 

3. Results and Discussion 

Our results are based on atomic force microscope (AFM) scans taken in contact mode in the height 
regime on a Digital Instruments Multimode AFM. All scans were performed along the (110) 
crystallographic direction of the GaAs substrates. Figure 1 shows two such scans obtained on the 
samples grown under conditions described above. Figure 1(a) shows the top view of a surface with a 
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a) 1 um b) 

Fig.l. Visual comparison of the surface morphology of one (left) and twenty (right) layered samples of InAs self- assembled 
coherently strained islands on GaAs. Length scale applies to both plots. 

single layer of coherently strained InAs islands on GaAs, while figure 1(b) shows the surface 
morphology of a sample containing twenty stacked layers of InAs islands, with all layers but the top 
covered with 5 nm of GaAs. As one can see from the direct visual comparison of the two images the 
island density in the top layer of the 20-layered sample is less than that of the single layer of islands and 
because of conservation results in an increase of the island dimensions in the top layer, since the InAs 
monolayer coverage remains unchanged. As well, spatial island distribution appears to be more uniform 
in the 20-layered sample with some evidence of island chain formation along the (100) directions. 
Therefore, besides the vertical alignment of these layered islands, some kind of lateral island ordering 
occurs. 

While it can be seen from the surface images that some island self-organization is occuring, 
quantitative characterization of this process is important. In this connection, various image processing 
techniques become helpful. Figure 2 (a, b) shows 2-dimensional Fourier transforms of the AFM scans of 
the samples with one and twenty layers of InAs islands respectively. Here, the difference between the 
two samples is much more pronounced. The spectrum of the single-layered sample image is round in 
shape and does not have any particular features connected with directionality or with particular spatial 
frequencies. On the other hand, the Fourier spectrum of the AFM scan of the 20-layered sample surface 
contains rather strong low-frequency components originating from the increased long range (several 
hundred nanometers) surface roughness accumulated with InAs layer stacking. As well it exhibits four 
clear peaks in the (100) directions corresponding to the spatial frequency of about 40 nm. These peaks 
indicate the formation of a partially ordered 2-dimensional lattice of InAs islands in the top layer of the 
20-layered structure. 

In order to clarify the nature of these peaks, we have performed an inverse Fourier transformation 
of the spectrum on figure 2(b), with low and high frequencies cut off. This results in the image presented 
in figure 2(c). One can see a distorted but recognizable square lattice oriented along the (100) 
crystallographic directions, with a period of approximately 40 nm. 
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Fig.2 Fourier spectra of the AFM images for one (a) and twenty (b) layers of InAs islands and inverse Fourier transform of 

the "features of interest" in the 20-layered sample's spectrum (c). 

To further elaborate on the question of the evolution of the InAs island ordering occurring with 
layer stacking we have studied autocovariance of the AFM images, samples consisting of one, five, ten, 
and twenty layers of islands. The autocovariance of the function /   of two variables is calculated 
according to the formula: 

I   T  T 
RffOi,v)= lim — J   Jf(x,y)f(x + ix,y + v)dxdy. 

T—>oo2I _T_T 

Figure 3 shows section of the autocovariance in the (100) direction for samples with one (a), five (b), ten 
(c), and twenty (d) layers of InAs islands. The choice of the (100) direction is stipulated by the previous 
observations of Fourier spectra with peaks along the (100) directions, as well as by the fact that 
autocovariance functions of the AFM scans from 10 and 20-layered samples have distinct peaks in these 
directions. Our interpretation of the autocovariance is that the ratio of the amplitude of the second peak in 
autocovariance function to the amplitude of the central peak is an appropriate parameter for 
characterization of short range ordering, while the peaks further from the central correspond to the long 
range order. This was verified by one-dimensional simulations performed using Gaussian-shaped islands 
with randomized positions. As one can see from figure 3, the island distribution is rather random for a 
single layer, where the second-to-central-peak-ratio r =0.023. For the sample with five layers wing peaks 
start to appear in the autocovariance section with r =0.140, indicating the onset of the short range order. 
For the 10-layered sample wing peaks in autocovariance section are quite pronounced (r =0.282) and 
weak higher order peaks appear. Finally, for the sample with twenty layers of InAs islands short range 
order is further increased (r =0.366), and the onset of the longer range ordering is apparent. The distance 
between the central and the wing peaks in the autocovariance sections on is about 40 nm, and is constant 
for all four samples. These facts can be interpreted as evidence of the lattice formation with a period of 
about 40 nm that does not depend on the number of layers stacked. 
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(b) 

(c) (d) 

250 nm 

Fig. 3 AFM image autocovariance (100) sections for one (a), five (b), ten (c) and twenty (d) stacked layers of InAs self- 
assembled islands. Length scale applies to all plots 

4. Conclusions 

We observed an increased ordering of InAs coherently strained self-assembled islands in GaAs matrix 
induced by the multi-dot column subsurface structure. Fourier transform and autocovariance function 
were used as instruments for characterization of the island array ordering. 

Although island layer stacking improves island array self-organization, perfect uniformity of the 
island distribution is most probably unreachable using this technique, because of the overall surface 
roughening accompanying this process. 
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Abstract. We formed a stacked double TSR quantum dot structure and measured its I-V characteristics. The 
fine structure related to TSR quantum dots was observed in the low bias region, while negative differential 
resistances on the order of (iA were observed in the higher bias region. The fine structure is well explained by the 
resonant tunneling through individual TSR quantum dot states. 

1. Introduction 

Quantum dot technology is one of the most advanced technologies to date for the fabrication of 
nanometer-sized semiconductors. However, there are problems related to controllability of size, 
position, and reproducibility of quantum dots for device applications. Recently, some groups have 
reported on electron transport through a single self-organized InAs quantum dot that are based on 
the S-K mode material growth method [1, 2]. The positioning of InAs quantum dots has also been 
studied by several groups, but none have yet succeeded in obtaining precise control. Some other 
groups have formed quantum dots by mesa-etching and depleting from the surface and succeeded in 
measuring electron transport through quantum dots[3, 4, 5, 6]. It is, however, considered to be 
difficult to achieve high reproducibility by this method because of the complexity of the fabrication 
process. 

We previously proposed a new technology [7] that produced quantum dots grown in 
tetrahedral-shaped recesses (TSRs) with better control in positioning, sizing, and reproducibility 
using a self-organized formation mechanism. 
Especially, we can stack quantum dots easily 
using our technology. In this paper, we report 
on the formation of a stacked double TSR 
quantum dot structure and the electron 
transport through it. 

to 
2. Fabrication of TSR quantum dots 

TSR is an inverted, tetrahedral-shaped 
recess, which consists of three equivalent 
{111}A side faces, formed by the selective 
chemical etching of a (111) B-oriented GaAs 
substrate with a Si02 mask. After etching, a 
GaAs/InGaAs/GaAs heterostructure is grown 
in the TSRs by LP-MOVPE. Indium-rich 
regions are formed spontaneously at the 

T = 77K Lto- 
fim 

200 seem /v 4 t 3^y^_ 

150 seem 

1.1      1.2 1.5     1.6 1.3     1.4 
Energy (eV) 

Fig 1. TMIn flow rate dependence of PL spectra 
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bottom of the TSRs. In other words, quantum dots are formed by self-organized growth. They 
confine electrons vertically by the InGaAs/GaAs heterostructure and laterally by the modulation of 
the indium composition. Figure 1 shows the 77K PL spectra measured for different flow rate of 
TMIn being used as an indium source. A peak due to quantum dot states is observed at a lower 
energy than that due to quantum well states in the spectrum for TMIn flow rate of 150 seem. These 
peaks shift to a lower energy and a new peak due to excited quantum dot states is observed by 
increasing TMIn flow rates. These results show that both the lateral and vertical potential profiles of 
the quantum dots could be controlled by changing indium content. 

3. Stacking of TSR quantum dots 

Stacked quantum dot structures are very attractive 
from the device application point of view. TSR 
technology allow us to fabricate such kind of 
structures easily. Figure 2 shows a TEM image of a 
cross-sectional view of stacked double TSR quantum 
dots. We grew 20 nm-thick double InGaAs layers on 
both sides of a 30 nm thick GaAs intermediate layer. 
Dark regions at the bottom of a TSR in Figure 2 
clearly show the formation of stacked double 
quantum dot structure. The upper TSR quantum dot 
is precisely stacked over the lower one of the same 
size, indicating that TSR technology is suitable for 
the formation of stacked structures. 

4.1-V characteristics of stacked double TSR 
quantum dots 

3 •$ 

<111>B| 

IL <211> 
<011> 

20 nm 

Fig 2. TEM Image of Stacked-Double TSR 

resonant tunneling drain electrode 
structure     ■—> 

i-AIGaAs 2nm 
i-lnGaAs 6 nm 
i-AIGaAs 5 nm 
i-lnGaAs10nm 
i-AIGaAs 2 nm 

The stacked double TSR quantum dot structure for 
the I-V measurement is shown in Figure 3. We formed TSRs in an i-GaAs layer grown on n-GaAs 
substrates. After that, we grew n-GaAs/InGaAs buffer layers, an i-AlGaAs/InGaAs triple barrier 
resonant tunneling structure, and n- 
GaAs/InGaAs ohmic contact layers. 
Ohmic   contacts   were   formed   by 
evaporating AuGe/Au on the ohmic 
contact layer and on the backside of 
the n-GaAs substrates. The structure 
have two remarkable features. One is 
that the bottom of the TSR is close to 
the interface of i-GaAs and n-GaAs 
substrate.   We   can   measure   the 
transport   properties   through   the 
quantum dots with suppressing the 
current through the TSR side faces. 
The other is that AlGaAs barriers are 
used instead of GaAs to increase the 

In poor InGaAs 
In rich InGaAs dot: 

details of 3-barrier resonant 
tunneling structure 

Vquantum well current 

"-GaAs] 

quantum dot current 

- source electrode 

Fig 3. Stacked double TSR quantum dot structure 
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Fig 4. Overall l-V characteristics 

1.0      1.5 

vertical confinement and thus increase the 
energy separation between quantum levels. 

Figure 4 shows I-V characteristics of a 
single TSR structure having stacked double 
quantum dots measured at 500mK. Negative 
differential resistances (NDRs) on the order 
of uA were observed on both positive and 
negative biases. Fine structure on the order of 
nA was also observed at the lower bias as 
shown in the magnified inset figure. The 
NDRs at the higher bias and the fine structure 
in the low bias region are considered due to 
resonant tunneling through quantum well 
levels and quantum dot levels, respectively. It 
is because TSR quantum dot levels are 
formed at lower energy than TSR quantum 
well levels as described in PL measurements. 
Figure 5 shows details of the structure on the 
order of nA on positive bias. Characteristic 
features of the current turning on at some bias 
and decreasing gradually were observed. 
Bryant calculated resonant tunneling through 
coupled, double-quantum-dot nano- 
structures[8]. As his calculated result for 
strongly coupled double quantum dots agrees 
qualitatively with our observed fine 
structures, we attribute the fine structure to 
resonant tunneling through individual 
quantum dot states. 

We estimated the energy levels of 
individual quantum dot states from the turn- 
on voltages in the I-V characteristics on 
positive bias. We assumed that gradually 
decreasing NDRs (b, e in Figure 5) are 
attributed to the states in the bottom-side quantum dot and the other sharp NDRs (a, c, d in Figure 5) 
to the top-side quantum dot, because the energy level shift in the top-side quantum dot is larger than 
that in the bottom-side quantum dot for electrons injected from the emitter when a positive bias is 
applied to the top contact. The estimated energy levels from the emitter Fermi level is shown in 
Figure 6. The energy level separations of the bottom-side and top-side quantum dots are 40 meV and 
48 meV, respectively. Figure 7 shows the details of the I-V characteristics on negative bias. No 
NDRs but turn-on characteristics were observed. These turn-on biases are explained well by the 
resonant tunneling through the individual quantum dot states, using the estimated energy levels as 
shown in Figure 6. Therefore we conclude that the resonant tunneling through individual quantum 
dot states of a TSR stacked double quantum dot structure produces the fine structure in I-V 
characteristics. 

0.1 0.2 
Voltage (V) 

Fig 5. I-V characteristics on positive bias 
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Ef 
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(c)60 meV 

(a)12meV 
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Fig 6. Estimated energy levels 
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Fig 7.1-V characteristics on negative bias 

5. Conclusion 

We formed a stacked double TSR quantum dot resonant tunneling structure, and succeeded in 
observing the electron transport through it for the first time. The fine structure related to TSR 
quantum dots was observed in the low bias region, while the NDRs on the order of uA were observed 
in the higher bias region. The fine structure is well explained by the resonant tunneling through 
individual TSR quantum dot states. The energy level separations of the TSR quantum dots are 40- 
50 meV. 
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Electronic states in quantum dots: 
Effects of symmetry of the confining potential 
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Department of Electronic Engineering. Osaka University Japan 
2-1 Yamada-oka, Suita, Osaka 565, Japan 

iV-electron eigen states in circular, elliptic, and triangular shaped quantum dots (QDs) 
are calculated by numerically diagonalizing the jV-particle Hamiltonian. In a circular QD, 
addition energy exhibits large values for N = 2 and 6 due to the complete shell filling, and 
shows slightly large values for N = 4 and 9 which corresponds to a spin-polarized half filling 
shell structure with the total spin of S = ft (spin-triplet state) and S = 3ft/2 (spin-quadruplet 
state), respectively. In elliptic QDs, the degeneracy of the single-particle states is removed, 
resulting in transition of the ground state from the spin-polarized half filling configuration 
to the spin singlet state for a QD containing four electrons. The states with 3, 6, and 9 
electrons in a triangular QD are found to be slightly more stable compared to a circular QD, 
which is interpreted in terms of a geometrical effect. 

1 Introduction 
In quantum dots (QDs) containing a few electrons, the Coulomb interaction plays an important 
role in determining the energy states, and thus many particle energy levels depend strongly on the 
number of electrons in the QDs [1]. Numerical calculations, therefore, require more sophisticated 
treatments such as an exact diagonalization method to obtain the electronic states in QDs. In this 
paper we calculate eigen states in QDs by numerically diagonalizing the JV-particle Hamiltonian. 
We especially focus on the effects of the symmetry of confining potential on the electronic states. 

2 Model and method 
We consider a vertical QD formed in an Ino.05Gao.95As/AlGaAs double-barrier heterostmcture 
[2, 3] as shown in the inset in Fig 1, where the x-y plane and the z direction are taken to be parallel 
and perpendicular to the heterointerfaces, respectively. In our model, electrons are assumed to 
be confined by the infinite square potential well, H(z), of width W along the z direction, for 
simplicity. We model the lateral confining potential V{x,y) by the following equation 

V{x,y) = fm'KV +^y2){l + «f cos34»}, (1) 

where uv is the confining frequencies along the v direction (y = x or y), a (= 0 or 1) is a parameter 
to specify the shape of the lateral confining potential, and <j> is the angle with respect to the specific 
axis in the x-y plane. When a = 0, the contour line of V(x,y) becomes an ellipse (for ux ^ uiy) 
or a circle (for ux = w„). A triangular shaped confining potential can be obtained by setting 1 for 
the parameter a and putting u>x =wy. 

For the QD modeled above, the N-electron Hamiltonian can be written as follows 

^E%) + En^—i' (2) 
f-f frM7re r; — r,- 

where H0{ri) = (p,- + eA;)2/2m*,+ V(a;,-,y;) + H{z{) is the single-electron Hamiltonian with A 
being the vector potential. The material parameters for Ino.05Gao.95As are computed by the linear 
interpolation of the parameters between bulk InAs and bulk GaAs, and we obtain the effective 
mass of an electron of m* = 0.065mo and the static dielectric constant of e = 12.9e0-   In the 
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Figure 1: Chemical potential differences in circu- 
lar quantum dots with confining energy of 3.0meV 
as a function of number of electrons. Schematic 
illustration of a vertical quantum dot formed in 
a. double barrier heterostructure is shown in the 
inset. 

39 0  A w 0.25T BCD 
Figure 2: The ground state energy in a circu- 
lar quantum dot containing four electrons as a 
function of the magnetic field. Solid circles, open 
squares and open circles are the eigen states with 
total angular momentum of 0, ±h and ±'2h, re- 
spectively. The transition of the ground state 
from spin-triplet to spin-singlet takes place at B « 
0.25 T. 

present study, N-particle Slater determinants composed from the single-particle eigen functions of 
the two dimensional isotropic and harmonic oscillator are taken as a basis set to diagonalize the 
total Hamiltonian of Eq. (2). Because the confinement along the z direction is strong in real QDs 
[2, 3] compared to the confinement in the x-y plane, many eigen-states fall in the lowest subband 
formed by the confining potential along the z direction, and the single-particle exited states along 
the 2 direction is ignored in the following. The QD is, therefore, regarded as a disc-like QD. 

3    Results and discussion 

Figure 1 shows the chemical potential difference, or addition energy, Afj,^ = ///v+i — UN f°r the 
circular QD with hu>x = ttuiy = 3meV as a function of N. The chemical potential, HN, is defined 
by fis = EN — -Ejv-i with EN being the ground state energy for the QD with N electrons. A/J,N 

has peaks at N = 2 and 6 because of the complete shell filling. In addition, a weak structure can 
be seen at N = 4 and 9 with the total spin of S = ti (spin-triplet state) and S = 3Ä/2 (spin- 
quadruplet state), respectively, which corresponds to the spin-polarized half filling shell structure 
[2, 4]. Figure 2 shows the ground state energy in a circular quantum dot containing four electrons 
as a function of the magnetic field applied along the z direction. Solid circles, open squares 
and open circles are the eigen states with total angular momentum of M = 0, ±% and ±2ft, 
respectively. The energy shift A due to the exchange interaction is found to be 0.44meV. The 
transition of the ground state from the spin-triplet (M = 0) to the spin-singlet (M = —2Ti) takes 
place at B sa 0.25 T. 

In Fig. 3, we plot A//j\r for two different elliptic QDs with the same average confining energy 
of (tiiox + %Lüy)/2 = 3 meV.   Open squares and open triangles indicate A^/jv for the QD with 
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Figure 4: Addition energies for QDs with four 
electrons as a function of the confining energy %uv 

keeping the average confining energy a constant 
of 3meV. Open and solid circles correspond to 
the spin triplet and spin singlet ground state, re- 
spectively. 

(hux,hujy) = (2.5meV,3.5meV) and (2meV,4meV), respectively. Solid circles show the addition 
energies for the circular QD. For the elliptic QDs, the addition energy has no large peaks except 
for the peak at TV = 6. This may be interpreted in terms that the asymmetry of the confining 
potential results in removal of the degeneracy of the single-particle states and mixing of many 
eigen states with various angular momenta. Figure 4 shows the addition energy for the elliptic 
QDs with N = 4 as a function of the confining potential Ti.usy keeping the average confining energy 
a constant value of 3meV. Open and solid circles correspond to the spin triplet and the spin 
singlet ground state for the QD containing four electrons, respectively. For elliptic QDs with weak 
asymmetry (3meV < hioy < 3.3meV), the spin triplet states remain the lowest eigen state, and 
the addition energy decreases with increasing the asymmetry due to the removal of the degeneracy 
of the single-particle states as mentioned above. For QDs with huv > 3.3 meV, the spin singlet 
state becomes the ground state, and the addition energy increases with increasing wy. This may 
be explained by considering the following fact. With increasing the asymmetry of the confining 
potential in the x-y plane, a disc-like QD approaches to a needle-like QD, and the complete shell 
filling may take place in a needle-like QD containing four electrons. 

Figure 5 shows AßN for the triangular QD of hux = tiuiy = 3 meV in which AfiN for the circular 
QD are again plotted by solid circles for comparison. The addition energies for the circular and 
the triangular QDs are found to exhibit almost the same characteristics. The addition energy for 
the triangular QD with N = 3, 6, and 9, however, is found to be slightly larger than that of the 
circular QD. This feature may be explained as follows.  The density distribution of electrons in 
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QDs containing three electrons is plotted in Fig. 6(a) for the circular QD and Fig. 6(b) for the 
triangular QD. As seen in the figure, electrons in the circular QD form a rotationally symmetric 
distribution, and the electron density becomes small in the center of the QD due to the electron- 
electron repulsion. On the other hand, in the triangular QD, each electron moves toward each 
corner of the triangle and forms more stable state, giving rise to a slightly larger addition energy. 
For the same reason, electronic states for N = 6 and 9 in the triangular QD become slightly more 
stable compared to the case in the circular QD. 

4    Conclusion 
We calculated N-electron eigen states in QDs with vertical confinement of square quantum well 
and with lateral confinement of circular, elliptic and triangular shaped potentials. The eigen states 
are obtained by diagonalizing N-particle Hamiltonian utilizing the Slater determinants composed 
from the single particle eigen states for the isotropic and harmonic system. Due to the rotational 
symmetry in a circular QD, electrons form the complete shell filling structures for N = 2 and 
6, and the spin polarized half filling structures for N = 4 and 9. In elliptic QDs, the addition 
energy exhibits no longer clear structure in the plot of addition energy vs. number of electrons N, 
except for N = 6, which is explained in terms of the asymmetry of these systems. In a triangular 
QD, slightly stable states due to the localization of the electrons at the corners are expected for 

N = 3,6, and 9. 
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Figure 5: Chemical potential differences in a cir- 
cular quantum dot (solid circles) and a triangu- 
lar quantum dot (open triangles) as a function of 
number of electrons. ?iux = Tiu>y = 3meV. Three 
dimensional view and contour lines of the trian- 
gular confining potential are plotted in the inset. 

Figure 6: Density distribution of electrons in the 
quantum dots containing three electrons with a 
circular (a) and a triangular (b) shaped confining 
potential in the plane parallel to the heterointer- 
face. £Q is 20 nm. 
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Abstract 

Quantum dot (QD) edge emitting and vertical cavity lasers are realized using a self- 
organized growth approach. Threshold current densities at room temperature (RT) of about 
60 A/cm2 for edge emitting and 170 A/cm2 for vertical cavity lasers are measured. High 
internal (>96%) and differential (70%) efficiencies are obtained for InGaAs-AlGaAs lasers 
based on vertically coupled QDs and RT 1 W continuous wave operation is demonstrated. QD 
lasers exhibit much larger gain, differential gain and smaller linewidth enhancement factor as 
compared to conventional quantum well devices. 

1. Introduction 

Significant improvements in characteristics of injection lasers are achieved for QDs as gain medium [1]. Such structures 
provide an ultimate limit of size quantization in solids and an extremely large change of electronic properties as compared 
to quantum wells and wires is observed. 5-function like density of states and strong confinement of electron and hole 
wavefunctions in a QD result in reduction of threshold current density, improved temperature stability of threshold current, 
ultrahigh material and differential gain of QD lasers [2]. On the other hand, until recently, there was a lack of fruitful ideas 
to fabricate QDs which can be used for realistic devices and are compatible to modern device technology. 

2. Growth 

A layer of a material having a lattice constant different from that of the substrate, after some critical thickness is deposited, 
can spontaneously transform to an array of three-dimensional islands [3], More recently it was shown, that there can exist a 
range of deposition parameters, where the islands are small (-10 nm), have a similar size and shape [4, 5] and form dense 
arrays. Due to the strain-induced renormalization of the surface energy of the facets, an array of equisized and equishaped 
3D islands can represent a stable state of the system [6]. This is directly confirmed for the most extensively studied MBE 
growth in the InAs-GaAs material system by the reversibility of the islanding - surface planarization process. The reversible 
transition occurs when the surface stoichiometry is changed from As-rich (islanding) to In-rich (planarization), and vice 
versa [7]. High arsenic pressure results in reduction of the characteristic QD size and in formation of high concentrations of 
dislocated InAs clusters. Thus, a stable array of 3D InAs islands on GaAs (100) substrate exists only in some part of the 
"arsenic overpressure - substrate temperature" phase diagram as is demonstrrated also for MOCVD growth [7]. When the 
surface density of the QDs is high, interaction of the islands via the substrate makes also their lateral ordering favorable [6]. 
If strained InAs islands are covered with a thin GaAs layer, the islands in the second sheet are formed over the dots in the 
first sheet, resulting in a three-dimensional ordered array of QDs either isolated [3, 9] or strongly vertically-coupled [3,7, 
10, 11]. The size and the shape of InAs islands can be changed by changing the deposition mode. Bright luminescence 
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(300 K) from InGaAlAs QDs in (Al,Ga)As matrices can be tuned in the range 0.7 -1.36 urn. Modification of the QD PL 
energy is also possible via post-growth annealing [12]. 

2. Electronic spectrum 

Experimentally observed energy levels for electrons and holes agree with theoretical calculations based on QD geometry 
derived by HRTEM images. A remarkable property of a QD is a narrow (FWHM<0.1 meV) atomic-like luminescence line 
[13,14] which does not show broadening with temperature [14] and directly manifests formation of electronic QD. 

The transparency condition in a QD is realized when it captures one exciton. Then, the probabilities to emit or to absorb 
light are equal since the ground state can be populated by two electrons and two holes [15]. This assumption is valid if the 
separation between exciton and biexciton recombination energy is smaller than the inhomogeneous broadening, otherwise 
after the exciton is created, the biexciton absorption line can be significantly shifted towards lower photon energies, and the 
absorption and gain spectra of a QD filled with one exciton become separated in energy. Thus, in this model finite gain 
appears also for single excitons. Increase in the excitation density results in saturation of QD excitonic gain followed by its 
decrease, due to the larger fraction of QDs filled with biexcitons. As Oppositely, biexciton absorption first increases and 
then drops to zero and converts to gain, when most of the QDs become populated with two electron-hole pairs. Charged 
excitons and biexcitons provide finite gain since the ground state absorption is no longer possible. If there is no transport 
between QDs (particularly at low temperatures) the population of QDs with electrons, holes and excitons is defined by the 
capture and recombination probabilities and is not a function of temperature [15]. The gain-current relation depends on the 
capture mechanism [15] whether electrons and holes are captured correlated or uncorrelated. We note that the 
recombination current is not simply given by the product of electron and hole density [16]. At high temperatures, thermal 
evaporation of carriers from dots may result in the predominant population of deeper QDs. Gain behavior is different in 
these cases: the gain maximum keeps its maximum energy with excitation density in the first case while it shifts to higher 
photon energies in the second [15]. 

4. Capture and Relaxation of Carriers in a Quantum Dot 

Carrier capture efficiency is very high in properly designed structures with high concentration of QDs [17]. No degradation 
in PL efficiency at low temperatures and only moderate decrease at RT were found in deep etched mesa structures 
fabricated from samples with QDs when the mesa size was varied between 1 and 0.2 urn. As opposite, no luminescence at 
RT can be recorded from deep mesas of similar size fabricated from quantum well samples. The nonequilibrium carrier 
capture time to QD was estimated in [ 17] to be below 1 ps. 

Carrier relaxation to the InAs-GaAsQD ground state was found to be about 40 ps for excitation in the GaAs matrix and 
25-40 ps for direct excitation in the QD excited state. In the latter case the lifetime of the exciton in the QD exited state and 
the population time of the QD ground state coincide [18]. Lower values are measured when the energy separation between 
the QD ground and excited state fits to integer number of InAs LO phonons. These results are in agreement with the PLE 
data, also showing enhanced relaxation in this case [5, 19]. The measured values agree favorably with the ground state 
population time in high quality QWs which are about 100 ps [20], while they are much longer than the higher subband 
depopulation time (-1 ps) in the QW case making QDs potentially important for application in IR lasers based on electron 
interlevel transitions. 

5. Realization of Quantum Dot Lasers 

InGaAs-GaAs QD lasers operating under photopumped excitation both at low and at room temperature have been fabricated 
already in 1993 [21]. The first report on injection lasing already revealed most important fingerprints and problems of QD 
lasers [22], At low observation temperatures very high characteristic temperatures (>400 K) are observed. At high 
temperatures, however, evaporation of excitons from dots results in a decrease of QD gain for the same drive current, and in 
order to keep lasing conditions fulfilled (gain equals total losses) one needs to increase the current. Electroluminescence 
from QDs in edge geometry is significantly depolarized [7] due to hole quantization in all three dimensions, as opposite to 
QW structures, where heavy hole emission is completely TE polarized. Lasing resonant to the ground state (GS) of QDs and 
low threshold current densities (J,h) have been demonstrated in this range as well. At higher temperatures, evaporation of 
carriers from InGaAs QDs into a GaAs matrix resulted in a decrease in the QD gain, increase in Jlh, and at 300 K, the lasing 
energy comes closer to the wetting layer energy [23]. To overcome this problem vertically electronically coupled QDs have 
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been applied reducing the Jth both at low and at high temperatures down to 90 A/cm" (300K, At 10) resulting in GS QD 
lasing up to room temperature (RT). Using MOCVD ground state lasing for a single QD layer at RT was obtained for GalnP 
barriers [8] (see Fig. 1). 
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Figure 1. Photo- and electroluminescence of single-sheet In As/InGaAs/GaAs QD laser with InGaP cladding layer showing 
near-to-groundstate emission. jlh,= 110 A/cm at 300 K. 

Ultrahigh material gain [24] and suppression of gain saturation in coupled QDs [25] have been demonstrated. Further 
improvements were obtained by putting coupled QDs in an AlGaAs matrix, providing better localization of carriers in QDs. 
J,h was further reduced down to 60 A/cm"2 [9, 18] and a RT CW lasing with 1W has been realized for a structure with 10 
stacks of InGaAs-AlGaAs QDs [26] (see Fig. 2). High internal (>96%) and differential (70%) efficiencies at 300 K are also 
obtained for InGaAs-AlGaAs lasers based on vertically coupled QDs [27]. High quantum efficiency is realized also in [28], 
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Figure 2: Room temperature ouput power versus current for ten stacks of InGaAs quantum dots in an AlGaAs matrix (left). 
Electroluminescence spectra at various output powers (right). 

6. Basic Advantages of Quantum Dot Lasers 

6.1 Edge-emitting lasers 

Low transparency currents and complete temperature insensitivity of the laser parameters to temperature for appropriate QD 
and barrier parameters provide basic advantages of QD lasers. For the currently achieved 10% QD size dispersion, the 
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theoretical threshold current density equals to only 10 A/cm" [15,29] and much lower values might be obtained in structures 
with improved QD homogeneity. J,h values of 12-16 A/cm2 are measured for QD lasers in the temperature range up to 
180 K [8]. 

Saturation material gain as high as 150 000 cm"1 is reported in [24] as compared to QW values of about 3000 cm"1. This 
observation agrees fairly well with calculated values [15,30]. 

Maximum differential gain reported for QD lasers approaches 10"12 cm2 and exceeds the QW laser values by about three 
orders of magnitude [24]. 

Chirp. Any absorption or gain peak causes modulation of the refractive index near the resonance energy in agreement 
with Kramers-Kronig transformation. The refractive index increases on the low energy side and decreases on the high 
energy side of the the absorption maximum. A gain peak results in the opposite behavior. Thus, the photon wavelength in 
the crystal can change during the excitation pulse, causing lasing intensity jumps between Fabry-Perot modes, described by 
the linewidth enhancement factor (a). Highly asymmetric absorption and gain profdes in QWs, which also change their 
shape with excitation density, cause the a factor to be about two. For sysmmetric QD gain (or absorption spectrum), the 
change in the refractive index near the gain maximum is zero and a is zero. In real QDs, due to the finite contribution of the 
QD excited states to the total gain a is less or about 0.5 [2]. 

Dynamics. From direct observations of relaxation oscillations cut-off frequencies close to 10 GHz have been 
determined [2,31, 32] 

Exciton waveguiding. The QD exciton absorption peak can be used intentionally to induce resonant refractive index 
enhancement on the low energy side of the absorption peak and can lead to entirely exciton-induced waveguiding and 
lasing [33]. This approach is particularly attractive in materials, where no suitable lattice-matched heterocouple with 
significantly lower refractive index exists, such as diamond, silicon, etc. 

6.2 Surface-emitting lasers 

The first surface-emitting laser (VCSEL) operating via the QD GS has been reported for photopumped excitation at low 
temperatures [34]. Injection VCSELs based on stacked InGaAs-AlGaAs QDs were realized later [35]. The lasing at 300K 
occurred via excited states and J,i, was about -5000 A/cm"2. Using oxide defined 7 um mesa and a single sheet InGaAlAs- 
GaAs QD structure, injection lasing via the QD GS at -1000 A/cm"2 (300K) has been realized with -0.5 mA total threshold 
current [36], Using the novel concept of electronically-coupled InGaAs-GaAs QDs and oxide-defined 10 urn mesas, QD GS 
CW lasing with a total current of 180 uA has been recently manifested (180 A/cm"2, 300K) [37]. Maximum efficiencies 
amount to 16%. Total currents of 68 iiA are measured for 1 urn apertures (see Fig. 3). 

23456789 10 
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Figure 3: Threshold current (top) and threshold current density (bottom) versus diameter of an oxide aperture QD-VCSEL. 
The active layer consists of 3 vertically coupled QD planes. 
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7. Conclusion 

It took about 7 years since the first realization of photopumped lasing in QWs until QW lasers with improved parameters 
with respect to double heterostructure lasers were created. The recent progress in the area of injection lasers based on self- 
organized QDs let us hope that QD lasers with dramatically improved properties as compared to recent QW lasers 
characteristics will be fabricated. To conclude we summarize basic charateristics of QD lasers in comparison with QW 
lasers. Further progress in the area of QD lasers is related to further optimization of the structure geometry and growth 

conditions. 

Table 1:    PHYSICAL ADVANTAGES OF QD LASERS 

Laser Parameter 
Threshold current density J,h 

Temperature stability (To) of Jih 
Saturation Material Gain 
Maximum Differential Gain 
Lasing Mechanism 

Ground state population time 

Intersubband or interlevel 
relaxation time  

Quantum Well 
40 A/cm2 (theoretical limit at RT) 

5 x IP'16 cm^ 
e-h plasma or excitonic phonon- 
assisted (wide gap) 

20-100 ps 

1 ps 

Quantum Dot 
10 A/cm , 10% size dispersion, 

150 K 
60 A/cm2, 300 K  
infinity 
150 000 cm"' 
-10'1 

excitonic/biexcitonic (symmetric 
gain curve, low chirp, excitonic 
waveguide) 
20-40 ps (single QD) 
<15 ps (coupled QDs) 
20-40 ps (single QD) 

Table 2:    TECHNOLOGICAL ADVANTAGES OF QD LASERS 

Laser Parameter Quantum Well Quantum Dot 

Nonequilibrium carrier 
spreading out of the stripe 
(or cavity) region 

YES NO 

Facet overheating due 
to surface recombination 

YES NO 

Nonradiative recombination 
enhanced dislocation 
growth (due to carrier diffusion 
to dislocations) 

YES SUPPRESSED 

Free-standing microstripes 
or microcavities 

NOT POSSIBLE POSSIBLE 

1.3umatRTonGaAs(100) YES POSSIBLE 
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Microcavity Lasers: Emission from a Fully Confined Photon State 

J. P. Reithmaier, M. Röhner, F. Schäfer, H. Zull, A. Forchel 
Technische Physik, Universität Würzburg, Am Hubland, 97074 Würzburg, Germany 

Optically pumped three-dimensionally confined microcavity lasers were fabricated by electron beam expo- 
sure and dry chemical etching with lateral sizes between 1 - 5 um. These photonic quantum dot lasers ex- 
hibit a well pronounced optical mode spectrum below threshold with a large mode splitting. Above thresh- 
old lasing takes place in the fundamental mode with fourier transform limited line widths. Due to the en- 
hancement of the coupling of the spontaneous emission into the lasing mode a significant reduction of the 
threshold density was observed by reducing the lateral size in comparison to planar vertical cavity emitting 
structures. 

1. Introduction 

In conventional high performance edge emitting semiconductor lasers a significant part of the laser 
threshold can be attributed to the spontaneous emission loss which limits a further reduction of the 
threshold density [1]. A significant improvement of the spontaneous emission coupling factor into the 
lasing mode can be achieved by microcavity [2] or microdisk structures [3]. By using a vertical cavity 
surface emitting laser (VCSEL) geometry low threshold values and spontaneous emission coupling 
factors ß up to 10"2 [4] were reported. From theoretical considerations a further significant improve- 
ment is predicted by a full three-dimensional optical confinement [5]. 

In this letter, we will report on the stimulated emission from single photon states of an optically 
pumped microcavity laser structure with fully three-dimensional optical confinement. In these microca- 
vities the optical modes are discretized in all three space directions [6,7]. The spontaneous emission is 
therefore restricted to the allowed photon states in the microcavity. For large energy splitting of the 
photon states the spontaneous emission will couple into a single mode and will reduce the threshold for 
laser emission. 

2. Experiment 

The microcavity laser structures are based on a VCSEL layer structure grown by molecular beam epita- 
xy. The vertical cavity consists of two AlAs/GaAs Bragg mirrors separated by a one wavelength thick 
GaAs layer (^.-cavity). At the center of the cavity a single GalnAs quantum well is located which is 
spectrally adjusted slightly on the short wavelength side of the resonance of the vertical cavity for low 
temperature (2 K). Reflection measurements on unpatterned VCSEL structures with 19 and 21 mirror 
layer pairs of the top and bottom Bragg reflector, respectively, show a resonance width of the cold ca- 
vity of 0.4 meV. 

The lateral confinement was realized by the large refractive index step between air and deep etched 
semiconductor. The square shaped posts were patterned by electron beam lithography and low damage 
electron cyclotron resonance reactive ion etching (Ar/Cl2 mixture). The size of the posts were varied 
between 1 and 5 urn. The structure was etched down approximately 2.6 um through the whole ^-cavity 
and a few mirror layers of the bottom Bragg reflector. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Single microcavity structures as well as arrays of structures were optically pumped by a Kr+ (647 
nm) or Ti: sapphire laser (830 nm) in continuous wave operation at low temperature (2 K). The exci- 
tation energy is above the reflectivity stop band of the VCSEL structure and well below the AlAs band- 
gap. Because the light absorption in the GaAs layers of the top Bragg reflector can not be avoided, the 
internal excitation density is about two orders of magnitude lower than the external excitation density. 
Only the internal excitation density can create carriers for recombination in the GalnAs quantum well. 
The light output of these microcavity laser structures was analyzed by a 0.32 m (low resolution spectra) 
and 1 m double monochromator (high resolution spectra), respectively. As detector a liquid nitrogen 
cooled CCD camera was used. 
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3. Stimulated emission from single photon states 

In Figure 1 emission spectra of microcavity laser arrays were plotted slightly above threshold for two 
different lateral sizes. The emission takes place mainly on the fundamental mode but also higher order 
modes are stimulated. The arrows mark the energetic positions of the calculated photonic states. By 
reducing the lateral size from 4.7 um down to 3.7 um the emission shifts to higher energies and the 
splitting between the fundamental mode and the next higher order mode increases while the energetic 
position of the spontaneous emission remains (c.f 
dashed line in Figure 1). This behavior can be clear- 
ly seen already at structure sizes slightly below 5 
urn due to the strong lateral confinement (> 75% of 
light intensity are laterally confined). The energetic 
positions of these emission peaks agree with model 
calculations (arrows in Figure 1) taken into account 
the real box like geometry in a fully three-dimen- 
sional approach (more details in [7]). 

In Figure 2 a highly resolved emission spectrum 
of the fundamental mode of a single microcavity 
post is plotted at an excitation power of about 20% 
above the threshold power. The linewidth changes 
from 0.4 meV below threshold to 30 ueV above 
threshold. A further reduction at much higher 
excitation power could not be observed but the 
linewidth is already near the resolution limit of the 
measurement setup. Also the line shape changes 
significantly from Gaussian like below threshold to 
Lorentz like above threshold as it is indicated by the 
solid line data fit in Figure 2. This homogeneously 
broadened linewidth coincides well with the 
estimated photon cavity lifetime of about 20 ps 
deduced from time resolved measurements above 
threshold and can be interpreted as Fourier 
transformation limited linewidth of a single photon 
state. 
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Figure 1: Emission spectra of microcavity laser arrays 
with different lateral sizes (labeled in um). The arrows 
mark the lasing modes which coincides with the pho- 
tonic eigenstates of the cavity. The dashed line marks 
the energetic position of the spontaneous emission 
from the GalnAs quantum well. 
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Figure 2: Emission spectrum of a single microcavity la- 
ser structure emitting in the fundamental mode. The solid 
line corresponds to a Lorentz fit of the data points. 
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Figure 3: External threshold excitation densities of arrays 
of microcavity lasers with different lateral sizes (filled dots). 
For comparison the threshold value of a mesa structure with 
a lateral size of 100 urn is also included (open dot). 

4. Size dependence of laser threshold and spontaneous emission coupling factor 

In Figure 3 the external threshold excitation density is plotted against the geometrical lateral width of 
the microcavity posts. A significant reduction of the threshold excitation density down to 200 W/cm 
for a lateral size of 2.7 um can be observed which is about four times lower than the value for a mesa 
structure and corresponds to an internal threshold power of 0.15 uW per post. By further reduction of 
the lateral size the threshold density increases once again and below 2 um no lasing operation could be 
observed. 

By reducing the lateral size one expect first the optical losses will increase due to diffraction and 
side wall scattering as well as losses due to surface recombination of carriers [8, 9]. But there are ad- 
ditional gain effects in microcavity laser structures which has to be taken into account and can over- 
compensate these losses. One is the change of the spectral overlap of the resonance position with the 
gain function (c.f Figure 1) and the second one is an improved spontaneous coupling factor into the 
lasing mode. Due to the well prepared photon states in these microcavity laser structures the splitting 
energy between fundamental mode and the next higher order mode exceeds the linewidth of the spon- 
taneous emission for smaller lateral sizes than 3 um. Therefore an increased coupling efficiency of the 
spontaneous emission can take place and will reduce the threshold excitation density as long as the 
losses are not too large. 

In Figure 4 the light output intensity of a microcavity laser structure with a lateral size of 2.7 um 
(dots) is plotted in comparison to a mesa structure (triangles) by varying the excitation power over 
about 5 orders of magnitude. The onset of lasing can be clearly seen as well as the significant shift to 
higher output intensity and lower threshold for the microcavity geometry. For estimating the spontane- 
ous coupling factor theoretical calculations were made according to the theory of Björk et al. [10]. For 
the one dimensional confined mesa like structure we can evaluate a value for the ß-factor of about 0.5- 
1% which is already more than one order of magnitude larger as for an edge emitting laser. A further 
significantly large increasement of the ß-factor can be achieved with a three-dimensionally confined 
photon state in a microcavity geometry. A value of about 10%'can be roughly estimated although it can 
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not be distinguished between 5 and 20%. Due to the high ß-factor in microcavity laser structures we 

believe that an important part of the thres- 
hold reduction effect is attributed to the 
enhancement of the spontaneous emission 
coupling into the laser mode. 

5. Conclusions 

Microcavity laser structures with lateral 
dimensions between 1 - 5 um were fabri- 
cated which allows a three-dimensional 
photon confinement. Due to the discretiza- 
tion of the photon modes and the large 
splitting energies between the fundamental 
mode and the higher order modes a signifi- 
cant enhancement of the coupling of the 
spontaneous emission into the lasing mode 
was achieved. In this microcavity laser ge- 
ometry the photon states are well defined 
and allows single mode lasing operation 
with Fourier transformation limited emis- 
sion linewidths as well as ultralow laser 
thresholds in the sub-uW range. 
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pump   power  (mW) 
04 

Figure 4: Comparison of the light output characteristic between 
mesa like (triangles) and microcavity structures with a diameter 
of 2.7 um (dots). The solid lines mark the theoretical dependence 
according to the theory of Björk et al. [10] as a function of the 
spontaneous emission coupling factor ß. 

7. Acknowledgment 

We like to acknowledge A. Wolf and S. Kuhn for technical assistance, B. Ohnesorge and M. Bayer for 
time resolved measurements. The financial support of the Deutsche Forschungsgemeinschaft is grate- 
fully acknowledged. 

8. References 

[1]   Vurgaftman I Singh J 1995IEEEJ. Quantum Electron. 31 852-63 
[2]   Yokoyama H Ujihara K 1995 Spontaneous Emission and Laser Oscillation in Microcavities (Chemical Rubber, Boca 

Raton) 
[3]   Slusher R E Levi A F J Mohideen U McCall S L Pearton S J Logan R A 1993 Appl. Phys. Lett.63 1310-2 
[4]   Björk G Heitmann H Yamamoto Y 1993 Phys. Rev. A 47 4451-63 
[5]   Baba T Hamano T Koyama F Iga K 1991 IEEE J. Quantum Electron. 27 1347-58 
[6]   Gerard J M Barrier D Marzin J Y Kuszelewicz R Manin L Costard E Thierry-Mieg V Rivera T 1996 Appl. Phys. 

Lett. 69 449-51 
[7]   Reithmaier J P Röhner M Zull H Schäfer F Forchel A 1997 Phys. Rev. Lett. 78 378-81 
[8]   Thibeault B J Strand T A Wipijewski T Peters M G Young D B Corzine S W Coldren L A Scott J W 1995 J. Appl. 

Phys. 78 5871-5875 
[9]   Tezuka T Nunoue S 1996 J. Appl. Phys. 79 2875 
[10] Björk G Yamamoto Y 1991 IEEE J. Quantum Electron. 27 2386-96 



557 

Subband structure of GaAs Coupled Quantum Wires 
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Abstract: The subbands structure of crescent shaped GaAs coupled quantum wires is clearly observed by 

photoluminescence excitation (PLE) measurements. In the PLE spectra of single quantum wires (wire 
thickness = 4.5nm), sharp exciton peaks of the first two heavy hole-like transitions are observed with 

large energy difference of 47meV. However, two adjacent peaks with small energy splitting of 24meV are 

observed in the coupled quantum wires (wire thickness = 5nm, barrier thickness = 3nm). From the 

measurements of the barrier thickness dependence, these' peaks agree well with the symmetric and 

antisymmetric states of the coupled quantum wires calculated by the finite element method. 

1. Introduction 

Coupled nano structures[l], such as coupled quantum-wires and -dots, are expected to be the future 
nano structures for applications not only to new functional devices, but also to ultrafast devices with 
quantum oscillations[2]. The coupled electron waveguide structures, which are the weakly coupled 
quantum-wires, were proposedfl] for use in electronic devices and the fabrication has been reported 
using the split gate method[3]. However, the confinement extent of the electron-wave by depletion is 
not sufficient for application to opto-electronic devices with optical nonlinearities or intersubband- 
transitions. We have reported the fabrication of coupled quantum wires by flow rate modulation 
epitaxy (FME)[4] on V-grooved substrate in order to realize the small size structure with strong 
coupling[5]. Also we have reported the theoretical analysis of the electronic states in the coupled 
quantum wires [6]. In this paper, we experimentally investigate the subband structure of the coupled 
quantum wires by the photoluminescence excitation (PLE) measurements. 

2. Structure and Electronic States 

The coupled quantum wire array with period of 4.8 (im was grown by flow rate modulation epitaxy 
(FME) described in the previous publication[5]. After the growth of quantum wires, the mask was 
formed on the quantum-wires and the (100) quantum-films on the mesa top and the (111) quantum- 
films around the mesa top were removed using chemical etching. 

Figure 1 shows the cross-sectional TEM view of the multi-period sample with different 
barrier thickness of (a) 3.3nm, and (b) 1.5nm. Very small crescent shaped GaAs quantum wires with 
a central thickness of 5nm and a lateral width of 30nm separated by a thin AL, jgGa,, 62As barrier layer 
are clearly observed at the bottom of the V-grooves. The vertical quantum film[7] with Al contents of 
0.28 can be seen along the (100) direction which is automatically formed during the growth. The top 
and the bottom quantum wires have almost the same crescent shape but the top quantum wire is 
slightly thinner and slightly wider than the bottom one. The energy difference between the two 
quantum wires is small (from 5meV to lOmeV). 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Fig. 1 TEM picture of GaAs/AlGaAs coupled quantum 
wires with wire thickness of 5nm 
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Fig.2 Charge density probability of electron states in 
(a) single and (b) coupled quantum wires 

The electron states associated with the first three confined states (conduction sub-bands) for 
(a) single quantum wire with wire thickness of 5nm and (b) coupled quantum wires with wire 
thickness of 5nm and barrier thickness of 3nm are calculated by the finite element method and the 
counter plot of charge density probability are shown in Fig.2. The structure is modeled from TEM 
picture with considering the vertical quantum film region and analyzed using the same procedure in 
ref.8 with same parameters in ref.6. 

In single quantum wires, the higher order electron states quantized in y direction (100 
direction ) are cut off due to the small thickness, while transverse electron states of e2, e3 quantized in 
the transverse (x) direction are shown. In such small quantum wires, the energy separation between 
the 1st (le) and 2nd (2e) electron states is as large as 32meV. 

In the case of coupled quantum-wires ( thickness of bottom quantum wire tl=5. lnm, top 
quantum wire t2=4.6nm, barrier layer b=3.2nm), the first, the second and the third states, correspond 
to symmetric state (le), antisymmetric state (2e) and the transverse electron-wave state (3e). The 
doublet state, symmetric and anti-symmetric state, are clearly seen even for the crescent shaped 
asymmetric coupled quantum wires with small energy difference of several meV. 

In the following, we call the electron and heavy hole like transition as ie-jhh, and the light hole 
like transition as ie-jlh, where i (= 1,2, — , n ) and j (= 1,2,—, m) are the quantized numbers of the 
wave function for electron and holes, respectively. 

3. PLE characteristics 

PLE spectra of single period quantum wires are measured at 20K with the polarization of excitation 
laser parallel (PLE//) and perpendicular (PLE±) to the quantum wires. The heavy hole like transition 
and light hole like transition can be distinguished by using the information of polarization[9]. 

Figure 3 shows those of single quantum wires with wire thickness of 4.5nm. In the Figure 
sharp exciton peaks of the first two heavy hole-like transitions of the energy of 1.652 IeV and 
1.6986eV are observed with large energy difference of 46.6meV. These peaks are due to the 
transition of fundamental states (le-lhh), and the second states (2e-2hh) because the energy 
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separation of between 2e-2hh and le-lhh are in good agreement with theoretical FEM result of 
44meV. In the spectra of PLE±, light hole-like transitions le-llh and forbidden transition le-21h 
with energy of 1.666eV and 1.6773eV are also observed. 

Figure 4 shows PLE characteristics of weakly coupled quantum wires with wire thickness of 
5nm and barrier thickness of 3nm. The adjacent two peaks at 1.6325eV and 1.6568eV appear near the 
fundamental transition energy in PIE//. These peaks are regarded as the symmetric states le-lhh, 
antisymmetric states 2e-2hh because the energy separation of 24.3meV between le-lhh and 2e-2hh is 
close to theoretical result of 19meV. The light hole-like transition is not well resolved because le-llh 
peak lies behind the 2e-2hh peak. In the strongly coupled quantum wires with barrier thickness of 
2nm, the separation energy between le-lhh and 2e-2hh is 33meV which becomes larger compared to 
the weakly coupled quantum wires and the light hole like transition le-llh with energy of 1.6641eV 
are observed between le-lhh and 2e-2hh in PLE±. 

The barrier thickness dependence on the PLE spectra of coupled quantum wires are measured 
not only from a) different samples with different barrier thickness, but also from b) different positions 
on the same wafer where the growth rate differs near the edge. Since the quantum wire array was 
fabricated on a large area ( 10mm x 10mm ) in GaAs wafer, the thickness of quantum wire near the 
edge of the wafer differs from that in the center of the wafer. We have measured the PL from the 
different position on the same wafer, and the PL wavelength of the quantum wire and (111) quantum 
film was different near the edge while those of AlGaAs cladding layer and vertical quantum film 
(VQF) remain almost the same all over the wafer. From these results the difference of PL wavelength 
of quantum-wire is mainly due to the growth rate difference between the central and the edge region 
and is not due to the difference of Al composition. 
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Figure 5 shows the PLE spectra from five 
positions in the same coupled quantum wire wafer 
(t=5nm, b=3nm) with different PL wavelength of 
(a)761nm(1.6292eV) (b) 759nm(1.6335eV), (c) 
757nm (1.6378eV), (d) 755nm (1.6421eV) and 
(e) 753nm (1.6465eV) . The PL wavelength of the 
quantum wires decreases as the edge is 
approached due to decreasing thickness of each 
layer near the edge. 

In the Figure, the transition energy of le- 
lhh, 2e-2hh, and 3e-3hh increases as the PL 
energy is increased. From the theoretical analysis, 
the decrease in thickness of quantum wire 
increases each transition energy. The decrease in 
the thickness of barrier layer increases the splitting 
energy between symmetric states le-lhh and 
antisymmetric state 2e-2hh, decreases the 
transition energy of symmetric states le-lhh, 3e- 
3hh, and increases the transition energy of 
antisymmetric states 2e-2hh[6]. Thus we can 
expect theoretically that the increase in the energy 
of le-lhh and 3e-3hh is smaller than the increase 
in the energy of 2e-2hh versus the increase of PL 
energy. In order to confirm this, we have plotted 
the transition energy of E(le-lhh), E(2e-2hh), and 
E(3e-3hh) as a function of the PL energy E(PL) of 
le-lhh and obtained the line with the slope of 
AE(le-lhh)/AE(PL) ~1.0, AE(2e-2hh)/ 
dE(PL) =1.546, AE(3e-3hh)/AE(PL) =1.357. 
These results are in good agreement with the 
theoretical results with the slope of 1.00, 1.67, 1.31 
for le-lhh, 2e-2hh, and 3e-3hh, respetively. 

4. Conclusions 

We investigated the subband structure of GaAs coupled quantum wire by the photoluminescence 
excitation (PLE) measurement. In the weakly coupled quantum wire, adjacent two states are observed 
near the ground transition energy. The thickness dependence on the PLE spectra of coupled quantum 
wires are measured not only from different samples with different barrier thickness, but also from 
different positions on the same wafer. From these measurements, adjacent two peaks agree well with 
the symmetric and antisymmetric states of the coupled quantum wires in the theoretical analysis. 
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Abstract. Micromachined tunable VCSELs are particularly useful for wavelength division multiplexing 
applications because of their large continuous wavelength tuning range without mode-hopping. We have 
achieved 26 nm single mode continuous wavelength tuning with threshold current density as low as 550 
A/cm2. By reverse biasing the laser, we can obtain a tunable resonant cavity photodetector with simulated 
linewidth less than 2 nm. Narrow linewidth tunable photodetectors are particularly useful in extending the 
wavelength separation between WDM channels beyond those offered by other techniques. 

1.    Introduction 

The explosive growth of communications in recent years has put an enormous strain on the existing 
communication infrastructure. As we are rapidly approaching an era where 1 Gb/s communication ports 
are becoming a common place item, much will have to be done to upgrade the existing 
telecommunication and datacommunication infrastructures which are still largely based on coaxial cables. 
It is a widely accepted fact that the future of communications is in the area of optoelectronics, in 
particular, the use of optical interconnects with low cost optoelectronic components is perceived to be the 
key to the developement of communication networks of the future [1]. Although optical fibers, in 
particular erbium doped fiber amplifiers, have shown great promises as optical interconnects, their data 
carrying capability has been limited by the electronic modulation speed of the optoelectronic component, 
namely the semiconductor lasers. In contrast to optical fiber's terahertz bandwidth, the best 
semiconductor lasers can o:ily be modulated up to < 20 GHz. Therefore, in order to fully utilize the fiber 
bandwidth, Wavelength Division Multiplexing (WDM) scheme becomes a necessity. 

Current WDM system uses fixed wavelength laser arrays. However, fixed wavelength laser array 
has temperature-control, system reliability, and manufacturability problems [2]. Because of these 
shortcomings, wavelength tunable lasers are indispensable elements of such an array since the lasing 
wavelength of each laser can be set, maintained, or changed to any wavelength within its tuning range. 
Micromachined Tunable VCSELs (Mi-TVCSELs) are of particular interest because of their large 
continuous wavelength tuning range without mode-hopping. 

Besides lasers, the other important optoelectronic component for WDM is the photodetector. Since 
semiconductor laser's linewidth is much less than 1 Ä, wavelength selective photodetectors become the 
limiting factor in the number of WDM channels possible. Resonant cavity photodetectors with 
wavelength selection capability have long been demonstrated and recently wavelength tunable 
photodetectors have been shown [3]. Due to resonant cavity effect, these devices have a large 
responsivity in addition to a narrow linewidth and are particularly useful in extending the wavelength 
separation between WDM channels beyond those offered by techniques such as Dragone multiplexers 
[4]. 

In this communication, we described a dual function tunable optoelectronic device which operates as 
a Mi-T-VCSELs in the forward bias mode and as a Micromachined Tunable Resonant Cavity 
Photodetectors (Mi-T-RCP) in the reversed bias mode. Due to its dual functionality, this device could 
conceivably play an important role in extending data transmission rate through optical fibers. In the 
following, we will first describe the structure of the device followed by its operation as a tunable laser. 
We will men present the simulation results of its tunable photodetection capability. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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2.   Device Structure 

Fig. 1 Schematic diagram of micromachined tunable Vertical-Cavity Surface-Emitting Laser and Microelectromechanical 
Tunable Resonant Cavity Photodetector 

The epitaxial structure is grown using molecular beam epitaxy (MBE). The device structure is shown in 
Fig. 1. The bottom mirror is consisted of a 22.5 pair AlAs/GaAs DBR centered at 970 nm. The 
semiconductor cavity region contains two 6 nm In^Ga^jAs quantum wells inside a 1 X Al031Ga069As 
cavity. The cavity is then followed by 1/4 X Al0 ^Ga«, 69As, 1/4 X AlAs, and 1/2 X GaAs layer with a 60 
A heavily doped GaAs contacting layer on top. The 1/4 X AlAs layer is later oxidized [5] to funnel 
current to the area underneath the membrane central reflector. 

Immediately following the heavily doped GaAs layer is a 8600 A Al„ „Ga,, 15As sacrificial layer and a 
1/4 X GaAs layer. The Al085Gao15As layer is later etched to release the deformable membrane. The 
hybrid top mirror is fabricated on top of the 1/4 X GaAs layer and is made up of 1/2 X Si3N4 mechanical 
layer, 2.5 pairs SiO^N, dielectric DBR, and 1500 Ä gold. We removed the 2.5 pairs SiO/SijN,, 
dielectric DBR layer from the membrane legs to reduce tuning voltages. 

The membranes have 16 to 40 pm diameter square or round central reflector region and the 
membrane legs are approximately 85 nm long and 5 Jim wide. The mechanical support for the 
suspended membrane is primarily provided by the 1/2 X Si3N4 mechanical layer. The calculated top 
mirror reflectance of the hybrid mirror is 99.934% (at 970 nm) and is largely aided by the two air- 
semiconductor interfaces as well as by the highly reflective gold layer. The calculated bottom mirror 
reflectance is 99.874% (at 970 nm). Both top and bottom mirror reflectance are larger than 99.7% within 
20 nm off the center wavelength. 

Diode current is injected through four intracavity Ti-Au contact and the backside of the substrate acts 
as ground. Tuning contact is made on top of the membrane posts. Electrostatic force applied between 
the tuning contact and the top p-layer of the cavity reduces the air gap spacing between the membrane and 
the semiconductor cavity. This changes the Fabry-Perot cavity length and results in a change of lasing 
wavelength. The complete fabrication process is given in Ref. 6. 

3.   Device Characteristics 

3.1 As Tunable Lasers 

Diode lasing characteristics are measured by forward biasing the device at room temperature without heat 
sinking. The lasing spectra is taken with an optical spectrum analyzer and the output power is measured 
with a calibrated power meter. The lowest measured threshold current and threshold current density at 
zero membrane bias are 0.323 mA and 258 A/cm2 respectitively. The largest measured output power is 
0.39 mW for a 20 nm current aperture and the largest measured quantum efficiency is 0.088 W/A at zero 
membrane bias. 

Shown in Fig. 2a is the logarithmic intensity versus lasing wavelength for a single mode device 
operated at different membrane bias and at 2.6 mA constant driving current This device has a 16 |tm 
central reflector with 6 nm current aperture. 
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Fig. 2 (a) Logarithmic intensity versus lasing wavelength for a single mode device, inset is the spontaneous spectra of the 

device at 0 V membrane bias, (b) Plot of lasing wavelength versus membrane bias, inset is the lasing mode image. 

We attribute the failure to läse at 0 V membrane bias to a combination of low material gain and reduced 
mirror reflectance near 1 |xm. Shown in the inset of Fig. 2a is the spontaneous emission of the device at 
0 V membrane bias. Lasing starts with 14 V membrane bias and the device is continuously tunable with 
a 26 nm wavelength tuning range. Lasing is single mode with 20 dB maximum side mode suppression 
ratio near 980 nm. Side mode suppression ratio reduces as the device detunes from 980 nm and multi 
transverse mode lasing appears near the end of the tuning range. Single mode operation is still visible up 
to 960 nm and this represents a 23 nm single mode continuous tuning range. Fig. 2b shows the 
wavelength vs. membrane bias with inset showing the lasing mode image. 

3.2 As Tunable Detectors 

Tunable photodetection simulation is separated into two parts. In the first part, we calculate the energy 
levels of the quantum wells under different applied field. This part of the program will then calculate the 
absorption strength of the quantum wells. Incorporating this information into the second part of the 
program, we then calculate tiie linewidth and the quantum efficiency of the tunable photodetector. 

The quantum well analysis is done using "transfer matrix" formalism [7], similar to those used for 
optics simulations. First, the program divides the quantum well structure into layers of finite width. A 
matrix which relates the forward and backward amplitudes on one interface with the forward and 
backward amplitudes on the other interface is then generated. By multiplying these matrices, we obtain a 
single transfer matrix for the whole structure whose eigenstates are then found using a "tunneling 
resonance" method. We modelled the applied bias on the quantum wells using a series of step-wise 
approximation. 

The optical absorption is calculated using Fermi's Golden Rule. However, for simplicity of the 
treatment we neglect excitonic effects. The probability of a photon being absorbed in passing through the 
quantum wells is then given by [7]: 
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, m0 is the mass of electron, n, is the refractive index, c is the velocity of light, E0 is the permittivity of 
free space, and 0 is the heaviside function. We assume Pcv is approximately constant.   The calculate 
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where e is the electron charge, \itS is the reduced effective mass, given as: 
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absorption at different wavelengths is then fed into an optical simulation program that calculates   the 
linewidth and quantum efficiency of the detector. . 

Since there is no bandgap narrowing due to a high concentration of injected carriers (the case tor 
lasers), absorption starts at 974 ran (for simulations without linewidth broadening) which corresponds to 
an airgap thickness of 700nm. Accounting for the electromechanical limitations of the membrane, this 
allows us to modulate about 125 nm of the airgap spacing hence wavelength tuning range is rather 
limited, approximately 27 nm. Using a more realistic approach which includes Lorentzian linewidth 
broadening, the weak absorption tail enables photodetector operation beyond 974 nm, hence tuning in 
excess of 50 nm should be realizable, limited only by the electromechanical limitations of the membrane. 
Shown in Fig. 3a is a plot of quantum efficiency versus wavelength for different airgap thickness at 10 
kV/cm applied field without linewidth broadening and Fig. 3b is a similar plot with linewidth 
broadening. Without linewidth broadening, the simulated photodetector linewidth is < 2nm. Including 
linewidth broadening, linewidth varies from a minimum of 0.1 nm (for 780 nm air gap thickness) to a 
maximum of 1.8 nm (for 640 nm air gap thickness). The smaller linewidth at longer wavelengths is 
caused by the absorption tail. Due to the small absorption coefficient in the tails, the back mirror (the 
hybrid mirror in this case) reflectance is not degraded by much. This increases the finesse of the cavity, 
resulting in narrower linewidths. 
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Fig. 3 Plot of quantum efficiency versus wavelength for different airgap thickness at 10 kV/cm applied field: 

(a) without linewidth broadening, (b) with linewidth broadening . 
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Abstract. We report the design, growth, and characterization of mid-infrared emitters based on the 
GaAs/AlGaAs material system. The structures are unipolar intersubband emitters. Photocurrent, 
transmission and integral emission power measurements are performed. We also report the temperature 
dependence of the photocurrent and current voltage characteristics of two emitters. 

1. Introduction 

The advent of a unipolar semiconductor laser based on intersubband transitions in quantum wells in 
1994 marked a breakthrough in the application of band structure engineering [1]. Since the first unipolar 
Quantum Cascade Laser (QCL) was demonstrated in 1994 [1], great progress in the performance and 
operating characteristics of these lasers has been achieved. In 1996 operation above room temperature 
and peak powers of 100 mW [2] as well as CW operation of these lasers up to 110K was reported [3]. 
In 1997 a QCL with distributed feedback was demonstrated [4], tunability of this unipolar 
semiconductor lasers was shown recently [5]. 

Until now all the results have only been reported using a single material system, InGaAs/InAlAs 
lattice matched to InP. Strain requirements limit the composition of the InGaAs and the InAlAs ternary 
compounds. The GaAs/AlGaAs system offers very good lattice match over the whole range of 
aluminum content in AlGaAs. 

2. Samples 

Two samples, A and B, are both MBE grown on semi-insulating GaAs substrates. Their active regions 
consist of 25 sequences of an active cell and an injector. The growth sequence of the active cell (3 
wells) of sample A (B) is 10 (10) Ä GaAs, 15 (15) Ä AlGaAs, 45 (47) Ä GaAs, 20 (22) Ä AlGaAs and 
45 (40) Ä GaAs (see fig. 1). The aluminum content of the AlGaAs layers is 45%. The undoped active 
cells are separated by doped (2xl017/cm3) miniband funnel injectors (gray areas in fig. 2). The injectors 
are designed as superlattices. Under bias they form minibands that "funnel" electrons from the lower 
states (first and second) of the previous active cell into the upper (third) state of the following active cell. 
The active region of sample B is embedded between two waveguide cladding layers, while sample A has 
only doped (10'Vcm3) contact layers but no cladding. For the cladding layer of sample B a doped 
(10'7cm3) superlattice of AlAs/GaAs (30 Ä/60 Ä) is used. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Figure 1: Scheme of the conduction 

band of active cell under zero external 
bias, and the possible intersubband 
transitions. 

The positions of the allowed energetic states in the active 
cell are depicted in fig. 1. The spacing between the second 
and the first state is tailored in a way that the energy 
difference under bias is larger than the energy of the optical 

phonon in GaAs (36 meV). Therefore, T^.,,« X(3.2) and 

thus a population inversion is expected when electrons are 

injected in level three. 
Under bias (see fig. 2) the miniband of the injector 

is aligned with the third state of the active cell. Electrons 
injected into this state can make an optical transition to the 
second state by emitting an infrared photon. The second 
state is emptied by LO phonon assisted transition to the first 
state of the active cell. Then the electrons tunnel into the 
injector of the next period of the cascade. 

injector 
cascade of 
25 periods 

njector 

3. Experiment 

The current-voltage characteristics (fig. 5) are measured using a standard quasi-static method. The 
samples are processed by wet chemical etching into 70 x 100 um2 mesa structures for this purpose. The 
sample is metallized by AuGeNi contacts. Measurements are 
performed at liquid helium temperature (4.2K). 

For transmission measurements the sample is 
polished, metallized and wedged on opposite facets for 
coupling light into the sample in the waveguide geometry. 
The wedging angle is 38°. The sample is mounted on the 
cold finger of a LHe-flow cryostat equipped with ZnSe 
windows. The absorption spectra are obtained using a 
Fourier transform spectrometer (FTS). 

For the near zero bias photocurrent measurements 
(fig. 3) the sample is processed into mesa structures, 
metallized and wedged on one facet. The measurements are 
done using FTS and a broadband light source. The 
photocurrent signal from the sample is amplified and fed 
into the spectrometer detector input. 

Measurements of the total emission power are 
performed on the same mesas characterized by photocurrent 
spectroscopy. The sample is driven with electrical pulses with a repetition rate of about 20 kHz and a 
duty cycle between 2% and 30%. The measurements are performed at temperatures around 10 K. The 
emitted light is collected using parabolic mirrors and focused to a liquid nitrogen cooled MCT detector. 
The output signal is processed using lock-in techniques and is recorded as a function of the input power 
(fig- 4). 

E=70 kV/cm 
Depth 

Figure 2: Schematic of the conduction band 
under bias. Current injection produces infrared 
emission between subbands 3-2. 
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Figure 3a: Absorption and photocurrent 
spectra of sample A. At elevated temperatures 
we can observe the transition between subband 
states 2 and 3. 

4. Results and discussion 

The absorption spectrum of sample A at 4.2 K is shown 
in fig. 3a. All minima in the spectrum correspond to the 
calculated subband spacings (see fig. 3a and table 1). 
Some deviations from the model can be caused by 
simplifications in the modeling and by inaccuracy in the 
growth. 

Typical photocurrent spectra of sample A are 
shown in fig. 3a. The spectra are recorded for different 
temperatures. Above 100K we can observe an additional 
peak at 1420 cm"' wavenumbers. This corresponds to the 
transition (2-3) (see tab. 1). It occurs only at elevated 
temperatures since an activation energy is required to 
create a population in the second state. The temperature 
dependence of the ratio between the (1-3) and (2-3) peak 
heights yields an activation energy of EA=20+4 meV 
which agrees with the measured spacing between the first 
and the second energy level of 23.4 meV (=188 cm"1). 
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Figure 3b: Comparison of the photocurrent 
spectra of samples A and B. The positions of 
the peaks are in good agreement with the 
calculations (see Tab. 1). 

Table 1 
Calculated and measured energetic spacing of the states for 
samples A and B in wavenumbers. 

Figure 3b depicts a comparison of the 
photocurrent spectra of samples A and B. A larger 
dominance of the peak corresponding to (1-3) 
transition can be observed in the spectrum of sample 
B. 

The electroluminescent light was analyzed by a 
set of filters to isolate the mid-infrared emission. The 
polarization of the emission was analyzed by a grid 
polarizer. Both samples emit only with the electric 
field perpendicular to the quantum well layers 
indicating that the emission is due to intersubband 
transitions. 

In fig. 4 the comparison of the total emission 
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output power vs. input power is shown for both samples in arbitrary units. The ratio of the total output 
powers PB/PA for an input power density of 20 kW/cm2 is 15.7. Sample B is much more efficient 

compared to A. 
The current-voltage characteristics (fig. 5) of 

sample A is diode like with an onset at about 6 volts. 
The current-voltage characteristics of sample B has 
two negative differential resistance (NDR) regions 
due to the presence of the waveguide cladding layers, 
which are grown as superlattices [6]. In these NDR 
regions the current, and consequently the integral 
emission power, doesn't rise. Therefore, plateaus are 
observed in the Pollt vs. Pin characteristics (fig. 4). 

5.   Conclusion 
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Figure 4: Total output power of the emitted 
radiation vs. input power density. Sample B is 
more efficient and we can observe the effect of 
the cladding layer on the curve of sample B. 

We have designed and grown intersubband quantum 
cascade emitters using the GaAs/AlGaAs material 
system. We have performed electrical and optical 
measurements. The results of the measurements are in 
good agreement with our calculations. First attempts 
to fabricate a laser structure from these devices 
encountered difficulties with the electrical properties 
of the waveguide cladding layer. 
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Abstract. We describe the first mid-infrared (4 |jm) lasers and LEDs utilizing strained InAsSb, 
multi-stage (or "cascaded) active regions. An (n)InAs / (p)GaAsSb semimetal layer is incorporated 
into each stage as an internal electron-hole source. To date, 2-stage LEDs and 2-stage lasers have been 
demonstrated. Our multi-stage devices were grown by MOCVD. 

1. Introduction 

Chemical sensor and infrared countermeasure technologies would become viable with the availability of 
high power, mid-infrared (3-6 urn) lasers and LEDs operating near room temperature. However, the 
performance of mid-infrared emitters has been limited by nonradiative recombination processes (usually 
Auger recombination), which dominate radiative recombination in narrow bandgap semiconductors. 
Potentially, Auger recombination can be suppressed in "band-structure engineered", strained Sb-based 
heterostructures. Along with material development efforts, we are exploring novel multi-stage (or 
"cascaded") active regions to improve the performance of Sb-based, mid-infrared lasers and LEDs. In 
this paper, we present a "progress report" on novel InAsSb-based, mid-infrared devices grown by metal- 
organic chemical vapor deposition (MOCVD), and compare these results with molecular-beam epitaxy- 
grown, InAs/GalnSb type II superlattice devices. 

The injection devices described in this work contain a GaAsSb (p) / InAs (n) heterojunction to 
form an internal, semi-metal lay er. [1,2]   In these devices, the semi-metal acts as an internal electron 
source which can eliminate problems associated with electron injection (specifically electron blocking by 
cladding conduction band offsets, n-type doping of claddings, and excess heating due to thermalization 
of hot carriers ), and this design is compatible with MOCVD materials and background dopings. 
Furthermore, the use of an internal electron-hole source enables us to consider alternative laser and LED 
designs that would not be feasible with conventional, bipolar devices. Using the semi-metal, InAsSb- 
based multi-staged active regions can be constructed (see Figure la) where in the absence of non- 
radiative losses, several photons would be generated for every carrier injected at the device contacts. A 
two stage LED and a 2-stage laser are described in this work to demonstrate the feasibility of our idea. 
Similar to the multi-staged InAsSb devices, we have reported cascaded, type II InAs/GalnSb LEDs and 
lasers.[3,4]  (see Figure lb) Competing with the Sb-based mid-infrared devices, unipolar quantum 
cascade lasers have received much acclaim. [5] However, the nonradiative (optical phonon) lifetimes of 
the unipolar devices are orders of magnitude shorter than the Auger-limited lifetimes for interband 
devices, and with multi-staging, mid-infrared interband Sb-based lasers should have lower threshold 
currents than unipolar quantum cascade lasers. 

2. Multi-Staged (Cascaded) Device Demonstrations 

As an initial demonstration of a multi-staged bipolar device, we produced a 2-stage/ 2-color LED using 
InAsSb quantum wells with 11% Sb in one stage and 13% Sb in the other.[l]   Each stage is the segment 
A-B in Figure la. In each stage, psuedomorphic InAsSb quantum wells are separated by 500 A of InAs. 
(The InAsSb devices are grown on n-type, InAs substrates.) A 600A thick AlAsxSb,.x electron barrier is 
placed between the 2 stages. Low temperature emission spectra from the 2-stage LED showed two 
peaks, corresponding to emission from each stage for the 2-stage device.   Emission from a 1-stage 
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(a)   Multi-stage. Strained InAsSb Active Region - 

A 
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Active Region - 
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(compressed) 

Figure 1 - (a) Diagram of a multi-stage laser active region with compressed, type I InAsSb quantum wells, semimetal 
electron injection, and AlAsSb electron block.[l] (b) Diagram of a cascaded laser active region with a type II, InAs/GalnSb 
lasing transition. Electron-hole (e-h) pairs are generated at the AlSb, e-h tunnel barrier in each stage. [2,3] 
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Figure 2 - (a) Emission and photoluminescence spectra of a 2-stage, 2-color LED with InAsSb MQW active regions with 
11% and 13% Sb respectively. Emission from a 1-stageLED, with 11% Sb, is also shown, (b) Emission spectrum of a 2- 
stage semimetal injection laser with 5 InAsSb QWs in each stage. 

LED (grown during the same run and removed from the growth chamber in the middle of the run) which 
clearly corresponds to 1 peak of the 2-stage emission is also shown, (see Figure 2a) The relative 
intensities of the peaks of the 2-stage device are comparable to those observed in PL, which indicates that 
electrons are independently generated in each stage. 

Multi-stage injection laser emission at 3.8 um is shown in Figure 2b. Similar to the previous 
LED, the laser active region consisted of 2 stages, each containing 5 psuedomorphic InAsSb quantum 
wells. Between stages, 200 Ä of AlAs016Sb0g4 and 300 Ä of compositionally graded AIGaAsSb are 
used to confine electrons in the active region and to prevent the build-up of holes in the GaAsSb layer. 
The top and bottom claddings were 2 urn of AlAs016Sb0 g4. The overall material quality for this laser was 
poor. Compositional drift during growth caused lattice mismatch, and 2-color lasing may be occurring in 
Fig. 2b due to differing Sb composition of the InAsSb quantum wells of the 2 stages. Gain guided stripe 
lasers, 1 mm long were fabricated, and the lasers were tested under pulsed conditions. The threshold 
current density at 80K was 3.2 kA/cm2, and the maximum operating temperature was 140 K. With poor 
hole confinement in the multi-quantum well active region and only 2 stages, differential quantum 
efficiencies > 1 (photon/injected carrier) have not been observed for the multi-stage, psuedomorphic 
InAsSb devices. 

In contrast, emission from a 20 stage, type II InAs/GalnSb laser (see Fig. lb) has been 
demonstrated. [3] Similar to the InAsSb devices, electron-hole pairs are generated in each stage at an 
InAs(n)/AlSb/GaSb(p) semi-metal layer with a thin (20 Ä) AlSb tunnel barrier. Unlike the InAsSb 
devices, electrons and holes injected into the InAs/GalnSb lasing states cannot escape. The electrons and 
holes must recombine either radiatively or nonradiatively at the type n, lasing transition. With "perfect" 
carrier confinement and 20 stages, differential quantum efficiencies of 1.3 (photon/injected carrier) have 
recently been reported for these type II cascaded lasers.[4] Despite this advance, the type II cascaded 
lasers still exhibit large threshold currents and turn-on voltages, producing unmanageable heating. 
Subsequent, 3.8 Lim type II devices display pulsed operation up to 165 K and have a threshold current 
density of 3 kA/cm2 at 80 K.[4] 
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3. Discussion 

The unipolar quantum cascade laser illustrates the value of using multiple, cascaded lasing transitions to 
increase gain and to overcome high non-radiative recombination rates. Optimizing the performance of the 
cascaded design, recent unipolar quantum cascade lasers approach "perfect" carrier confinement with the 
development of "Bragg reflectors" that prevent electrons injected into the lasing state from escaping to 
the continuum. [5] Also, electron transport in the unipolar quantum cascade laser is very efficient, with 
turn-on voltages approaching Nhco (N is the number of stages, and hco is the laser emission energy). 

In Sb-based active regions with poor hole confinement, like psuedomorphic InAsSb multiple 
quantum wells with InAs barriers, multi-staging is a convenient method for generating multi-color 
emission. (Adequate electron confinement is provided by the AlAsSb barrier as in Fig. la) However, 
multi-staging of psuedomorphic InAsSb lasers would be equivalent to growing a thick active region to 
increase gain, and differential quantum efficiencies >1 should not be expected.   Instead, multi-staging 
should prove effective to increase gain from active regions with larger valence band offsets and improved 
hole confinement, such as InAsSb quantum wells with InAsP barriers, where injection laser studies 
indicate that holes diffuse over < 10 quantum wells.[6] Development of MOCVD-grown, multi-staged 
InAsSb/InAsP quantum well lasers are in progress. 

To overcome non-radiative recombination, mid-infrared lasers will require higher threshold 
currents and produce larger heat loads than comparable, shorter wavelength devices. If the voltage drop 
per stage greatly exceeds ha, too much heat will be produced in a multi-stage laser to realize any benefit 
from the increased gain. In each stage, barriers like that produced by the AlAsSb/GaAsSb valence band 
offset in InAsSb devices (Fig. la) or by heavy hole tunnelling through AlSb layers in type II devices 
(Fig. lb) can produce unwanted charge build-up and voltage drops.   More efficient carrier transport is 
required to demonstrate practical, Sb-based multi-stage lasers. Initial results indicate that turn-on 
voltages of multi-staged InAsSb devices may be controlled with heterobarrier doping and grading. 

4. Summary 

Using a semi-metal, GaAsSb(p) / InAs (n) heterojunction as an internal electron-hole source, interband 
multi-stage lasers and LEDs have been demonstrated which emit at 4 urn.   An MOCVD-grown, 2-stage 
LED and a 2-stage laser with psuedomorphic InAsSb quantum well active regions are described and 
compared with recently demonstrated type II InAs/GalnSb "cascaded" devices. Improved carrier 
confinement and efficient carrier transport in multi-stage active regions are critical to achieve differential 
quantum efficiencies >1 and to demonstrate "cascaded" mid-infrared lasers with manageable heating. 

5. Acknowledgements 

We thank J. A. Bur and J. H. Burkhart for technical assistance. This work was supported by the United 
States Department of Energy under Contact DE-AC04-94AL85000. 

6. References 

[1] Allerman A A, Kurtz S R, and Biefeld R M 1996 Appl. Phys. Lett. 69 465-7 
[2] Meyer J R, Vurgaftman I, Yang R Q, and Ram-Mohan L R 1996 Electron. Lett. 32 45-6 
[3] Lin C H, Yang R Q, Zhang D, Murry S J, Pei S S, Allerman A A, and Kurtz S R 1997 Electron. 

Lett. 33 598-9 
[4] Yang R Q, Yang B H , Zang D, Lin C H, Murry S J, Wu H, and Pei S S (submitted for pub.) 
[5] Faist J, Capasso F, Sirtori C, Sivco D L , Hutchinson A L , and Cho AY 1995 Appl. Phys. Lett. 

66 538-40 
Sirtori C, Faist J, Capasso F, Sivco D L , Hutchinson A L , and Cho A Y 1997 IEEE Photon. Tech. 

Lett. 9 294-6 
[6] Kurtz S R, Allerman A A, and Biefeld R M 1997 Appl. Phys. Lett. 70 3188-90 

Kurtz S R, Allerman A A, and Biefeld R M (unpublished) 



573 

GaP-AlxGa^P waveguide Raman lasers and amplifiers for optical 
communication 

K. Suto1,3, T. Kimura \ T. Saito', A. Watanabe3, and J. Nishizawa23 

1 Tohoku University     2 Semiconductor Research Institute 
3 Telecommunication Advancement Organization, SENDAI Research Center 

Abstract. GaP-Al/JaP^ tapered waveguide semiconductor Raman lasers have been cw-operated using a Ti- 
sapphire pump laser. The first Stokes output power is perfectly saturated and the intensity noise level reduces 
over 30dB. Also they are operated under pumping by a laser diode. Also, the semiconductor Raman amplifier 
characteristics are shown to be suitable for light frequency discrimination in future THz band as well as WDM 
optical communication systems. 

1. Introduction 

Semiconductor Raman lasers as well as Raman amplifiers are promising devices for future optical 
communication[l-3]. Very low pump power operation of semiconductor Raman lasers has been 
achieved by using a tapered waveguide structure with GaP core and A^Ga^P cladding layers. The 
lowest threshold pump power has been 55mW[4]. 
As for Raman scattering nature of GaP, there are several papers. It is also noted that there are other 

kinds of solid-state Raman lasers such as spin-flip semiconductor Raman lasers, LiNb03 Raman 
lasers, and glass-fiber Raman lasers. 

In principle, a laser light with frequency coL introduced into a semiconductor waveguide causes 
stimulated Raman scattering by exciting a longitudinal optical phonon with frequency CO ph, so that 
the optical gain is obtained at the Stokes light frequency 0)s=coL- coph, when a signal light with 
frequency cos is introduced into a semiconductor Raman amplifier waveguide. A laser diode will 
be the most suitable pump light source because its frequency can be quickly tuned by changing 
laser diode current. 

In this paper, we report cw operation of semiconductor Raman lasers, as well as operation under 
pumping by cw laser diodes. It has been found that the cw-operated Raman lasers show extremely 
low noise characteristics, which is a result of cascade lasing of the second Stokes light[5]. We also 
report the frequency discriminating characteristics of the semiconductor Raman amplifiers, which 
can be utilized as demodulators in future terahertz-band optical communication as well as dense 
WDM optical communication. 

2. Experimental and discussion 

Figure 1 illustrates the structures of GaP-AlxGaiJP waveguide semiconductor Raman lasers and 
Raman amplifires. In the case of the Raman lasers, the input face of the waveguide is highly 
transparent to the pump light, while it is highly refractive for the Stokes light. In the case of the 
Raman amplifiers the input face is usually anti-reflection coated and the backside face is coated 
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with high reflection film. Growth of the heterostructures has been performed by TDM-CVP 
(temperature difference method under controlled vapor pressure ) liquid phase epitaxy. The optical 
waveguides with GaP core and AlsGai.xP cladding layers fabricated by TDM-CVP show very low 
loss characteristics( typical optical loss is 0.36dB/cm). Also, we have introduced the tapered 
waveguide structure in order to increase the pump field intensity inside the waveguide with keeping 
high efficiency coupling of the incident lights to the waveguide. As a result, the threshold pump 
power for lasing has been reduced lower than 55mW[4], and room temperature cw operation has 
been achieved. Moreover, it has been found that when the pump power is increased, very perfect 
output power saturation occurs [5]. 
The Raman laser is pumped by Ti-sapphire laser light. The first Stokes light starts to läse at a 

threshold pump light power Plh=50 to 100mW. Then, increasing the pump light power to about 
1.3P,,,, the first Stokes light power is suddenly saturated at an output power level of about 3mW 
(output mirror reflectance is 99% in the present experiment). At this point, the second Stokes light 
starts to läse. We have measured the output intensity noise spectrum under cw operation 
condition in the frequency range from 10Hz to lOOKHz using a FFT analyzer. As shown in Fig.2, 
the intensity noise level of the saturated first Stokes light reduces more than 30dB compared to the 
intensity noise level of the pump light. 

We have shown that, in a scheme of cascade lasing, the lasing condition of the second Stokes light 
requires the constant internal power level of the first Stokes light which acts as a pump source for 
the second Stokes light. This is a kind of negative feedback mechanism, which is effective as long 
as nonlinear optical loss can be neglected. The detailed analysis will be discussed elsewhere. The 
above experiment has been performed by using a Ti-sapphire laser as a pump source. Then, we 
have demonstrated the pumping by a laser diode instead of the Ti-sapphire laser. We have used a 
MOPA laser diode which operates at a wavelength of 980nm with a single longitudinal mode. As 
shown in Figure 3,    lasing with a threshold pump power less than lOOmW has been observed. 
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Fig. 1 Structure of the semiconductor Raman lasers and 
Raman amplifiers. 

Fig. 2 The intensity noise spectrum of the cw-operated 
first Stokes light output power under saturation condition 
compared with the pump power noise spectrum. 
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The stokes light frequency tuning over 200 GHz can be made by changing the pump laser diode 
temperature. 

In contrast to the Raman lasers, Raman amplifiers have a structure shown in Fig.l, in which the 
input face of the waveguide is anti-reflection coated so that both the pump light and the signal light 
are introduced without reflection. There is a backreflector at the other end face of the waveguide, 
As a result, the incident signal light is twice amplified in the waveguide and taken out from the 
input face through a Faraday rotator and a polarizer. The Ti-sapphire laser is used for the pump 
source, which can be frequency-tuned with resolution better than 100MHz. Typical amplifier 
characteristics is shown in Figure 4. 
Typical waveguide dimensions are an average width w=1.8Mm, an average thickness d=2/xm, 

and a length l=5mm. Observed gain is 1.2dB at an internal pump power level of lOOmW. This 
result means that we can expect 8.6 dB gain for a waveguide length 10mm, a width 1 ß m, and a 
thickness 1U m. It should be noted that the Raman gain in this structure with backreflector is a sum 
of the contributions of forward and backward Raman scatterings. From the Raman gain coefficient 
profile shown in Fig. 4. the amplifier band width is known to be about 24GHz. This fact means that 
we can discriminate optical frequencies with a resolution of about 24GHz. This band width is quite 
suitable for future high density WDM optical communication systems in which each channel is 
expected to have band width over 10GHz. Figure 5 illustrates a possible dense WDM optical 
communication system with total frequency bandwidth over ITHz. Semiconductor Raman 
amplifiers can be used to both post amplifiers after each transmitter/modulators and also as 
demodulators at each subscriber receivers. In the latter applications the semiconductor Raman 
amplifier acts as a frequency tunable filter which has an optical gain. If the signals are amplitude- 
modulated, the optical gain should be at least higher than lOdB in order to suppress the cross talks 
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Fig.3 Lasing characteristics of a semiconductor Raman 
laser under laser diode pumping. 
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Fig.6 Demonstration of regenerative amplification by the 

semiconductor Raman amplifier 

with other channels, if we do not use any kind of passive filters in combination with a Raman 
amplifier.The amplifier gain can be increased by regenerative amplification as is demonstrated in 
Fig.6. The input face of the waveguide is coated with a mirror which has a reflectance R= 50% at the 
Stokes light wavelength and R=0 at the pump light wavelength, instead of anti-reflection 
coating .The regenerative amplifier gain has been increased about two times of that of the broad 
band amplifier gain. 

3. Conclusion 

Semiconductor Raman lasers has been cw-operated. The intensity noise of the semiconductor Raman 
laser has reduced over 30dB of that of the pump light. They will be applicable where low noise light 
sources are required such as in optical heterodyne detection. Origin of the power stabilization is a 
feedback mechanism through the lasing of the second Stokes light. 
The semiconductor Raman amplifier has a frequency discriminating characteristics with bandwidth 
24GHz, which will be able to be applied to terahertz bandwidth as well as dense WDM optical 
communication systems. 
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Abstract Fundamental results obtained in an atomic force microscope (AFM) chemically-induced direct nano- 

lithography process are presented, which is regarded as a simple method for fabricating nm-scale devices such as 

single electron tunneling transistors (SETs) and quantum effect electronic devices. Using Au-coated Si cantilevers, 

we have succeeded in drawing nm-scale oxide patterns in GaAs-based semiconductor surfaces by AFM; n+-GaAs 

(100) and self-assembled InGaAs quantum dots grown by molecular beam epitaxy (MBE) on GaAs (100) and (311)B 

substrates. The effects of AFM drawing parameters such as bias voltage and writing speed on oxide line quality 

have been explored. GaAs oxide lines as narrow as - 40 nm have been patterned by this technique. 

1. Introduction 

There is a rapidly growing interest in quantum effect electronic devices and single electron tunneling 
transistors (SETs) operating near room temperature. The primary fabrication requirement for such 
devices is uniform dimensions on the order of 10 nm and even smaller. One approach is to use self- 
organized or self-assembled small structures such as poly-crystalline Si grains [1] and quantum dots 
[2,3], while the other is to artificially fabricate such nano-structures. Though crystal growth methods 
such as molecular beam epitaxy (MBE) can provide monolayer control in the vertical direction, 
techniques for controlling lateral dimensions remain limited. Although common techniques such as 
optical, x-ray and e-beam lithography may continue to approach these small dimensions, they will do 
so only at a greater cost. We seek for a simple and inexpensive alternative for fabricating nm-scale 
structures and devices using GaAs-based semiconductors [4]. 

Surface modification capabilities of scanning tunneling microscope (STM) have been realized 
shortly after its original development as a tool for atomic-scale microscopy. An STM operated in air 
was used to oxidize local regions of a hydrogen-passivated Si(l 11) surface for use as etch masks [5]. 
Recently, an STM in UHV was used to form Si oxide lines as narrow as 1 nm wide [6]. On the other 
hand, atomic force microscope (AFM) has become an attractive option for performing similar work, 
because, among other reasons, it allows for independent control over the oxidation mechanism that 
requires a voltage bias and AFM imaging mechanism that is done by a contact force. In STM, a bias 
is required for both the oxidation and feedback control of imaging so that the imaging of an oxidized 
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pattern must be done carefully not to oxidize the surface any further. Recently, AFM-induced oxide 
lines have been used as etch masks to fabricate Si MOSFETs [7] and Si side-gated FETs [8]. On a 
thin Ti film, Matsumoto et al. have successfully fabricated room temperature operable SETs with 15 
nm features [9]. One important aspect that has made their work particularly unique was that AFM- 
generated oxides were used as integral parts of the SET device, and not just as one step in the 
fabrication process. In this work, we report on drawing nm-scale oxide patterns in GaAs-based 
semiconductor surfaces, which have not been studied in depth at present. For this, n+-GaAs (100) 
and self-assembled InGaAs quantum dots grown by molecular beam epitaxy (MBE) on GaAs (100) 
and (311)B substrates have been chosen for study. The effects of AFM drawing parameters such as 
tip bias voltage and writing speed on oxide line quality have been explored using Au-coated single- 

crystal Si cantilevers (tips). 

2. Experimental 

By applying a bias voltage to a conductive AFM tip, negative with respect to the sample, an intense 
and localized electric field is created at the substrate. There are two known mechanisms working in 
parallel that will lead to localized oxidation; anodization through a thin film of water adsorbed to the 
substrate surface, and field-enhanced oxidation that helps ionized water molecules diffuse through the 
existing oxide. Such process is commonly referred as AFM nano-lithography or nano-oxidation 
process. GaAs substrates used in this work were chemically prepared by a standard etching process 
after a thorough degrease in the organic solvents. Also a detailed account on MBE growth of GaAs 
and InGaAs self-assembled quantum dots can be found elsewhere [10]. 

First, we have conducted an investigation of the drawing parameters such as tip bias and writing 
speed on the oxide line quality in terms of linewidth and height. For this, a computer script directed 
the AFM to draw pairs of 1 um-long lines; one left-to-right, and another right-to-left, at tip voltages 
ranging 4 to 12 V. Cross-sectional measurements of linewidth and height were taken at three or four 
different points on each oxide line. The full line-pattern was drawn for tip writing speeds ranging 
0.01 to 3.0um/s. Second, a square-like script was used to draw oxide lines in self-assembled InGaAs 
quantum dots on GaAs in an attempt to selectively isolate or surround some of those quantum dots. 

3. Results and Discussion 

The effect of tip bias voltage and writing speed on width and height of GaAs oxide lines are plotted in 
Fig. 1(a) and (b), respectively. The ambient humidity at the time of experiment was < ~ 40%. As 
shown, faster writing speeds led to thinner and narrower lines as the tip spent less time over the 
oxidizing areas. Figure 2 displays an AFM image (rotated by 90° for better viewing) showing the 
effect of tip bias voltage on oxide line quality. Here pairs of 1 um-long lines as described above were 
drawn with tip voltages ranging 8 to 12V at a fixed writing speed of 0.05 um/s. Though higher 
voltages resulted in wider and thicker oxide lines due to both enhanced anodization and ion diffusion 
mechanisms, it did not result in any noticeable oxidation for bias voltages below 6V. Lower humidity 
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Fig. 1. Effects of AFM tip bias voltage and writing speed on (a) linewidth and (b) height of oxide lines, in n+-GaAs 
(100) surface, respectively. Both the linewidth and height increase with higher voltage and slower writing speeds. 

generally resulted in narrower (and thinner) lines. Under ambient humidity of 15 ~ 20 %, oxide lines 
as narrow as ~ 40 nm were uniformly patterned at a tip bias of 8 V and writing speed of 0.05 um/s. 
This humidity dependence therefore demonstrates that water vapor is necessary for nano-oxidation 
process using AFM, and by optimizing these drawing parameters and controlling local humidity [4], 
we believe it is possible to achieve smaller nm-scale dimensions with higher reliability. 

Another application of AFM nano-oxidation process was demonstrated in self-assembled InGaAs 
quantum dots grown on GaAs by MBE. It can be seen from Fig. 3 that several of those In0 gGan^As 
quantum dots, which were formed after 3.5 ML deposition on GaAs (100) at a growth temperature of 
500°C were geometrically separated by AFM-induced oxide lines. Here the average quantum dot 
diameter and height were 30nm and 6nm, and oxide lines were drawn at a tip bias = 12 V and writing 

Fig. 2. AFM image showing the effect of tip bias 
(8-12 V) on oxide line quality. Scan area is 3um 
x 3um. 

Fig. 3. AFM-induced oxide lines used to isolate 
several InGaAs quantum dots (diameter ~ 30nm) 
which were self-assembled on GaAs(100). 
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Fig. 4 AFM-induced oxide lines used to isolate one dimensional uniformly-spaced array of self-organized In0 4Gao 6As 
stacked quantum dots grown on GaAs (311)B surface by MBE; top view (left) and cross-section (right). 

speed = 0.5(im/s, respectively. The results were more intriguing for the stacked quantum dots grown 
on GaAs (311)B substrate [11], in which the dots were self-organized to form an ordered structure 
rather being randomly distributed. Figure 4 shows AFM-induced oxide lines used to isolate one 
dimensional uniformly-spaced array of In04Ga06As quantum dots grown in GaAs (311)B surface. 
The oxide lines were drawn at a tip bias = 10 V and writing speed = 0.05 |im/s under 50 % humidity. 
These configurations shown in Figs. 3 and 4 may be used to form Coulomb islands in SETs and 
fundamental elements in quantum effect devices with the oxide lines directly acting as tunnel barriers. 

4. Summary 

We have demonstrated nm-scale direct lithography of GaAs-based semiconductor surfaces by AFM. 
Higher tip voltages resulted in wider and thicker oxide lines and faster writing speeds led to thinner 
lines, however there appeared to be minimum threshold conditions for nano-oxidation to take place. 
In the scale range studied, the resolution appeared not to be set by intrinsic sharpness of AFM tips, 
but probably related to local humidity though it remains to be a future work to clarify the mechanism. 
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Abstract. Small resonant tunneling diodes (RTDs) will be required to achieve high 
speed with low power dissipation. We have modeled transport in RTDs including 
lateral boundary conditions, and find that the peak-to-valley-current ratio of small RTDs 
can be significantly degraded. For an example in which p-type regions were used to 
restrict the electron current to the central 200 nm of the RTD, the peak-to-valley-current 
ratio was reduced to 2.8:1 from 26:1 calculated for a large area device. Similar, but 
smaller, effects were calculated when semi-insulating regions (as might be produced by 
a damage implant) were used to define the device area. 

1.    Introduction 

The high switching speed and unique functionality of resonant tunneling diodes (RTDs) provides 
circuit designers with an important tool to increase speed or to reduce device count and power 
dissipation in high speed analog and digital circuits. RTDs with small lateral dimensions will be 
required in order to achieve simultaneously high speed and low power dissipation. For large 
lateral dimensions the problem is essentially one dimensional, and the physics of this situation are 
well understood. However, for lateral dimensions of the order of 100 nm, while we can safely 
ignore lateral quantum effects, we can not ignore effects of boundary conditions used to define the 
device area. We find that for many cases, the peak-to-valley-current ratio of the RTD is 
significantly degraded by these two dimensional effects. The degree to which the peak-to-valley- 
current ratio is degraded depends on the method used to limit the tunneling current in the lateral 
dimension. In this paper, we discuss the procedure used to model these two-dimensional effects, 
and compare results of the modeling for different approaches to limiting device size. 

Our modeling procedure includes effects due to the electrostatic boundary conditions imposed 
by the method used to define the device dimension. We use a commercial device modeling 
package[l] essentially to solve the electrostatics problem. This in itself is useful because for many 
device designs we find that the current densities (even at 105 amp-cm"2) are low enough that they 
do not alter the potentials calculated by the program. We calculate the tunneling current across the 
diode using a physics based parametric formula for the tunneling current[2], which is 

J = K ■ In 
1 + exp((£F -ER+E- wll)lkf) 

1 + exp((£f -ER-E- wl2)lkf) 
[n/2 + tan"1 [(ER - E ■ w/2)/(r/2))]. 

In this formula, E? is the Fermi level position, £R is the resonance position, E is the electric field, 
w is the barrier width, T is the temperature, T is the resonance width, k is Boltzmann's constant, 
and Kis (em * k1T)l(AK2til), where e is the electron charge, m * is the carrier effective mass, and 
h is Planck's constant over 2n. The denominator in the log term involves the occupation of states 
on the collector side of the barrier, and can be set equal to 1 in what follows. While the formula is 
used to solve a one-dimensional example in the reference, it can be used for the two dimensional 
case by treating the Fermi-level position and the electric field perpendicular to the barrier at the 
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emitter edge of the barrier as functions of lateral position. K and T are treated as adjustable 
parameters. We include tunneling through a second, higher lying, resonance using a similar 
expression as an approximation for the valley current and beyond. We numerically integrate this 
expression across the device, using the position dependent electric field and Fermi-level position 
calculated by the device simulator. This provides us with the total current through the device 
under the bias conditions used for the simulation. Repeating this procedure for a range of biases, 
we obtain the current-voltage characteristic of the device. 

2.    Results 

We compared results for several different methods of limiting the lateral current flow. The first 
approach uses p-type regions[3] outside the collector contact (see Fig. 1). We performed the 
calculation for the GaAs/AlGaAs material system, but any material system that can be handled by 
the drift-diffusion simulator can be treated in a similar fashion. The outside part of barrier is then 
in the depletion region of a p-n junction, and passes no current. The current through the central 
part of the diode is controlled in the usual way by varying the emitter-collector bias. Figure 2 
shows the current as a function of position across the emitter side of the tunneling barrier just 
below resonance (1.5 v) and well above resonance (2.0 v). Above resonance, the current in the 
center of the device is very low. However, there is a transition region between the center of the 
device which is above resonance, and the outside of the device which is below resonance in which 
a large tunneling current flows. The current in this edge region is responsible for the degradation 
in the peak-to-valley-current ratio. For this example, the peak-to-valley current ratio was reduced 
from 26 to 1 in a large area device to 2.8 to 1 for a device with 200 nm between the p-type regions 
and a 100 nm collector contact. 

emitter 

D undoped spacer   I contact 

\/M^/^^///M///^^^/^/^^ 
12.5 nm 
5nm □ n+1x1017 cm-3     g p+ 2x10" cm-3 
12.5 nm 

E3 barrier 

•MlOOnmt— i 

[— 200 nm—j 

collector 

Figure 1: Schematic diagram of a structure in which p-type regions to either side of the collector are used to limit 
current flow to the central 200 nm of the RTD. 

We repeated this calculation for a RTD with similar dimensions in which semi-insulating 
regions limit current flow at the outside of the device, as would be formed by a damage implant, 
for example. The device used for the modeling is schematically illustrated in Fig. 3. The p-type 
material used at the outer edge of the device in Fig. 1 is replaced by semi-insulating material. The 
semi-insulating regions was assumed to extend through the barrier layer in this case. "High cone." 
refers to a case with 2xl018 cm"3 deep donors compensated by lxlO18 cm'3 acceptors, while "low 
cone." refers to a case with 2xl016 cm"3 deep donors and lxlO15 cm"3 acceptors. The second case 
may be unrealistically low for a damage implant, but was investigated to determine the trends 
expected as the dose is varied, for example. The depth of the donor level below the conduction 
band was fixed at 0.67 eV, near the middle of the GaAs band gap. 
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Figure 2: Current density versus lateral position on the emitter side of the tunneling barrier for a bias of 1.5v, just 
below resonance, and 2.0v, in which the center of the RTD is above resonance, for the structure shown in Fig. 1. 
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Figure 3: Schematic diagram of a structure in which semi-insulating regions to either side of the collector are used 
to limit current flow to the central 200 nm of the RTD. Deep level concentrations and compensation in the semi- 
insulating regions are as described in the text. 

We find a qualitatively similar, but smaller effect than for the p-type case. Examination of 
electric field, carrier concentration, and tunneling current distributions at the emitter side of the 
barrier show differences between the p-type case and the semi-insulating cases. First, the 
transition regions are pushed farther out in the semi-insulating cases, so that the fraction of current 
in the transition region is smaller compared to the current flowing in the middle of the device than 
for the p-type case. Furthermore, particularly for the high concentration deep level case, the width 
of the transition regions is thinner. The narrower width of the transition region comes about 
because the carrier concentration falls of more rapidly in the transition region. These differences 
are reflected in the calculated peak-to-valley current ratios. Fig. 4 shows current voltage 
characteristics calculated for the two different semi-insulating cases described above, and compares 
these curves to one calculated for the p-type case by integrating current distributions like those 
shown in Fig. 2. In all three cases, the curves were normalized so that the maximum current is set 
equal to 1. The degradation in peak-to-valley current ratio depends significantly on the method 
used to limit the current to the center of the diode. We obtain a peak-to-valley current ratio of 6.7 
to 1 assuming a high concentration of deep donors compared to 4.4 to 1 for a concentration two 
orders of magnitude lower. In both of these semi-insulating cases, we obtain a more favorable 
peak-to-valley current ratio than we did for the p-type case described above, where the ratio was 
degraded to 2.8 to 1. In all three cases, the peak-to-valley current ratio is substantially lower than 
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would be predicted for a diode with an area large enough to allow the neglect of transverse 
boundary conditions. 

|   |   I   I   I   I   I   I   I   I   I   I   I   I   I   I   I    I   I   | T. 

SI, high cone. (6.7) 
SI, low cone.   (4.4) 

Bias, volts 

Figure 4: Current through the tunneling diode as a function of applied bias, comparing results for different methods 
of limiting current flow to the central part of the diode, as described in the text.. The number in the legend shows 
the peak-to-valley current ratio for each case. 

For the high concentration deep level case, the width of the transition region is small enough 
that some caution must be used in interpreting the results. One concern is that for very small 
transition widths, we can no longer treat the diode as a parallel collection of short, independent 
tunneling regions in the lateral directions. At 2.0 volts bias for the high concentration semi- 
insulating case, the full width at half maximum of the current spike in the transition region is 
approximately 120 Ä, compared to 300 Ä for the p-type case. This effect may limit quantitative 
accuracy for the narrower case, but the calculation should still show qualitative trends. The other 
concern is more of a practical limitation of the fabrication technique. The modeling assumes an 
abrupt transition from the undoped spacer to the semi-insulating guard rings in the lateral direction. 
The transition is more likely to be somewhat smeared out due to lateral straggle of the ion used to 
create the damage leading to the semi-insulating guard ring. This effect will probably increase the 
electrical transition region width, which would tend to degrade the peak-to-valley current ratio from 
the value calculated. The investigation of this effect can be done within the context of our 
modeling approach. 
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Model of Intra and Extracavity Photodetection for Planar Resonant 
Cavity Light Emitting Diodes 
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2950 P Street Building 640, Wright-Patterson AFB, Ohio, USA 45433-6583 

Abstract. A classical model of spontaneous emission in resonant cavity light emitting diodes is developed. The model 

is based on a plane wave expansion of a randomly distributed ensemble of noninteracting optical dipole emitter pairs placed 

within a planar microcavity. The model accounts for losses due to leaky guided modes and intracavity absorption. Given an 

arbitrary device structure, the model predicts the total power emitted, the radiation pattern, and the relative magnitude of 

photocurrent generated in an intra or extracavity photodetector. Selected modeling results for an example device emitting at 

650 nm are included. 

1. Introduction 

Conventional resonant cavity light-emitting diodes (RCLEDs) consist of a quantum well (QW) gain 
region within a planar optical microcavity that is surrounded by distributed Bragg reflector (DBR) 
mirrors [1]. Many of the performance characteristics of RCLEDs can be derived from intra or extracavity 
photodetection measurements of spontaneous emission. Intracavity measurements can be accomplished 
by embedding a resonant cavity pin photodetector (PD) within one of the DBRs as shown in Fig. 1. The 
intracavity PD contains a QW absorbing i-layer positioned at a standing wave antinode [2]. A small 
fraction of the QW emission from the active region is absorbed by the intracavity PD, thus generating a 
photocurrent. The PD's responsivity depends on several factors including the absorbing i-layer's 
position and the angle of incidence of incoming radiation. In this paper, a classical model of intra and 
extracavity photodetection of spontaneous emission in RCLEDs is developed. Selected modeling results 
for an example RCLED emitting at 650 nm are included. 

2. Classical Spontaneous Emission Model 

A schematic diagram of a planar RCLED is shown in Fig. 2. The spontaneous emission from the QW 
active layer is modeled by coupling a pair of crossed dipoles to the vacuum field plane wave modes 
modified by the Fabry-Perot cavity [3-4]. Since the electric field for QW emitters predominantly lies 
within the x-y horizontal plane, the z-axis dipole components are neglected. The irradiance (Ir) due to a 
single crossed pair of optical dipoles (with equal strength) oriented along the x- and y-axes is 
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Fig. 1. Microcavity emitters with intracavity detectors. 
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Fig. 2. Model of an optical dipole source in a microcavity. 

cos 9   6      p - wave 

1     6      s - wave 
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The term CE2
xy = T|0P0

2oo4ncav/327C2c2 (Watt); P0 (Coulomb-m) is the magnitude of the time varying dipole 
moment; 2JTA„ = oVc is the wave number; and r|0 = l/ceo is the impedance of free space. The term E2

xy 

is the modified field intensity of the dipole moments for dipoles oriented along the x- and y-axes. The 
exact angular orientation of the dipole pair within the x-y plane is arbitrary due to rotational symmetry 
about the z-axis. For emission directed toward the top DBR1, the value of E2

xy within the microcavity is 

E2   = E2 
^xy       Eo 

471 n. 
e2Cl + 2VR^COS[ S2 + ^^äv d2 cose ]e2^ + R2e

: 2(C+C2) 

1 - 2jR^ cos 8, + 82 + ^-SSL d cosG )e2C + R,R2e
4^ 

(2) 

where E2
0 is the vacuum field intensity of the dipole moment at the origin (r = 0); T, is the power 

transmittance of DBR1; R,(R2) is the power reflectance of DBR1(DBR2); 5i(52) is the reflectivity phase 
of DBR1(DBR2); d is the thickness of the optical cavity (d = d; + d2); d,(d2) is the position of the QW 
dipole relative to DBR1(DBR2); n^ is the real refractive index of the optical microcavity; and 0 is the 

dipole emission angle referenced to the z-axis. 
The values of T, R, and 8 are determined by using the 2x2 characteristic matrix formalism for 

thin films and including absorption [5]. If the subscripts 1 and 2 are interchanged, then Eq. 2 gives the 
field intensity directed toward DBR2 for a given angle off normal and a given dipole emission 
wavelength. The exponential terms in Eq. 2 account for absorption in the cavity, where £,= -ad„ 
£2= -ad,, and £ = -ad. The term a (cm1) is the cavity absorption constant. 
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The power radiated (Prad) out of a DBR within an area dA defined by critical angles 9cp  and 
9  < 7t/2 radians, relative to the z-axis is 

4>=2n ec 

Prad=   J    Jlr-r
2sin0d9d(» = C 

0       0 

The radiation intensity U(0) is 

2n        ecp 2u        6CS 

J d<J) jE2
ycos2esinede + J d(j> jE2

ysin0de 
0 0 0 0 

(Watt)     (3) 

U(6)^ = Ir 

E,v cos^e 

E2
y s - wave 

(Watt/steradian) (4) 

where dQ = dA/r2 = sin9 d9 d(|). The values of Prad and U(9) in Eqs 3 and 4 are for a single wavelength. 
The QW emitter is modeled as an ensemble of noninteracting dipole pairs. The dipole pairs have a 
wavelength distribution with a weighted emission intensity given by a normalized function f(X). The total 
Prad and U(9) are found by numerical integration over the full range of possible emission wavelengths. 
The intracavity photocurrent due to spontaneous emission follows as Idet = (riq//j(ü)APrad, where T| is 
quantum efficiency and APrad is the amount of power absorbed in the PD's i-layer. This differential 
power is obtained numerically when solving Eq. 3 for a given RCLED structure. 

3.   Example Numerical Results 

Consider an example RCLED designed for peak emission at 650 nm. The device contains a 20.5 period 
bottom and a 10 period top Al05Ga05As/Al092Ga008As DBR surrounding a lX,-thick (Al05Ga05)05In05P 
optical microcavity, all on a GaAs substrate. One InGaP QW is centered (d, = d2) in the microcavity. 

The calculated U(0) for a single 650 nm dipole pair with a = 0 (dark solid line) and 10" cm"1 

(dotted line) is shown in Fig. 3. For reference, the thin solid line is the U(9) for emission without the 
DBRs. The radiation intensity is enhanced or inhibited when above or below this reference line, 
respectively. The critical angle for emission toward DBR1 occurs near 17°. Above this angle, the 
radiation intensity forms a leaky guided mode propagating laterally away from the dipoles. A strongly 
guided mode occurs near 9 = 88° if a = 0. Realistically the QW and optical cavity material absorb the 
lateral radiation (a > 0), reducing the intensity of the guided mode. 

A polar plot of U(9) (within the RCLED's microcavity) due to an ensemble of dipole pairs with 
weighted intensity is shown in Fig. 4. The normalized weighting function is also shown. A single 
primary lobe directed toward DBR1 is centered on 9 = 0°. A more complicated pattern of lower peak 
intensity is directed toward DBR2 due in part to contributions from the leaky guided mode. 
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Fig. 3. Calculated U(G) for the 650 nm RCLED for single dipole pair emission at 650 nm. 

An intracavity PD with a 6 nm-thick GaAs absorbing i-layer is placed within DBR1 as in Fig. 1 
[2]. The PD is 0.75X.-fhick and replaces one of the high index Al0SGa05As DBR layers. The total number 
of periods in DBR1 (DBRla + DBRlb) is constant. Figure 5 shows the calculated intracavity 
photocurrent due to weighted 640, 645, and 650 nm dipole pairs, against the position of the PD within 
DBR1. The photocurrent due to the 645 nm dipole exceeds that due to the 650 nm dipole, even though 
the 645 nm dipole strength is about 0.58 times that of the 650 nm dipole. This is because Prad goes 
through a maximum at an angle off normal where the resonant wavelength is shorter than 650 nm. Also, 
the i-layer absorption constant increases as the wavelength decreases. The magnitude of photocurrent 
decreases as the intracavity PD is placed further away from the QW because the standing wave field 
intensity decreases as it penetrates into a DBR. 

Fig.4. Calculated total U(9) for an ensemble dipole source. 

Side: normalized weighted dipole function f(k). 
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Fig. 5. Calculated Idel for 640, 645, and 650 dipole pairs 

against intracavity photodetector position. 
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Photoluminescence study of the self-organized InAs/GaAs quantum 
dots grown by gas source molecular beam epitaxy 
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Abstract. Self-organized InAs quantum dots (QDs) grown on both (100) exact and (100) misoriented 7° toward 
(110) GaAs substrates using gas source molecular beam epitaxy (GSMBE) with V/III ratio ranging from 1.1 to 20 
have been studied by photoluminescence (PL) measurements from 8.5 to 300 K. The QD structures grown on the 
misoriented substrates show a better uniformity than those grown on the exact substrates at the same growth condi- 
tions. Effects of AsH3 flow rate on the PL intensity, peak energy and linewidth for QDs grown on both types of 
substrates are presented. Basically, higher AsH3 flow rate gives higher PL intensity at 8.5 K. At room tempera- 
ture(300K), on the contrary, lower AsH3 flow rate results in higher PL intensity. The study of thermal quenching 
energy reveals that the larger the dot size the better the PL intensity at 300K. 

1. Introduction 

Recently, strain-induced In(Ga)As/GaAs QDs have been intensely studied because these QDs show an 
efficient carrier confinement which can be used for the realization of novel optoelectronic devices like 
quantum dot lasers. Such QD lasers with low threshold current density and high characteristics tem- 
perature (To) have been demonstrated [1]. For practical applications in optoelectronic devices, QD 
structures with high density and good uniformity are necessary to achieve the desired active volume. 
There are several groups [2,3,4] making great efforts on the conditions during the growth to improve 
the optical properties for QDs. The growth conditions include substrate temperature, V/III ratio, 
InAs growth rate and substrate orientation. Recent study on the effect of substrate orientation [3] 
shows that the QDs grown on (711)B substrate have better quantum efficiency than those on (511)B 
and (100) substrates. It implies that a slight misorientation for (100) substrate may improve the uni- 
formity of the QDs. In this study, the QD structures are grown by using GSMBE at various V/III ratio 

Table 1. Substrate orientation, AsH3 flow rate, V/III ratio, thermal quenching energy and activation energy for 
all QDs samples. 

Sample Substrate orientation AsH3 flow rate 
(SCCM) 

V/III ratio Thermal quenching 
energy (meV) 

Activation energy 
(meV) 

C490A (100) exact 0.08 1.1 14 108 

C491A (100) exact 0.15 2 16 91 

C492A (100) exact 0.37 5 15 126 

C493A (100) exact 0.74 10 13 156 

C494A (100) exact 1.50 20 16 96 

C490B misoriented 0.08 1.1 14 71 
C491B misoriented 0.15 2 15 48 
C492B misoriented 0.37 5 13 108 

C493B misoriented 0.74 10 12 130 

C494B misoriented 1.50 20 13 103 

CCC Code 0-7803-3883-9/98/S10.00 © 1998 IEEE 
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during the growth of InAs layer. Exact and misoriented (100) GaAs substrates are also used to study 
the orientation effect. 

2. Experiments 

Ten QD samples were grown by using a VG V80H GSMBE system in this study. The growth proce- 
dure included a 200 nm thick buffer layer grown at 620°C, an InAs layer deposited with a nominal 
thickness of 3 monolayers at 490°C, a 10 nm GaAs layer grown at 490°C to avoid the In segregation, 
and a 40nm GaAs capping layer grown at 620°C. The growth rate was 0.09 ML/s and the V/III ratio 
during the growth of InAs layer was changed from 1.1 to 20 for various samples. For comparison, ex- 
act (100) (samples C490A-C494A) and (100) with 7° off-cut to (110) (samples C490B-C494B) semi- 
insulating GaAs substrates were used. In order to have the same growth conditions, they were mounted 
side by side on the same substrate holder. The ASH3 flow rates and V/III ratio of these samples were 
listed in Table 1. After growth, PL measurements were performed from 8.5 to 300 K to probe the qual- 
ity of the QD structures. 

3. Results and Discussions 

Fig.1(a), (b), and (c) show the 8.5 K PL peak energy, intensity and full width at half-maximum 
(FWHM) as a function of ASH3 flow rate, respectively. From Fig. 1(a), we can see that QDs grown 
on the vicinal plane have higher peak energy, which indicates they are with smaller size. Takayoshi et. 
al. [5] reported a thicker critical thickness for InAs grown on (111) GaAs substrate. From their finding, 
InAs grown on misoriented (100) GaAs substrates is also expected to have thicker critical thickness as 
well. The smaller QD size for these misoriented samples resulted from their thicker wetting layer. 
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Fig. 2. Wavelength-integrated PL intensity as a function of thermal energy, kT, for QDs grown on the exact (a) and misori- 
ented (b) substrates. 

The PL peak energy of QDs grown on the vicinal surface increases with the increase of the V/III ratio. 
This phenomena is not found for the QDs grown on the exact substrates. A monotonously red-shift of 
PL peak, which implies the QD size increasing, with decreasing V/III ratio is shown in Fig. 1(a). It 
may be attributed to the increase of the In adatom migration length with decreasing As2 pressure under 
As-stabilized circumstance. There is an abnormal increasing of the PL peak energy when V/III ratio 
reduced to 1.1. In this condition, the growth circumstance of InAs may change from As-stabilized to 
In-stabilized, and the critical thickness of InAs is thus greatly enhanced [6]. The increase of the wet- 
ting layer thickness will result in the small dot size and the high PL peak energy. As shown in Fig. 
1(b), PL intensity is enhanced when AsH3 flow rate increases. This trend is for QDs grown on both 
types of substrates. The increase of AsH3 flow rate will limit the migration length of In adatom and 
enhance the dot density, which is believed to be the origin of the PL intensity enhancement. As can 
be seen in Fig. 1(b) and (c), the QDs grown on the misoriented substrates have smaller PL linewidth 
and stronger PL intensity than those grown on the exact substrates. It indicates that the QDs grown on 
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Fig. 3. The PL spectra at 300 K of the QDs grown on the exact (a) and vicinal (b) (100) GaAs substrates. 
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Fig. 4. Plots of the thermal quenching energy as a function of the room temperature (300 K) PL peak energy. 

the misoriented substrates have better uniformity and higher dot density. Wavelength-integrated PL 
intensity as a function of thermal energy, kT, for QDs grown on the exact and misoriented substrates 
are shown in Fig.2(a) and (b), respectively. As can be seen, QDs grown on the misoriented substrates 
have stronger PL intensities as temperature change from 8.5 to 120 K. However, when temperature is 
higher than 120 K, the PL intensities degrade faster than those of grown on the exact substrates. This 
phenomenon is especially noticeable for C492B, C493B and C494B. From these plots, the thermal 
quenching energy and the activation energy from exciton level to nonradiative level are determined 
and summarized in Table 1. The PL spectra at 300 K of the QDs grown on the exact and vicinal 
substrates are shown in Fig. 3(a) and (b), respectively. It is found the QDs grown at a V/III ratio of 2 
showing the strongest PL intensity for both types of substrates, which is attributed to the largest dot 
size under this As-stabilized circumstance. The spectrum of C490A is not shown in the figure because 
its PL intensity is too weak to be available. Fig. 4 plots the thermal quenching energy as a function of 
the room temperature PL peak energy. It is found that the thermal quenching energy is increasing with 
the decreasing 300 K PL peak energy, which indicates that the larger the dot size the better the optical 
property at 300 K. 

4. Conclusions 

Self-organized InAs QDs grown on both (100) exact and misoriented 7° toward (110) GaAs substrates 
by using GSMBE with different V/III ratio are characterized by PL measurements. The QDs grown on 
the misoriented substrates show narrower PL linewidths and stronger intensities at the same growth 
conditions, which implies that they are with good uniformity. Low temperature PL intensities increase 
with AsLL; flow rates for QDs grown on both two types of substrates at As-stabilized circumstance, 
which is attributed to the dot density increasing with the As2 pressure. The samples grown at a V/III 
ratio of 2 show the best PL characteristics at 300 K. The study of thermal quenching energy reveals 
that the larger the dot size the better the PL intensity at 300 K. 
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Resonant Interband Tunneling Through Multiple 
Subbands m an InAs/AlSb/GaSb Interband 

Tunneling Structure 
J.L. Huber, M.A. Reed, Yale University; G. Kramer, H. Goronkin, Motorola, PCRL 

Abstract— The magnetotunneling characteristics of a p- 
type well InAs/AlSb/GaSb resonant interband tunneling 
structure are investigated. Experimental results indicate 
that tunneling occurs through multiple subbands, including 
both light-hole and heavy-hole like subbands. The data can 
be used to plot out critical points on the GaSb subband 
structure. 

I. INTRODUCTION 

Most Resonant Tunneling Diodes (RTDs) involve carrier 
transport in either the conduction or valence band, but 
not both. Resonant Interband Tunneling (RIT) devices 
differ from conventional RTDs in that the confined states, 
accessible to electron (or hole) transport lie in the valence 
(or conduction) band rather than the conduction band [1], 
[2]. A single well resonant interband tunneling structure 
was first demonstrated by Soderstrom et al. [2]. 

Because of the opposite sense of the dispersions of the 
conduction and valence band, and the existence of both 
light- and heavy-hole subbands, the tunneling process is 
expected to be somewhat more complicated in an RIT 
structure than an RTD because of the multiple subbands 
involved. The dominant tunneling mechanism is coupling 
between the electron and light-hole states. However, de- 
tailed treatment by Ting et al. demonstrated that not only 
can there be significant contributions to the transmission 
coefficient from the heavy-hole band for fc„ # 0 [3], but that 
there can be significant contribution to the I(V) charac- 
teristics including additional transmission resonances [4]. 
Studies involving polytype interband tunneling structures 
have shown evidence supporting this idea [5], [6]. 

Measurments from a GaSb/AlSb/InAs/AlSb/GaSb tun- 
neling structure with an applied magnetic field have shown 
to result in I(V) characteristics similar to that of intra- 
band tunneling structures [7]. However, for this case, there 
is only a single quantized band (i.e. the conduction band). 
For a structure with a GaSb well, the valence band is ac- 
cesible to interband tunneling so more than one quantized 
band will be involved, resulting in additional structure in 
the I(V) characteristics. Evidence for this has been re- 
ported for a polytype GaSb/AlSb/GaSb/AlSb/InAs struc- 
ture [5] and for a homotype InAs/AlSb/GaSb/AlSb/InAs 
structure [8]. However, in these cases, the field was only 
applied parallel to the confining interfaces. 

This paper describes experiments on a homotype 
(InAs/AlSb/GaSb/AlSb/InAs) structure which show evi- 
dence of interband through multiple subbands at fc„ jt'O. A 
magnetic field applied to the tunneling structure will mod- 

ify the subband structure in the well, and therefore, the 
transmission characteristics, with different effects occur- 
ring depending on the field orientation. These effects make 
it possible to experimentally determine critical points in 
the subband structure. The experimental data is superim- 
posed on the approximate subband structure of the GaSb 
well showing good agreement with calculated results. 

II. THEORY 

Resonant tunneling can be modeled using a simple den- 
sity of states argument first proposed by Luryi [9] and ex- 
panded on by Ohno [10]. A general expression for tunneling 
current density can be written as 

J{E) = q f N(k) v(k) T(E, k) dk (1) 

where JV(k) is the density of carriers available for tunneling, 
t)(k) is the carrier velocity, and X(£,k) is the transmission 
coefficient through a plane in space perpendicular to the 
current direction. In (1), the term T(E,k) contains, in 
effect, all the information about the quantum well. 

For a 2DEG with no applied field, momentum states are 
uniformly distributed over kx and ky, as shown in Fig- 
ure la, leading to a constant density of states and therefore, 
no specific dependence of T on k. 

With the application of a magnetic field perpendicular to 
the 2DEG, the allowed momentum states are constrained 
to concentric circles of constant radius as shown in Fig- 
ure lb, which results in a series of discrete Landau levels. 
The corresponding Energy vs ka curve is no longer con- 
tinuous. Ideally, the 2DEG will now only take on discrete 
values of kB; however, in a real system there will be both 
broadening associated with each level, and localized states 
so the density of states will be as shown in Figure lc. 

The magnetic field effects can be taken into account 
mathematically in (1) by adding a klt dependent term to 
the transmission coefficient. For simplicity, this was chosen 
to be 

T(ka)=Tb + T,(ku) (2) 

Ti(h): 
(fcj„-r,)1/2<fc,l<(fcjn + r,)1/2 

otherwise 
(3) 

where Tb is the background transmission coefficient related 
to either localized states or Landau level broadening, Ti0 

is the transmission coefficient for a Landau level and F; is 
the energy broadening associated with each Landau level. 

CCC Code 0-7803-3883-9/98/S10.00 © 1998 IEEE 
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Fig. 1. Effects of a magnetic field applied perpendicular to a 2DEG 
system, (a) Allowed momentum states for a two dimensional 
electron gas with no applied magnetic field. The states are evenly 
spaced in both ft, and *„. (b) With a magnetic field applied 
perpendicular to a 2DEG electron gas. Allowed states lie on 
concentric circles of constant radius k2 = (2qB/h)(n + 1/2). An 
equal number of states lie on each circle, (c) Density of states 
for no applied field (gray line) and applied field (dark line). The 
effects of broadening are shown, (d) The gray curve corresponds 
to Energy vs ftB for a 2DEG with no applied field. The dark 
segments correspond to energies where the density of states is 
greater than that of the no field case. 

In Figure Id, the gray curve is what is expected for the 
no-field case. The thick segments represent the spread of 
the energies where the density of states is greater than that 
for the no field case in Figure lc. Because of this, fluctua- 
tions in the I(V) characteristics will occur as a function of 
applied magnetic field as the number of electrons able to 
conserve both energy and ArM changes [11]. 

A 2DEG is only collapsed into Landau levels when the 
magnetic field is applied perpendicular to the confining in- 
terfaces. When the field is applied parallel to the interfaces, 
no such effect occurs. The only first order perturbation to 
the emitter electron population is an extra component of 
*u given by 

A*„ = ^ (4) 

while the electron energy distribution remains the 
same [12]. The result of this is a change in the thresh- 
old voltage for the turn-on of tunneling current for some 
particular band. Because of the opposite polarity of the 
emitter and well, the initial current flow involves carriers 
located away from k„ = 0. By varying the strength of the 
field, Eth will map out that portion of the dispersion curve. 
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Fig. 2. Fan diagram from second derivative of the I(V) character- 
istics with B || /. The two sets of dashed lines are fit to the 
structure. The fan converging to -36 mV corresponds to struc- 
ture from HH1, while the fan converging to -141 mV corresponds 
to structure from LH1. The slopes are given by nm where n is 
an integer and m = 0.01 for HH1, and m = 0.065 for LH1 

III. EXPERIMENTAL RESULTS 

Measurements were done on a single p-type well 
InAs/AlSb/GaSb/AlSb/InAs interband tunneling struc- 
ture with asymmetric barriers. The GaSb well thickness 
was 6.5nm while the AlSb barriers were 2.5nm and 1.5nm 
thick. The device was a mesa structure with a diameter of 
15/xm. Electrical measurements were carried out at 1.4 K. 
Maximum resolution for the field steps with the measure- 
ment setup used was 500 Gauss. I(V) sweeps were obtained 
from a 4-point measurement. All measurments descibed 
here are from reverse bias measurments defined as elec- 
trons initially tunneling through the 2.5 nm barrier which 
correspond to negative values of current. 

Structure in the I(V) characteristics resulting from the 
magnetic field will appear as peaks, or shoulders in the 
data. Fan diagrams from peaks in the second derivative 
of the data are plotted versus the applied magnetic field. 
There is no physical significance to the second derivative 
in the sense that the first derivative represents the conduc- 
tance, but this method allows for more accurate determi- 
nation of shoulder positions. 

A fan diagram generated from the I(V) data with B \\ I 
is shown in Figure 2. Each point in the diagram is a posi- 
tive peak in the second derivative of each I(V) trace, which 
for negative values of current correspond to either a peak 
or a shoulder in the current magnitude. For biases larger 
than -70 mV, the device is in oscillation and no useful in- 
formation occurs. 

The fan diagram has B-field dependent structure that 
is immediately apparent. To first order, it is expected to 
move to lower bias with increasing magnetic field, converg- 
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Fig. 3. Fan diagram from the second derivative of the I(V) character- 
istics with B-LI. Both positive and negative peaks in the second 
derivative are shown. 

ing to a single point at zero field, with spacing between 
points to increase linearly with increasing field [7]. Using 
these assumptions, two distinct fans (before the oscillation 
region) can be drawn. The first converges to -141 mV with 
slopes given by m x 0.065 V/T and the second converges to 
-36 mV with slopes given by m x 0.01 V/T where m is an 
integer. 

The fan diagram generated from I(V) data with B _L I is 
shown in Figure 3. Points from both negative and positive 
curvatures are shown with the positive peaks corresponing 
to current magnitude maxima, while the negative peaks 
correspond to current magnitude minima. 

The fan diagram shows two notable features. The first 
is a current minima at -13 mV which monotonically de- 
creases to lower bias with increasing magnetic field. This 
initial minima indicates a current threshold occurring at 
the initial current increase. The positive peak at -2 mV is 
related to the experimental setup. The second is related 
to the positive peak which occurs at -58 mV at zero field. 
This is the main current peak occurring just before the 
main NDR. Starting about 5T, there is a distinct change 
in the behavior of this peak. The single peak splits into 
two, with one, which is still the peak just before the main 
NDR, sharply increasing in bias with increasing field while 
a second shifts to lower bias, reaching -20 mV at 9 T. This 
behavior is similar to that seen by Marquardt et al. [8]. 

IV. DISCUSSION 

The well subband structure was estimated by using ex- 
trapolated data from structures with similar well thickness, 
published by Marquardt et. al. [8]. The estimated subband 
structure, shown in Figure 4 for a 6.5 nm well is obtained 
by linearly extrapolating the calculated structure from a 7 
nm and an 8 nm well.  The obtained curves are the solid 
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Fig. 4. Estimated parallel subband structure with experimentally 
determined critical points. The heavy dashed curve indicates the 
extent of occupied states in the emitter. The light dashed curve 
indicates the offset obtained by the application of a magnetic field 
parallel to the confining interfaces such that the current threshold 
moves to zero bias.  For GaSb, the lattice constant a ~ 0.6096 

lines labeled HHl, HH2 and LH1. HHl is the lowest in- 
dex heavy-hole like subband, LH1 is the lowest indexed 
light-hole like subband. The dashed curve centered at 0 on 
the z-axis represents the boundary E vs ktl dispersion for 
electrons in the emitter. The zero energy point is taken 
to be the bottom of the InAs conduction band. Electrons 
occupy those states from fca = 0 out to the dashed line for 
energies up to the Fermi energy. This discussion will make 
the initial assumption that the Fermi level lies below the 
intersection of HHl and the boundary of the occupied kt 

states in the emitter. This assumption will later be shown 
to be consistent with the experimental data. 

As the allowed values of fcn (and therefore, the density of 
states), for the different subbands are quantized by the ap- 
plication of B || /, a series of fluctuations in the I(V) char- 
acteristics occur as the number of electrons able to conserve 
both energy and momentum changes. The fluctuation po- 
sitions plotted vs B-field results in the demonstrated fan 
like structure, with the fan converging to a single point at 
zero-field. 

Given the position of the Fermi level, the two fans in 
Figure 2 arise from two different mechanisms. The zero- 
field point at -36 mV occurs when the klt = 0 point of HHl 
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crosses the Fermi energy. The zero-field point at -141 mV 
occurs when the fc„ = 0 point for LH1 passes the bottom 
of the InAs conduction band. While theoretically there 
should also be a fan resulting from HH1 crossing the bot- 
tom of the InAs conduction band, it will be much weaker 
due to the relative transmission coefficient magnitudes be- 
tween HH1 and LH1 [4] and is not resolvable or occurs in 
the oscillation region. 

Using this simple picture, a number of critical points 
on the GaSb subband structure can be determined. The 
points are shown, superimposed on the subband structure 
in Figure 4. The size of the markers indicating these points 
are consistent with the experimental error of ± 2 mV. 

The voltage of the LH1 zero-field point can be related 
to the subband energy by a conversion factor a with units 
eV/V. This energy corresponds to Point #1 on Figure 4. 
The zero-field voltage of this point is -141 mV, and the 
estimated value of the zone center of LH1 is-53meV, giving 

a = 0.38. 

Application of a magnetic field parallel to the confined 
well (B 1 I) results in a shift in k„ for the emitter electrons 
according to (4). This shift is illustrated by the thin dotted 
curve offset from 0 on the x-axis in Figure 4. Given the po- 
sition of the Fermi energy, at low biases, emitter electrons 
cannot tunnel into the unoccupied well states because of 
conservation of momentum [11]. This condition can occur 
by either shifting the emitter electron distribution in en- 
ergy with an applied bias, or shifting the distribution with 
an applied magnetic field. 

Once this occurs, by either method, or a combination of 
both, there will be a turn-on threshold in the I(V) char- 
acteristics as the new conduction channel is opened. This 
behavior can be seen in Figure 3 with the negative curva- 
ture peak that starts at -13 mV and moves to zero bias at 
3.5 T. Given the emitter electron distribution and the cur- 
vature of HH1, this can be used to estimate the Fermi level 
by noting the value of magnetic field where the threshold 
goes to zero bias. 

The quantity Al in (4) is the average distance traveled 
by an electron while it is tunneling from the emitter to the 
well. The final position is assumed to be the center of the 
well, and the initial position is taken to be the position 
of the maximum of the electron accumulation layer in the 
emitter [12]. Using a self-consistant Possion solver, this is 
estimated to be 5nm, giving Al = 5 + 2.5 + 3.3 = 10.8 nm. 
This gives the shift of Afc„ = 0.46 % (IT/a) indicated in 
Figure 4 and allows the placement of the Fermi level at 
EF = 0.112 eV, indicated by Point #2. 

Given the determined Fermi energy the zero-field thresh- 
old should occur at an energy shift of 0.005 eV, indicated by 
Point #3. Using a = 0.38 the zero-field threshold should 
occur at -13 mV, which is where it occurs in Figure 3. The 
zero-field point of the HH1 fan (Figure 2 corresponds to 
the top of HH1 crossing the Fermi level. This occurs at 
-36 mV. Again, using a = 0.38, this gives the top of HH1 
to be at 0.126eV, indicated by Point #4. 

V. CONCLUSIONS 

A single GaSb well interband tunneling structure has 
been studied using magnetotransport to probe the subband 
structure of the well. Critical points in the results were ex- 
tracted then compared to the approximate calculated elec- 
tronic subband dispersion. By selecting the appropriate 
alpha (meV/mV) good agreement with the calculated re- 
sults is achieved. This is a good validation of the fact that 
multiple subbands at ktl ^ 0 are involved in the tunneling 
process. 
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Abstract In this paper we present gating effects in double well resonant tunneling het- 
erostructures with sub-micron minimum feature widths. Resonant tunneling through one- 
dimensional states in the wells is observed as the device approaches pinch-off at temperatures 
as high as 77K. This is the first clear demonstration of resonant tunneling through such lat- 

erally confined one-dimensional sub-bands at 77K. 

1. Introduction 

Vertical gated heterostructures are interesting in their applications in multi valued, low-power, 
high-speed, logic systems. While a lot of work has been done on zero-dimensional (OD) con- 
finement in single well resonant tunneling diodes (RTDs) very little work has been done on; i) 
low-dimensional double well RTDs and ii) demonstration of confinement effects at temperatures 
closer to room temperature. RT devices have been shown to oscillate at frequencies of a few 
hundred Gigahertz [1]. The inherent high speeds of these devices make them promising for high 
speed circuit applications. Other applications of such three terminal resonant tunneling transis- 
tors (RTTs) include oscillators and high frequency switching circuits. Almost no published work 
on vertical gated one-dimensional (ID) RTTs is available and most demonstrations, at T <4.2 K, 
of resonant tunneling through one-dimensional states has been on fixed width single well RTDs 
[2]. In the case of RTTs, we have earlier demonstrated that the sidewall gating technique is ide- 
ally suited to observe confinement effects in multiple well RTDs, thus alleviating the problems 

associated with a previously used lateral gating scheme [5]. 
In this paper we shall demonstrate that, using the self-aligned sidewall gating technique, 

one is able to observe resonant tunneling through laterally confined states even for relatively high 
biases. The device presented herein is 0.5 ßm wide which is one of the many devices fabricated in 
a single run with varying minimum widths (0.5 to 0.9 /im) and lengths (10 to 40 /im) In the wider 
1D-RTT devices reported earlier (width 0.7 - 0.9 /im), we have observed; i) room temperature 
pinchoff and ii) transformation of the tunneling characteristics from a 2D-RTD to a 1D-RTD at 

77K with increasing negative gate bias [4,5]. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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Fig. 1     The double well RTD structure grown in a Varian GEN II MBE. Shown also are the 
energy levels in the two wells (1, 2, 3 and 1', 2', 3', 4', and 5') at VDS = 0 calculated using a 

self-consistent Poisson and Schroedinger equation solver (SEQUAL simulator). 

2. Device Structure 

The heterostructure grown on a semi-insulating substrate in a GEN II MBE system is shown in 
Fig 1. The asymmetric double wells are ISO A and lOOA wide with a 60 A Al0.3Ga0.7As barrier in 
between. The two i-GaAs wells are separated from the top and bottom contact n-GaAs regions 
using a 35A ^4/0.3^00.7X5 barrier and a lOOA undoped GaAs spacer layer. The access channels to 
the spacer layer from the n+ GaAs regions are graded to prevent breakdown of the gate Schottky 
barrier. The top-contact structure is a non-alloyed contact structure and uses the low-temperature 
grown GaAs (LTG:GaAs) capping technique. Fabrication details of such devices have already been 
published [5]. 

3. Device Characteristics 

In this paper we shall demonstrate 1-D confinement effects in a device with physical mesa width 
of 0.5 /im and length of 10 fim. In addition, for this device, we shall concentrate on the tunneling 
from level 1 in the lOOA well to level 3' in the 180Ä well. For the 0.5 /im wide devices the lower 
bias resonance peaks (i.e. tunneling between levels l'-l and 1-2') are nominally pinched off and the 
conduction at 300K for these low biases is dominated by off-resonance tunneling and conduction 
through the depletion region under the gate. Figures 2a and 2b show the measured DC charac- 
teristics at various gate biases for this RT peak at 77K of the 0.5 x 10 /jm device. The I-V curves 
show clear indication of multiple sub-peaks with separation between the sub-peaks increasing with 
increasing negative gate bias. The separation between the first and second sub-peak (AV) is AV 
= 74mV @ Vas = 0V and increases to AV = 216 mV @ Vas = -0.5V. For VGs < -0.5V further 
fine structure in each of the sub-peaks is observed. The separation between the fine structure 
within these sub-peaks is 5V « 36 mV and is illustrated in Fig. 2b. 
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Fig. 2     Measured DC characteristics at 77K (a) for 0V < Vas < -0.5V and (b) for 
-0.6V < Vas < -1.1V for a 0.5 x 10 pm device. The arrows in (a) indicate the position of the 
first and second sub-peaks. The arrows in (b) indicate fine structure in the sub-peaks due to 

emitter confinement. 

4. Discussion 

As is well known, a RT peak in conductance (current) occurs when a resonant energy level in 
each well lines up with the conduction band edge in the emitter. For example in the present 
double well large area RTDs the main resonant levels (i.e. 1, 2, ... and 1', 2' ...) shown in 
Fig. 1 occurs due to the confinement of the carrier by the Alg.3Gao.7As barriers in the vertical 
direction (z-axis). As the width of this device is reduced the main resonant levels is split into 
sub-bands due to the lateral confinement (y-axis) with the energy separation between these sub- 
bands (AEsub) being determined by the strength of the confinement. If the gating (i.e. AEsub) 
in both quantum wells is identical, one would then observe resonant sub-peaks due to sub-band 
mixing wherein a conductance (current) peak occurs when a set of sub-bands of a main resonant 
level in one well align with the corresponding sub-bands of the main resonant level in the other 
well [2]. Additionally, confinement in the emitter that is usually weaker than in the well could 
manifest itself as fine structure within the sub-peaks. It is important to note that the ability to 
observe such sub-band mixing is determined by the linewidths of these sub-band levels and that 
any variation in the confinement either in; i) the wells or ii) along the length of the device would 
cause the broadening of sub-band levels and thus wash out the observation of sub-peaks. 

Such sub-peaks have been observed at 4.2K in fixed width single well lD-RTDs with 
maximum lengths of the order of 1 fim [6,7]. It should be noted that sub-peaks could occur due 
to inelastic processes like phonon assisted tunneling wherein AV corresponds to the energy of 
the phonon and is independent of the confinement. In the case of the fixed width lD-RTDs, to 
distinguish the formation of sub-peaks due lateral confinement from that due to inelastic tunneling 
processes, a varying magnetic field parallel and perpendicular to the direction of current was used. 
Also, these sub-peaks are washed out at temperatures exceeding 20K [6]. In contrast, in the case 
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of the double well lD-RTTs reported in this paper and earlier, sub-peaks in the RT current and 
fine structure within the sub-peaks corresponding to confinement in the emitter is clearly observed 
at temperatures of 77K [4,5]. Since the sub-peak separation (AV) is strongly dependent on the 
gate bias and increases with increasing negative gate bias, it demonstrates lateral confinement in 
these lD-RTTs. The clear formation of sub-peaks even for relatively long devices (i.e. exceeding 
10^m) indicates very little variation in width and thus the confinement along the length of the 
device. 

From, i) the energy difference (« 20 meV) between levels 1' and 1 from the SEQUAL 
simulation, ii) the corresponding extrinsic potential across the whole device at which the RT cur- 

rent peak occurs (VDS « 100 mV) in large area RTDs and iii) assuming that the ratio of the 
inter-well potential to the applied device bias (VDS) is the same for all biases, we can estimate 
the energy separation between sub-bands corresponding to the extrinsic difference (AV) in the 
position of the sub-peaks. The separation between sub-peaks AV = 74 mV @ VQS = 0V corre- 
sponds to a lateral confinement energy AEsui, « 14.8 meV. Similarly at Vas= -0.5V, the measured 
AV = 216 mV corresponds to AEsub « 43.2 meV. Using a simple parabolic potential wherein the 
fermi level at the mesa edges are pinned at midgap and the potential at the center of the mesa is 
determined by the emitter potential, the expected separation between similar sub-bands AEsui, « 
10.1 meV @ Vas = 0V. The fine structure (SV) within the sub-peaks arising due to confinement 
in the emitter as shown in Fig. 2b is of the order of 35 - 38 mV and corresponds to a separation 
between sub-bands in the emitter of 7 - 7.6 meV. The ability to observe such structure in the I-V 
curves whose characteristic energy is close to that of the thermal broadening (kßT « 6.6 meV @ 
T=77K), indicates that it is possible to exploit such confinement effects at room temperature in 
future novel high speed circuits. 

6. Conclusions 

We have demonstrated the ability to fabricate vertical quasi- one- dimensional resonant tunneling 
devices that show clear 1-D quantization at temperatures as high as 77K. Fine structure corre- 
sponding to resonant tunneling through sub-bands mixing formed in the well due to the lateral 
confining potential of the gate has been reported. In addition it has been demonstrated that such 
lateral confinement effects can be observed in relatively long devices and at biases far from zero 
drain biases. The strong gating and ability to pinch-off the RT current peak in these device s 
makes them promising in such applications as lower power, high speed logic circuits. 
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Abstract. We report an improved tunneling-based SRAM (TSRAM) cell design using symmetric low 
current density InGaAs/InAlAs/AlAs/InAs resonant-tunneling diodes (RTDs). The new design eliminates an 
interconnect compared to the previous record low 50 nW TSRAM cell demonstrated with asymmetric low 
current density RTDs and heterostructure field-effect transistors (HFETs) in our InP-based integrated process. 
The simplified cell has 4x smaller area than III-V FET-only SRAM cells at the same design rule. We also 
investigate experimentally and theoretically the mechanism for reduced peak-to-valley current ratios for very 
low current density (~ 1 A/cm2) RTDs which affects TSRAM cell standby power. 

1.   Introduction 

High-speed static random access memory (SRAM) is required for fast processors. Although IM 
transistor circuits can now be fabricated in HI-V technology [1], one of the shortcomings remains the 
absence of reasonable density low-power on-chip memory. Access times as low as 0.5 ns have been 
realized for a 4 kbit HFET SRAM [2], but 64 kbit has been the integration limit with 5 W total power 
dissipation (1.2 ns access [3]). Using familiar circuit design, the n-channel GaAs 6-transistor (6T) cell 
cannot compete with the complementary Si 6T cell, which consumes less than 1 pW [4]. On the other 
hand, HFETs have intrinsic advantages for very high speed low power addressing because of the high 
cutoff frequency fr at low drain current and good short channel behavior [5]. A low power compound 
semiconductor memory could enable on-chip data processing for ultrahigh speed chips. 

We have recently demonstrated a IH-V ultralow standby power (50 nW/bit, compared to about 20 
|0.W/bit in [3]) tunneling-based SRAM (TSRAM) gain cell using two transistors and two resonant- 
tunneling diodes (RTDs) [6]. The RTDs had asymmetric I-V characteristics (NDR in one bias direction 
only). For one-bit/cell storage, a static one-transistor (1-T) TSRAM cell design similar to a DRAM cell 
yields the highest bit density. In this paper, we outline the layout and fabrication of an ultra-compact 
single transistor low power TSRAM cell and also analyze the current-voltage (I-V) characteristics of low 
current density RTDs. 

This cell concept also applies to silicon if a low current density Si-based NDR device is available. It 
would eliminate the power waste associated with the refresh operation [6]—a serious problem for the 
gigabit era [7]. Alternatively, TSRAM could allow relaxation of transistor leakage requirements and an 
increase in transistor current drive, i.e. higher read/write speed. 

CCC Code 0-7803-3883-9/98/S10.00 © 1998 IEEE 



602 

2.   One-Transistor TSRAM Cell 

To achieve the most compact one-transistor cell symmetric I-V RTDs are used. Asymmetric RTDs 
require a metal interconnect to tie one RTD emitter to the other RTD collector. The symmetric RTDs we 
have developed allow current to flow top-down in one RTD to the storage node and then bottom-up 
through the other RTD, see Figure 1. Both RTDs sit on an HFET source region, which is the storage 
node, to form a 1-T TSRAM cell with a shared bit line contact. Figure 2 shows a layout with only 2'/2 
via contacts versus 3'/2 for a cell using asymmetric RTDs and achieving 4x smaller size than 6-transistor 
cells at the same design rule. The cell is read like a DRAM cell, the capacitance of the RTDs driving the 
bit line. Therefore, peak-minus-valley RTD currents need only be larger than HFET leakage currents. 

Figure 3 shows a photo of a fabricated 4 bit x 4 word TSRAM die. Tests and SPICE simulation on 
such arrays show that the cell charge can be sensed dynamically with subnanosecond access times. This 
results from high storage node capacitance of 8 fF per u.m2 RTD area and a reduced bit line length 
because of the compact cell size. 

WORD LINE 

STORAGE 
NODE 

^^ 

72? .O.      .S3 

drain  gate       source/storage node 
BIT LINE 

(a) (b) 
Figure 1. One-transistor TSRAM cell with symmetric RTDs storing a bit on the source of an HFET: 

circuit (a) and schematic cross-section with self-aligned word line (b). 

\ 

il in nrk 

s/ro" 
"! ,- 1.1"; 

r— i   1 
Figure 2. One-transistor TSRAM cell layout, 

148.5 urn2, at a relaxed 5 urn metal pitch. 
Figure 3. Fabricated 4x4 single-transistor cell TSRAM 

array. 
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3.  Low Current Density RTDs 

Figure 4 shows experimental I-V characteristics of several low current density RTDs for peak current 
densities ranging from 10 to about 0.1 A/cm2. The low current density RTDs are modeled with our in- 
house developed nanoelelectronic simulator, NEMO [8]. An asymmetric RTD energy band diagram is 
shown in Figure 5, with a prebarrier for current reduction. A 10 band sp3s* tightbinding model [8,9] 
including strained bandstructure parameters [10], full numerical integration of the current density over 
transverse momentum, full Hartree charge self-consistency [9,11], and strong electron-electron 
relaxation in the emitter region yield agreement with experiment. The coherent simulation uses incident 
electron energies up to 0.35 eV (~ 14 kT) to capture current flow through wide resonances up to 0.25 eV 
above the emitter Fermi level. Reduced prebarrier attenuation for the high energy wavefunctions 
contributing to the valley current causes a PVCR decrease for thicker prebarriers. This trend [12] together 
with HFET leakage impacts the ultimate reduction of TSRAM cell standby power. Figure 6 shows 
measured low temperature I-V characteristics for the 17 ml prebarrier structure and simulated curves 
reproducing the thermionic emission near the top of the prebarrier. Bandstructure dependence on 
temperature and phonon or roughness scattering in the central device region were neglected. 

An improved symmetric RTD has been designed and fabricated with measured I-V characteristic 
shown in Figure 7. Details of the material structure will be reported at a later date, but the structure is 
near-ideal in the forward direction: a very small peak voltage combined with a wide (~ 1 V) valley region. 
A latch (Fig. 1) constructed of such RTDs has stable points far apart and close to the supply voltages. 

28»(AL2_300K.kal 

0.0    0.2     0.3    0.5    0.6    0.8 
Bias (V) 

Figure 4. Room temperature experimental (thick) 
and theoretical (thin) I-V curves for asymmetric 
low current density RTDs of a design shown in 

Fig. 5. Numbers refer to prebarrier thickness 
in monolayers (1 ml = 2.93 Ä). 

-0.75 
30     40     50     60     70    10"3   10°   103 
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(A cm"2 eV"1) 

Figure 5. Conduction band diagram and current density of 26 ml 
prebarrier RTD biased in the valley region. Significant current flows 
through high energy wide resonances. The narrow resonances are due 
to multiband T-X transitions and carry negligible current. The current 
density units apply to a parabolic transverse energy-momentum band. 
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Figure 7. Room temperature experimental I-V curve for a 
symmetric low current density RTD. Asymmetry in growth 

causes the asymmetry in the I-V. 

4.   Conclusion 

We have proposed and fabricated static memory cells using an ultracompact (150 urn2) one-transistor 
tunneling-based SRAM cell. The cell uses two symmetric /-Vlow current density (~ 1 A/cm2) RTDs and 
is capable of achieving nanowatt standby power per bit, which is orders of magnitude better than 
conventional 6-transistor cells. The valley current of the low current density RTDs was found to be 
caused in large part by thermionic electrons excited up to 0.25 eV (~ 10 kT) above the emitter Fermi 
level, which may cause the decreasing peak-to-valley current ratios toward lower current densities. 
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Abstract 

Heterostructure Interband Tunneling Diodes (HITDs) show great potential for power generation 
at high frequencies. Voltage Controlled Oscillators (VCOs) that utilize the negative differential resistance 
(NDR) region of the HITFET have been demonstrated and exhibit a wider tuning range than conventional 
FET-based VCOs. Additionally, the center frequency can be tuned by either drain or gate bias. MMC 
VCOs that incorporate HITFETs require fewer passive components when compared to conventional 
VCO designs. 

A Voltage Controlled Oscillator (VCO) consisting of an InAlAs/InGaAs interband tunneling diode 
connected onto the source of a heterojunction InGaAs channel FET has been demonstrated. Precise 
control of the center frequency (X-band) and the tuning range (-20 MHz) were achieved by varying the 
drain and gate voltages (~ 1 V) of the HTTFET. 

Since repeatability of the HITD equivalent circuit is crucial for accurate circuit design and circuit 
operation, a discussion of the growth optimization and material parameters of the diodes is presented. 
Secondary Ion Mass Spectrometry (SIMS), Transmission Electron Microscopy (TEM) and electrolytic 
capacitance voltage (ECV) profiling are used to study the effect of dopant compensation and dopant 
diffusion on the I-V characteristics and the peak-to-valley current ratios (PVCRs) of the HITDs. The 
data shows an exponential dependence of the PVCR on oxygen background concentration in the sample. 
It also shows that the presence of doping impurities in the well region (which is determined using SIMS 
analysis) produces a dramatic degradation of the PVCR and peak current density. 

Introduction 

Heterojunction interband tunneling diodes proposed by Sweeny and Xu [1] have demonstrated 
high peak-to-valley current ratios (PVCRs) [2]. Such devices have a potential to produce analog and 
digital circuits with reduced complexity and size and several memory and logic devices (SRAMs, 
XNORs, etc.) have been demonstrated [3,4,5]. The challenge has been to have achieve high, 
reproducible PVCRs by judicious choice of heterojunction material structures and molecular beam 
epitaxy growth conditions [6]. The material system that is considered in this paper is InGaAs/InAlAs 
HITDs which have had the highest reported PVCR of 144 [2]. 

Toward achieving reproducible, high PVR devices, the main material related factors addressed in 
this paper are: the presence of carrier compensation by oxygen in the structure, and Be dopant diffusion 
across the p-n heterojunction into the double quantum well (DQW) region. The experimental results are 
validated with simulations that model the effect of dopant compensation and diffusion on the PVCRs and 
the peak current densities (Jp). 

Experimental Results 

The NDR regions of the HITFET can be controlled by either the voltage applied to the gate or 
drain terminals of the HITFET. Because the center frequency depends on the equivalent circuit of the 
diode in the NDR region, the tuning range of the VCO is precisely controlled by the drain and/or gate 
voltage and the external tuning elements in the circuit. A hybrid VCO consisting of an HITD and HFET 
was built and the measured RF characteristics are discussed in the next section. 

CCC Code 0-7803-3883-9/98/$ 10.00 © 1998 IEEE 
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Measured RF characteristics of  voltage controlled   HITFET VCO 

To demonstrate the HITFET VCO concept, a hybrid VCO consisting of a HITD and a GaAs 
HFET was designed (figure la). This circuit consists of a single HITFET (HITD integrated 
monolithically onto the source of the HFET) and an inductor. In Fig. lb, the NDR region in the DC I-V 
curves of the HITFET can be seen clearly. The device functions as a conventional FET until the voltage 
across the diode reaches the threshold for negative resisitance regime. In the particular case shown here , 
the circuit current is limited by the FET current. When the critical voltage is reached the current the HITD 
forces the HITFET current to switch to the diode valley current. 

Fig. 1. a) Circuit diagram of the VCO which contains an 
HFET and a single inductor, b) I-V curves showing NDR 
of the HITFET. Scales are \ at 5 mA/div. (vertical), Vd at 
0.2 V/div. (horizontal), and Vg in -0.2 V/step 
(VE = 0 for top curve). 

The measured frequency spectrum of this 
VCO circuit is shown in Fig. 2. The VCO 
was biased through an RF choke and the 
performance was measured as a function of 
drain and gate bias. An oscillation 
frequency of 8.2566 GHz was achieved 
with an output power of 2.0 dBm at Vds = 
2.0 and Vgs = -0.77 V 

No other major peaks were observed around 
the oscillating frequency of the VCO 
indicating a clean spectral output. Fig. 3a 
plots the difference in frequency from the 
oscillation frequency (tuning) and power 
output as a function of drain bias. The NDR 
region of this device produces a tuning range 
of about 25 MHz. Oscillation was quenched 
by biasing the device outside of the NDR 
region either by changing the drain or gate 
voltage. Tuning was also achieved by 
varying the gate bias as shown in figure 3b. 

Phase noise of -129 dB/Hz was exhibited at 
3 MHz away from the carrier, with the VCO 
operating in the free running oscillator mode. 
Corresponding phase noise at 2 MHz and 1 
MHz away from the carrier were -124 
dB/Hz, and -110 dB/Hz, respectively. A 
more accurate and improved phase noise is 
expected when measured with an optimized 
setup consisting of phase locked loop circuits 
in addition to integration and optimization of 
circuit parameters for low noise operation. 

Fig. 2. Measured frequency spectrum of the 
HTTFET-based VCO. The center frequency is 
8.2566 GHz, the span is 100 MHz, and the 

amplitude is 2.0 dBm. 
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Fig. 3 Shift from the center frequency and power output of the HITFET-based VCO as a function of a) 
Vdsandb) Vgs. 

Material Issues. 
The HITDs are grown at 465 °C by MBE. Detailed growth conditions, band structure and cross 

section of these devices are published elsewhere [7,8]. 
The PVCR of these diodes varies from wafer to wafer because of variations in the doping profiles 

and background impurity levels. The presence of oxygen in the sample has a dramatic effect on the 
PVCR of the HITDs. Fig. 4a shows a SIMS analysis for two different samples grown at different times. 
One has a PVCR = 4 and a peak current Jp = 8.41 A/cm2, while the other has a PVCR = 47 and Jp = 
713 A/cm2. The oxygen distribution in the two diodes is approximately uniform and differs by a factor 
of 2.5. This difference (of 2.5) is enough to decrease the PVCR by an order of magnitude and Jp by 
two orders of magnitude. Carrier compensation both in the wells and access regions thus affects the 
PVCR. 

i i i     '    '        • 

35 0.4 

2 10" 3 10» 
Oxygen concentration (cml 

Figure 4a. SIMS analysis of two different 
samples grown within a few days of each 
other. 

Figure 4b. Plot of PVCR versus O 
concentration. Curve fitting gives us a 
clear exponential dependence. 

Also observed in figure 4a is a slight diffusion of Be into the DQW region in both samples. Both 
wells contain comparable levels of Be, yet a high PVCR (i.e. 47) is obtained for one diode. Therefore, in 
this case, the oxygen concentration has a greater effect because the Be diffusion is minimal. These 
HITDs exhibit "Esaki-like" behavior and therefore the cladding layers should be doped as high as 
possible to achieve high performance. The presence of oxygen compensates the high concentration of 
dopants and thus degrades the performance of the device. Collecting SIMS data from several samples 
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with different oxygen content, we obtain the plot of PVCR versus oxygen concentration shown in Fig. 
4b. We find a clear exponential dependence of PVCR on oxygen concentration.The presence of oxygen 
is attributed to the well-known high reactivities of Al containing materials (InAlAs) and Be [9] which is 
the p-dopant used in these structures. Another source of oxygen was found to be the hot PBN crucible 
used for Be. While the PVCR changes dramatically the position of the voltage where Jp is reached does 
not vary much (0.25-0.45V). 

A stack of two back-to-back (npn) diodes were characterized using SIMS, ECV and TEM 
analysis to show the effect of impurity diffusion on the PVCR and peak current density (Jp). Beryllium 
is known to have high diffusivity in JU-V semiconductors and in this structure introduces impurities into 
the DQW region, as well as "smears" the interfaces between the InGaAs wells and InAlAs barriers. 

The bottom diode (p on n) had a high PVCR = 30 and a Jp = 7.64 A/cm2, while the 
corresponding values for the top diode (n on p) were PVCR = 6.8 and Jp = 0.56 A/cm2. The Be signal 
showed diffusion of Be into the top Si doped layer making that junction less abrupt and possibly 
smearing the quantum wells. TEM cross sections confirmed this by showing the bottom diode DQW 
interfaces to be very sharp and the top diode DQW interfaces "hazy." The oxygen concentration, on the 
other hand, was constant throughout the structure. Therefore, in this case the Be diffusion degraded the 
PVCR (by carrier compensation and/or interface roughening). The presence of acceptors in the QW 
region reduces the number of carriers available for conduction and thus the hole tunneling current and 
thus Jp. In addition to the presence of impurities in the wells - and as mentioned in ref. 6 - interface 
abruptness greatly affects the PVCR because it results in high valley currents due to scattering 
mechanisms. 

Self-consistent Schrödinger-Poisson simulations run on these structures, indicate that both 
compensation of dopants and impurities in the DQW region play an important role on the PVR. These 
simulation trends show that the impurities in the well have a larger effect on the PVCR degradation than 
does oxygen compensation. Deep trapping effects in the quantum wells related to oxygen are neglected 
in these calculations. Taking into consideration that both effects are detrimental, and that impurities in 
the wells play a more dramatic role than oxygen presence,we conclude that figure 4b probably shows the 
combined effect of both mechanisms. 

Conclusions 

In conclusion, we have performed microwave characterization of an InP based X-band voltage 
controlled oscillator (VCO) that uses a tunneling device as an active component. The power output, 
phase noise and tuning range of the VCO was measured for various drain and gate voltages. An 
improvement of the phase noise characteristics is expected when circuit is monolithically integrated. The 
use of HITDs and HITFETs allows for a reduction of the number of passive components required 
compared to a conventional approach, and can result in a three-fold reduction in circuit area. 

In addition, experimental data (SIMS, TEM and ECV) shows that compensation of carriers due to 
the presence of oxygen and dopants in the DQW of the HITDs produce a strong degradation of the 
PVCR and Jp.   Simulation trends confirm this data. 
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Abstract. We propose and demonstrate a low noise amplifier utilizing the negative input conductance of 
resonant-tunneling transistors (RTTs). The fabricated RTTs, which integrate a resonant-tunneling diode 
(RTD) into the source of a heterojunction FET (HJFET), exhibited a negative input conductance at low 
frequencies (< 10 GHz). When the gate bias is close to the resonance peak, not only Fmtn but also Sn 
increases at low frequencies. Also, Fmin shows a sharp dip at the valley current. These behaviors are 
explained by shot noise generation at the RTD. Theoretical results suggest that reducing the valley current as 
well as reducing the series resistance would realize RTT noise performance superior to HJFETs. 

1. Introduction 

In 1983, van der Ziel presented the concept of low-noise amplification utilizing two-port devices with 
a negative input conductance [1]. In the early 1980's, however, such devices were not available. But, 
recently, negative differential conductance (NDC) is reported in various resonant-tunneling transistor 
(RTT) structures[2]-[5]. In this paper, we propose to use RTTs to realize van der Ziel's amplifier. 

2. Concept of RTT Amplification 

Figure 1 illustrates an equivalent circuit for an RTT amplifier. The input circuit can be represented by a 
negative input conductance -gR fe>0) with a generator conductance gs in parallel. As long as gs>gR, 
this circuit has an available power gain Gav= g/fc-g»). As gs approaches gR from the upper side, Gav 
approaches infinity, and hence, the effect of the noise sources at the output is negligible. The principle 
of this amplifier is very similar to tunnel diode amplifiers, but separation of input and output terminals 
will suppress instability, which is a serious problem for tunnel diode amplifiers. 

Noise properties for resonant-tunneling diodes (RTDs), and hence, for RTTs are characterized by the 
diode maximum oscillation frequency (fmax) and by the diode noise figure (NF). Frequency 
dependence of the diode NF is essentially flat, because it is dominated by shot noise, which has a white 
spectrum. The operation frequency is limited by the diode fmax, so that NF increases as/approaches 
fmax. As is well-known, decreasing the resistance l/gR, the RTD capacitance (Q), or the series 
resistance (Rs) would improve the diode fmax. From analogy to tunnel diode amplifiers, decreasing the 
current-to-conductance ratio Ij/gR would improve the diode NF. 

Figure 2 shows the DC bias dependence of a diode NF, which is calculated by applying the small- 
signal tunnel diode circuit to simulated AlAs (2 nm)/ GaAs (5 nm)/ AlAs (2nm) RTDs. When an RTD 
is biased at the NDC condition, the diode fmax sharply increases and the diode NF decreases. These 
features are more prominent for decreasing Rs. When Rs is reduced to lxlO"7 Qcm2, a diode fmax of 
over 500 GHz and a diode NF of as low as 0.3 dB at 100 GHz are predicted [6]. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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3. Fabrication of RTTs 

We have fabricated RTTs, which integrate an RTD into the source of a heterojunction FET (HJFET) 
(see the inset in Fig. 3). RTT wafers were grown by MBE system on semi-insulating (100) GaAs. The 
epi-layer structure consists of an Al0.22Ga0.78As (40 nm)/ In0.2Ga0.8As (15 nm)/ GaAs HJFET 
structure followed by an n-type GaAs contact layer and an AlAs (2 nm)/ GaAs (5 nm)/ AlAs (2 nm) 
RTD structure. First, the RTD mesa was defined and this was followed by the HJFET fabrication 
process. Source and drain ohmic contacts were formed using AuGe/ Ni/ Au alloy. After gate recess 
etching, 0.6  u m-long gates were formed with Ti/ Al metallization. 

4. DC and Small-Signal Performance for RTTs 

The RTTs exhibited NDC characteristics at room temperature. The peak-to-valley current ratio was 1.4. 
Figure 3 shows measured drain current (Id) - drain voltage (Vds) characteristics. When the gate voltage 
(Vgs) is high enough to turn on the RTD, NDC occurs in the I-V curves. As a result, transconductance 
igm) shows a sharp negative peak (~-750 mS/mm) with respect to Vgs. 

The S-parameters of 100 u m-gate-width devices (RTD area of 50 u m2) were measured from 2 to 
26 GHz. In Fig. 4, the magnitude of Sn at 8 GHz is shown as a function of Vgs. When Vgs is close to 
the resonance peak, a negative input conductance (|S,

/;|>1), which is required for van der Ziel's 
amplifier, was observed. However, due to the high Rs, this NDC disappears at higher frequencies (>10 
GHz), and hence, the predicted fmax upturn was not observed. At the resonance peak, 22 GHzfT and 96 
GHzfmax were obtained. An RTT equivalent circuit has been determined by fitting S-parameters, and it 
indicates that the comparatively wide bias range (Vgs= -0.1 to 0 V) for exhibiting NDC is due to the 
series feedback effect of the RTD capacitance. 
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5. Noise Performance for RTTs 

Figure 5 shows the minimum noise figure (Fmin) and the input noise resistance (Rn), measured at 2 
GHz, with respect to Vgs. When Vgs is close to the resonance peak, not only Fmin but also Rn increases 
(from 1 dB to more than 2 dB and from 200 to 600 Q, respectively at 2 GHz) at low frequencies (< 10 
GHz). Also, Fmin shows a sharp dip at the valley current, as is theoretically predicted. On the other 
hand, variation of the noise optimum reflection coefficient ( ropi) is small. 

Measured noise parameters have been fitted by the extracted equivalent circuit, where the shot noise 
current (iR) is added in parallel to the RTD. Frequency dependence of measured and modeled noise 
parameters is shown in Fig. 6. Simulated noise parameters with and without shot noise compare well 
with the measured results on and off the resonance peak current, respectively. Hence, the increase in 
Fmin and Rn at the resonance peak is attributed to the shot noise generated in the RTD. The frequency 
dependence of Ä« with shot noise is due to a 1/ a? spectrum of the noise voltage t?= ^/(gR

2+ co2CR
2). 

Comparatively high Fmin values are due to the high Rs and consequently weakened NDC. 
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Fig. 5. Measured (a) Fmin and (b) Rn vs. Vgs (f=2 GHz, Vds=2 V, T=290 K). 
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6. Summary 
We have proposed a low noise amplifier utilizing the negative input conductance of RTTs. In RTTs, a 
negative input conductance (LS^^l) was observed at low frequencies (< 10 GHz), but due to the high 
Rs, the NDC disappears at higher frequencies, and therefore, the predicted fmax upturn was not 
observed. When Vgs is close to the resonance peak, not only Fmin but also Rn increases at low 
frequencies. Also, Fmin shows a sharp dip at the valley current. These behaviors were explained by 
shot noise generation at the RTD. Since the power density of shot noise is proportional to DC current, 
reducing the valley current as well as reducing Rs would improve the noise performance of the RTTs. 
These results suggest the possibility for realizing low noise RTT amplifiers. 
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Abstract. The photoluminescence (PL) of a resonant-tunneling transistor was studied. An excitation 
energy close to the bandgap energy of the GaAs collector layer was chosen so as to excite neither the barrier 
layer nor the quantum well, resulting in simple luminescence spectra. The PL signal shows a strong 
correlation with resonant-tunneling current. The PL peak position shifts to lower energy with increasing 
collector voltage, Vce, indicating the existence of the quantum-confined Stark effect. The Vce dependencies 
of PL intensity and line width suggests charge buildup in the quantum well. The effect of gate voltage on PL 
spectra suggests a quantum confinement by the potential of the gate depletion layer. 

1. Introduction 

New functional devices based on resonant-tunneling phenomena have recently attracted much attention 
since they are expected to reduce circuit complexity through using negative-differential-resistance 
characteristics [1-3]. Maezawa et al. recently proposed a resonant-tunneling transistor (RTT) with a 
junction gate [4] and they demonstrated its usefulness in implementing functional logic circuits such as 
cellular automata and neural networks [5, 6]. Simulations have also been performed to predict the 
performance of the resonant-tunneling logic gate [7, 8]. 

Understanding the carrier transport phenomena in such an RTT is very important in improving its 
performance and in designing new resonant-tunneling devices. Photoluminescence (PL) study has been 
shown to be a useful method in understanding the carrier behavior in resonant-tunneling diodes [9,10]. 
Charge buildup in the quantum well and sequential tunneling have also been pointed out. 

In the present work, we study the PL of an RTT with a junction gate. A PL system which consists 
of a tunable Ti:Sapphire laser, a monochromator, and an objective lens allowed us to study carrier 
transport in the RTT. Correlation between luminescence and resonant-tunneling current was observed. 
The effects of gate voltage were also studied. 

2. Device Structure 

Figure 1 shows a schematic cross-sectional view of an RTT with a p7n junction gate, which controls 
the emitter-to-channel area and hence the diode current. The epitaxial layer structure was grown by 
molecular beam epitaxy. It consists of n+-I%6Ga04As/n+-InxGa1.xAs/n+-GaAs emitter contact layers 
(30/50/20 ran, 2x10" cm"3), an n-GaAs emitter layer (200 nm, 5xl016 cm"3), an i-GaAs spacer layer 
(1.5 nm), an i-AlAs/i-GaAs/i-AlAs resonant-tunneling structure (2/6/2 nm), an i-GaAs spacer layer (5 
nm), an n-GaAs collector layer (600 nm, 5xl016 cm"3), and an n+-GaAs collector contact layer (300 nm, 
4xl018 cm"3). Ni/Zn/Au/Ti/Au was deposited for the gate electrode and alloyed to form p+ region under 
the gate. The fabricated RTT had a 1x10 um2 emitter electrode. 

CCC Code 0-7803-3883-9/98/S10.00 © 1998 IEEE 
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3. Measurement Condition of Photoluminescence 

Figure 2 shows a schematic band diagram of the resonant-tunneling transistor. Holes excited in the 
collector layer drift to the collector barrier and tunnel into the quantum well. Electrons tunnel into the 
quantum well from the emitter layer on resonance. Some of the electrons and holes builtup in the 
quantum well recombine and radiate photons at an energy of about 1.61 eV which corresponds to e,- 
hh, recombination. 

An excitation energy of 1.53 eV was chosen, using the tunable Ti:Sapphire laser, which is slightly 
higher than the absorption edge of the GaAs collector layer, which is 1.51 eV. This was done so that 
electron-hole pairs would not be excited in the quantum well, excess heating of electrons by photo- 
excitation would not occur, and sufficient PL intensity to analyze PL spectra would be obtained. This 
method of excitation gave us simple luminescence spectra compared to conventional Ar laser (2.41 eV) 
excitation as shown in Fig. 3. When the device was excited by Ar laser, a luminescence tail of 1.5-1.6 
eV energy overlapped the 1.61 eV peak of the quantum well as shown by the dotted line. With 
Ti:Sapphire laser excitation, on the other hand, a single luminescence peak from the quantum well can 
be observed as indicated by the solid line, which make it easy to analyze the spectra. 

The excitation power was 4 W/cm2, which was sufficiently low so that electrons would not be 
heated by irradiation [11]. The excitation laser was irradiated over the whole device area. The device 
was mounted in a cryostat and cooled down to 30 K. The laser was focused on the device by an 
objective lens. The PL signal was also collected by the objective lens, dispersed through a 1-m double 
monochromator, and detected with a cooled GaAs photomultiplier. 

4. Analysis of PL spectra 

Figure 4 shows the collector voltage dependence of PL spectrum observed at about 1.61 eV. The 
current-voltage characteristics of RTT at zero gate voltage are shown in the inset. No PL signal can be 
observed at zero bias voltage because there are no electrons in the quantum well. PL signal is obtained 
at a collector voltage above 0.1 V, at which resonant-tunneling current starts to flow. The peak position 
shifts to a lower energy as Vce increases. The highest intensity was obtained at a resonant voltage of 
0.3V. 
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Figure 5 shows Vce dependencies of the peak energy, the FWHM of the peak, the integrated 
luminescence intensity, and the collector current, Ic. The integrated intensity shows strong correlation 
with resonant-tunneling current. The PL peak shifts to a lower energy with increasing Vce, indicating the 
existence of the quantum-confined Stark effect. This means that the PL signal originates from electron- 
hole recombination in the quantum well. The possibility that luminescence is created by another 
mechanism is not plausible. If the PL signal originates from recombination between electrons in the 
quantum well and holes under the collector barrier, for instance, the peak position should shift to a higher 
energy. Electron-hole recombination in the collector region is also impossible due to the same reason. 
Electric field in the quantum well estimated from Stark shift is «50 kV/cm at peak voltage. The PL line 
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width increases from 5 meV at Vce = 0.1 V to 10 meV at resonant voltage, Vce = 0.3 V, as the resonant- 
tunneling current increases. This increase in line width suggests charge buildup in the quantum well. The 
electron density ne in the quantum well estimated from line width increase is 2.4x10" cm"2 at 0.3 V. 

Next, the effect of gate voltage, Vge, on PL spectra is analyzed. The control of luminescence by gate 
voltage is characteristic of transistors. Vce is fixed at a peak voltage of 0.3 V. Figure 6 shows the F™, 
dependencies of the peak energy, the luminescence intensity, and the collector current, Ic. Ic and PL 
intensity increase with increasing Vge. As shown in the inset, PL intensity is proportional to Ic, indicating 
that the area contributing to luminescence is modulated by gate voltage, similar to the modulation of the 
cross-section for current flow. The PL peak position shifts to a higher energy with increasing negative 
gate voltage, \Vge\ (Vge < 0). This can be explained as the quantum confinement of electrons by the 
potential of the gate depletion layer. Electrons are confined perpendicular to current flow. Assuming the 
parabolic potential of the gate depletion layer, calculated ground-state energy agrees semi-quantitatively 
with the energy shift of the PL spectrum. 

5. Summary 

The photoluminescence of a resonant-tunneling transistor was studied. An excitation energy close to the 
bandgap energy of the GaAs collector layer was chosen to simplify the luminescence spectra. The 
obtained photoluminescence signal had a strong correlation with the resonant-tunneling current. The 
photoluminescence peak position shifted to a lower energy with increasing collector voltage, indicating 
the existence of the quantum-confined Stark effect. The collector voltage dependencies of 
photoluminescence intensity and line width suggest charge buildup in the quantum well. The density of 
electrons in the quantum well was estimated to be 2.4x10" cm"2 at peak voltage. The gate voltage 
dependence of the photoluminescence spectrum indicated the quantum confinement of electrons by the 
potential of the gate depletion layer. The possibility of controlling luminescence intensity by gate voltage 
was also demonstrated. 

Acknowledgments 

The authors wish to thank Dr. K. Maezawa and Dr. M. Yamamoto for their valuable discussion. This 
work was supported in part by a Grant-in-Aid for Scientific Research from the Japanese Ministry of 
Education, Science and Culture. 

[I] Cappaso F, Sen S, Beltram F, Lunardi L M, Vengurleaker A S, Smith P R, Shar N J, Malik R J, and Cho A Y 1989 IEEE 
Trans. Electron Devices 36 2265 

[2]  Takatsu M, Imamura K, Ohnishi H, Mori T, Adachihara T, Muto S and Yokoyama N 1992 IEEE J. Solid-State Circuits 
27 1428 

[3]   Seabaugh A C, Luscombe J H and Randall J 1993 Future Electron Device J.3 9 
[4]  Maezawa K and Mizutani T 1993 Jpn. J. Appl. Phys. 32 L42-4 
[5]  Maezawa K, Akeyoshi T and Mizutani T 1993IEDM93 Tech. Dig. 415-8 
[6]  Maezawa K, Akeyoshi T and Mizutani T 1994 IEEE Trans. Electron Devices 41 148-54 
[7]  Maezawa K 1995 Jpn. J. Appl. Phys. 34 1213-7 
[8]  Ohno Y, Kishimoto S, Mizutani T and Maezawa K 1996IEICE Trans. Electron. E79-C 1530-6 
[9]  Young J F, Wood B M, Aers G C, Devine R L S, Liu H C, Landheer D, Buchanan M, SpringThorpe A J and Mandeville P 

1988 Phys. Rev. Lett. 60 2085-8 
[10] Skolnick M S, Simmonds P E, Hayes D G, White C R H, Eaves L, Higgs A W, Henini M, Hughes O H, Smith G W and 

Whitehouse C R 1992 Semicond. Sei. Techno!. 7 B401-8 
[II] Shah J 1978 Solid-State Electron. 21 43-50 



617 

Resonant Tunneling in Disordered Materials such as Si02/Si/Si02 

R. Lake, B. Brar, *G. D. Wilk, A. Seabaugh, and G. Klimeck 

Raytheon TI Systems, Box 655936, MS 134, Dallas, TX 75265 
*Texas Instruments, Box 655936, MS 147, Dallas, TX 75265 

Abstract. We have analyzed the effect of disorder in both the well and barriers of a resonant tunneling diode 
(RTD). If the disorder is limited solely to the barriers, a good peak-to-valley ratio (PVR) is expected. We 
describe a general guideline relating the PVR to the bulk mobility and effective mass of the well material of 
an RTD. We compare the effects of correlated versus uncorrelated disorder on the valley current. We discuss 
why interband tunnel devices such as the Esaki diode are more robust than RTDs in the presence of disorder. 

1. Well versus Barrier Disorder 

There have been a number of studies of Si / Si02 multilayer structures to look for quantization and 
resonant effects [1,2]. While the interface can be made smooth, the entire multi-layer structure is 
amorphous. Core level x-ray spectroscopy gives unambiguous evidence that quantization does occur, 
and that it follows the standard inverse square relationship to the well width [1]. However, there have 
been no strong demonstrations of resonant tunneling and negative differential resistance (NDR) in such 
systems. The observation of state-quantization with core-level-spectroscopy requires only conservation 
of total energy. State quantization is a necessary but not sufficient condition to observe NDR. 
Observation of NDR in an RTD requires conservation of both total energy and transverse momentum. 
The random potential resulting from the noncrystalline nature of the Si/Si02 material breaks the 
translational periodicity and, thus, the transverse momentum conservation required for high peak-to- 
valley ratios in RTDs. 

We simulate the effect of the disorder by creating a mathematical model which mimics the 
macroscopic effects of amorphous disorder. The model gives the same momentum independence to the 
scattering since the correlation length of amorphous disorder is approximately the lattice constant, and the 
model gives the same bulk mobility. We begin with a single-band, tight-binding Hamiltonian which 
parameterizes the Si-Si (or for III-Vs, the cation-anion) basis matrix elements into a single number, the 
site energy. Then we assign a random component, 8V, to the site energy. The random component has a 
Gaussian distribution with a mean of 0 and a variance of a. The random component is uncorrelated 
between any two sites. The only free parameter in the model is a. To relate a to a physical quantity, we 
use the fact that the mobility resulting from this disorder is 

4e7tV2h4 (1) 

*    3mcmf(fcBr)"W 

where e is the magnitude of the electron charge, Q, is the volume of the primitive cell, mc is the 
conductivity effective mass and md is the density of states effective mass. The disorder is treated in the 
self-consistent Born approximation [3]. 

In Fig. (1), we choose the tight-binding parameters corresponding to an effective mass of 0.3 for 
the Si02 [4] and 0.5 for the a-Si [1]. In Fig. (la) the disorder is restricted to the well region. We find that 
the NDR is destroyed when the mobility of the a-Si in the well is less than or equal to 250 cmVVs. If we 
take the same structure and restrict the same disorder to the barrier layers, there is almost no effect on the 
I-V and the PVR as is shown in Fig. (lb). 

2. General Guideline Relating the PVR to the Bulk Mobility 

When attempting to build an RTD in a new material system that is disordered or even amorphous, we 
would like to have some experimental measure which will predict whether the RTD will have a useful 
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Figure 1. I-V of an amorphous Si02/Si/Si02 RTD with dimensions 1.35/2.97/1.35 
(nm) and 10" cm3 doped leads, (a) The disorder is restricted to the well region, (b) 
The disorder is restricted to the barrier region. 

peak-to-valley ratio. We consider the case in which (a) both the mobility of the bulk material and the 
valley current of the RTD are determined by the static disorder scattering resulting from substitutional 
disorder (alloys), geometric disorder (amorphous and poly-crystalline materials), impurities and dopants, 
and (b) the bulk material and the thin layer have the same microscopic structure. Under such 
circumstances, both analytical [5] and numerical calculations show that the PVR is related to the bulk, 
room-temperature mobility by 

v = fimje. (2) 12 

> 
Pi 

0 

-Ö— Theory 
- x - - Experiment 

PVR. 

Doping provides   an   experimental  knob   on  the JQ 
disorder and mobility. In a set of experiments, we increased 
the doping throughout an AlAs/InGaAs/AIAs based RTD, R 
measured the PVR, and measured the mobility of the well 
material by growth of bulk InGaAs epi-layers characterized 
by resistivity and Hall measurements. We also numerically 
calculated the PVR of the InGaAs RTD as a function of 
mobility. The experimental and numerical results are shown 
in Fig. (2). Except at low mobility, the numerical 
calculations tend to underestimate the PVR. Therefore, we 
use the experimental data combined with relation (2) to make 
predictions for other materials. 

We propose a general guide relating PVR to the bulk 
mobility and conductivity effective mass illustrated in Fig. 
(3). The PVR vs. mobility curve for the InGaAs RTD is 
replotted. The other curves are obtained by scaling the 
InGaAs mobility by mInGaAJmne„. The scaling law 
suggests that to obtain a PVR of 5 in a-Si with mc = 0.5 n^ will require a mobility of 400 cm /Vs, well 
above values found for a-Si. 

4       5       6       7 

Mobility (1000 cm2/Vs) 

Fig. 2. Experimental and theoretical PVR 
vs. mobility for an InGaAs well. 

3. Correlated Versus Uncorrelated Disorder 

In an ideal epitaxial structure, the periodic crystal potential is undisturbed in the transverse plane, 
therefore transverse crystal momentum is conserved, and the process illustrated in Fig. (4) is not 
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Figure 3. General guide relating PVR to the bulk mobility and conductivity effective 
mass of the well material. 

allowed. In the presence of disorder, the incident electron can pick up a Fourier component of the 

disorder potential and scatter into a resonant transverse momentum state k\. This is the process by which 
elastic scattering from disorder contributes to the valley current. The momentum coupling which 
determines the amount of momentum that an electron can obtain from the disorder is given by the Fourier 
transform of the random potential autocorrelation function. 

When the disorder is uncorrelated (V(R)V(R')\ <=e USiR- A'), and the momentum coupling is a 

constant U. In this case, an incident electron can pick up any transverse momentum that it needs to get 
into the resonant state, and the scattering component of the valley current is nearly constant, independent 
of bias as illustrated schematically in Fig. (5a). 

If the disorder is correlated, the inverse 
correlation length provides a cutoff to the momentum 
transfer.   For   example   with   Gaussian   correlation, 

(V(R)V(R')) OC e"lÄ_Ä1 A2 where A is the correlation 

length,   and   the   momentum   coupling   falls   off   as 

pJ  <= A3w3'2e~? A '4. In the valley current region, as the 
bias is increased, an incident electron must pick up more 
transverse momentum to scatter into the resonant 
subband. The amount of momentum that the electron can 

|2 \u„ Therefore, for correlated obtain is governed by 
disorder, the scattering component of the valley current 
falls off with bias as shown schematically in Fig. (5b). 

We have numerically explored the effect of the 
correlation length for disorder limited to the interface 
layers of GaAs / AlAs RTDs for both exponentially and 
Gaussian correlated disorder [6]. Figs. (3) and (4) of 
reference [6] show that as the correlation length 
increases, the slope of the valley current region becomes 
more negative and the scattering assisted current decreases with bias. These results indicate that a poly 
crystalline well with large enough crystal sizes may be sufficient for observing NDR. 

Figure 4. The parabolas represent the transverse 
kinetic energy. An off-resonant incident electron 

with longitudinal energy £   and zero transverse 

kinetic energy can elastically scatter into the 
resonant state by trading off longitudinal energy 
for transverse kinetic energy. 
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Figure 5. (a) The contribution to the valley current from uncorrelated disorder scattering is 
essentially flat, independent of bias, (b) The contribution to the valley current from 

correlated disorder scattering falls off with bias. 

Interband Tunnel Diodes and Disorder 

Very general reasons suggest that an interband tunnel diode (ITD) such as the Esaki diode [7], the 
quantum well Esaki diode [8], or the resonant interband tunnel diode [9] should be less affected by 
disorder than an RTD. A notable difference between an ITD and an RTD is that an ITD requires one less 
conservation law to exhibit NDR. RTDs require conservation of both total energy and transverse 
momentum whereas ITDs require only conservation of total energy. For an RTD, Fig. 4 shows that there 
is always a high transverse-energy state in the well into which an incident electron can scatter while 
conserving total energy. For an ITD biased in the valley current region, there are no valence states into 
which an electron can elastically scatter (see for example Figs. (4), (6), and (8) of reference [10]). Since 
disorder scattering is elastic, the ITD should be more resilient than the RTD to the presence of disorder. 
This is in fact evident for an Esaki diode since the active region is doped to concentrations of 10 cm \ 
Such a high doping in the well of an RTD would destroy its NDR. 

Summary 

Although there is experimental evidence of coherent resonance effects in amorphous Si / Si02 materials, 
both numerical calculations and analytical theory do not show promise for good PVR from such 
materials. Amorphous barriers with a crystalline well, however, appear to be sufficient. The analysis of 
correlated disorder indicates that polycrystalline wells may be sufficient if the domain sizes are large 
enough. Interband devices are more robust in the presence of disorder since they require one less 
conservation law to work. 
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Nano-Schottkies 
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Lund University, Box 118 
S-22100 Lund, Sweden 

Abstract The formation of a semi-insulating GaAs-layer by overlapping depletion regions is investigated 
by controlled introduction of matrices of tungsten Nano-Schottkies. By varying the spacing between the 
buried metal discs, the effect of the Schottky-depletion on the current transport is demonstrated. A change 
in the conductivity by 7 orders of magnitude is measured with a disc separation of 200 nm. In this semi- 
insulating material, the presence and height of a potential barrier between the discs is deduced from the 
temperature dependence of the current transport. Finally, the Schottky-barrier height of the buried metal 
discs is obtained from photo-conductivity measurements. 

1. Introduction 

The creation of semi-insulating semiconductor materials has attracted much attention in the past, due 
to applications as insulating substrates, buffer-layers, and regrown layers in complicated structures 
such as lasers. A common way of realising the semi-insulating behaviour is to compensate the 
shallow dopants with deep-levels, for instance Cr in GaAs, which pins the Fermi-level in the middle 
of the band gap. However, it would be advantageous to create isolating layers in a controlled way 
without the compensation by defects, which may easily diffuse to active regions in the devices. 

A special attention has been given the properties of GaAs, grown by Molecular Beam Epitaxy 
at low temperatures. In this material, arsenic precipitates can be formed, which have been proposed to 
act as buried Schottky contacts [1]. However, in the same material, a large amount of As-antisites has 
been detected by spin-resonance measurements [2]. Both mechanisms may lead to the formation of 
the observed semi-insulating behaviour. Numerous investigations have been made to clearify this 
issue, with results supporting either model. The purpose of this paper is to, in a controlled test 
experiment, investigate the effect and operation of buried nano-Schottkies in GaAs. Simultaneously, 
the used fabrication method offers a novel way for creating vertical isolation in complex circuits and 
for realisation of local injection with sub-micrometer openings [3]. 

2. Structure 

A schematic of the structures used for this investigation is shown in fig. 1. 300 nm GaAs, Si-doped 
to 2 10'6 cm-3, was grown on a (100) substrate by Metalorganic Vapour Phase Epitaxy (MQVPE) 

Ohmic contact 

Ohmic contact 

 I 

GaAs n+-cap 

300 nm GaAs 
(2x1016 cm"3) 

- Embedded W discs 

_300 nm GaAs 
(2x1016 cm"3) 

-GaAs n+-substrate 

Fig. 1 A fabricated structure is shown to the left and a Scanning Electron 
Microscopy image of W discs before overgrowth to the right. 
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Fig. 2 Room-temperature conductance for structures with varying spacing between the discs. 

Structures with tungsten (W) discs were defined by electron beam lithography and subsequent metal 
evaporation in a lift-off process. Tungsten was chosen as metal due to is outstanding thermal stability 
in GaAs, even during overgrowth [4], and in separate structures we measured a Schottky barrier 
height of 800 meV for buried gratings. The buried discs of 50 nm diameter were arranged in regular 
2D square lattices. Structures with different periods in the pattern were included in order to study the 
change in conductance with respect to metal density. After cleaning, the sample was introduced into 
the growth chamber and all structures are covered by 300-nm-thick, single crystalline GaAs with the 
same doping. The details of the growth conditions were identical to our previously used conditions 
and they are described elsewhere [5]. Finally, mesas were formed and ohmic contacts were defined 
on the top of each mesa and to the substrate. 

3. Characterisation 

3.1 Conductance 

The vertical current transport between the top and bottom ohmic contacts were measured for each 
structure at room-temperature to study the influence of the Schottky depletion around the buried metal 
discs on the conductance. In Fig. 2, the measured conductance are shown. The indicated reference 
level is the conductance of control structures without any buried discs. As metal discs are introduced 
into the GaAs, the conductance decreases due to the smaller, un-depleted area available for the current 
transport. However, as can be seen in the figure, only a minor change in conductance with increasing 
disc density is obtained for a spacing larger than 400 nm between the discs. In contrast, the 
conductance drops by 3 orders of magnitude for the structures with 300 nm between the discs, and 
for the structures with 200 nm separation, a change by 7 orders of magnitude is observed. Thus, a 
semi-insulating layer has been obtained by introducing W discs with a separation of 200 nm into the 
GaAs. The dramatic change in conductance indicates that overlapping depletion regions start to form 
at a disc spacing of around 400 nm for this chosen doping level as discussed below. 

3.2 The potential barrier from overlapping depletion regions 

In order to measure the potential barrier that is formed by the depletion regions, the temperature- 
dependence on the current transport was measured. Since the metal discs are arranged in square 
patterns, we believe that the current transport is going through the centre between the four discs in 
each unit cell of the buried disc lattice. Thus, the minimum in the metal-induced potential barrier can 
be deduced from temperature dependent measurements. Assuming that the current transport over the 
barrier can be described by thermionic emission 
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the barrier, <p, can be deduced in Arrhenius plots. Now, the current level was measured at an applied 
bias of 0.01 V for varying temperatures and structures, and the obtained barriers from the Arrhenius 
plots are shown in fig. 3. This graph verifies the presence of overlapping depletion regions, as seen 
by an increase in the barrier, and it also explains the dramatic change in the conductivity as observed 
in fig. 1. We hence conclude that the semi-insulating behaviour in our material is created by 
overlapping depletion regions from the buried nano-Schotfkies. 

3.3 The Schottky barrier height 

In this investigation, the height of the metal-semiconductor Schottky barrier of the buried nano- 
Schotfkies have been deduced from photo-conductivity measurements. A bias of 0.5 V was applied to 
the top ohmic contact and the steady-state current level was measured between the two ohmic contacts 
during illumination at 77 K. Photons are absorbed in the buried layer and carriers are released from 
the metal, which results in an increased conductivity in the semiconductor between the discs. The 
maximum change in conductance we observed, was an increase by 3 orders of magnitude when the 
structure was illuminated. According to the Fowler theory, the photoresponse, R, is expected to vary 
with the photon energy as 

, .2 
R<x:[hv-hv0) 

where v0 is the Schottky barrier height [6]. Indeed, plotting the square root of the measured photo- 
conductivity versus photon energy, a linear relationship is observed with a threshold of 840 meV as 
shown in fig. 4. In order to compare the barrier of the buried nano-Schottkies with macroscopic 
diodes, the sample also included W squares with 100 |im in side-length. Due to the selectivity 
between W and GaAs in the growth, the squares were not covered by GaAs and these diodes could be 
contacted directly after the overgrowth. The obtained values from the forward current-voltage 
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characteristics (800 meV) and from photo-conductivity measurements (880 meV) of these 
macroscopic diodes are included in fig. 4. The close agreement between the barrier heights is a strong 
indication that the W nano-discs do form a Schottky barrier to the GaAs and that the observed photo- 
conductivity is caused by carrier emission from the buried metal discs. 

4.  Conclusions  and discussion 

Patterns of tungsten discs with a diameter of 50 nm have been introduced in GaAs in a controlled way 
and the effect on the conductance in the GaAs has been measured. It is shown that the vertical 
conductance is reduced by 7 orders of magnitude as the disc separation is reduced from 400 nm down 
to 200 nm. The origin of this enormous drop in conductance is the formation of a potential barrier 
from overlapping depletion regions around the nano-Schottkies. A potential barrier of 550 meV has 
been measured for the structures with 200 nm separation between the discs. Furthermore, a Schottky 
barrier height of 840 meV for the buried metal discs have been measured by internal photo-emission. 
This Schottky barrier height is found to agree very well with the corresponding barrier which we 
measured for macroscopic W-GaAs diodes. The presented data show that semi-insulating GaAs can 
be created in a controlled way by overlapping depletion regions from metallic nano-Schottkies on a 
floating potential. This technique can be used for realisation of local injection in devices and circuits. 

The authors would like to thank H. Pettersson, L. Montelius, and S. Anand for fruitful 
discussions during this work and the Swedish National Board for Technical and Industrial 
Development, the Swedish Foundation for Strategic Research, and the Swedish Natural Science 
Research Council for financial support. 
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Comprehensive Simulation of Quantum Well Lasers 
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Abstract. We demonstrate a simulation tool which treats a fiill two dimensional cross section of a semicon- 
ductor laser diode with multiple quantum wells in the active region. The free carrier transport, the bound 
quantum well populations, the capture of carriers into the quantum wells, the gain and spontaneous emission, 
the transverse optical mode and the photon mode population are all treated in a fully coupled and self consis- 
tent solution for each bias of the laser diode. The simulations are illustrated for an EMBH laser structure with 
seven quantum wells in the active region. 

Optoelectronic devices pose a diverse range of problems for simulation. Many aspects of the 
device performance can be understood with phenomenological models. However, the demands for 
improved performance, especially in the telecommunications arena, drive a real need for predictive sim- 
ulation tools based on a microscopic understanding of the physical device. This is a very challenging 
problem. The operation of a semiconductor laser diode depends on carrier transport on the scale of 
microns as well as quantum mechanical processes on the scale of 100 Ä. These disparate scales must 
be treated simultaneously along with the optical field in the device. In recent years, several groups have 
worked on integrated models for the operation of quantum well lasers [1-4]. In this work, we integrate 
the necessary physical models with efficient numerical algorithms. This allows realistic simulation of 
the full two-dimensional cross section of the laser diode in a tractable amount of computer time. 

As an overview, consider the flow of carriers from the external contacts through a typical semicon- 
ductor laser diode (Fig. 1). A laser is a fully three dimensional device which can be conceptually parti- 
tioned into an x-y cross section with a p-i-n diode structure and an extended optical cavity along z with 
mirrors on either end. The diode under forward bias results in simultaneous injection of electrons and 
holes into the n- and p-type cladding respectively. Flow of these carriers is governed by conventional 
semiconductor transport equations. The optically active region of the device is typically a lower band 
gap material. This double heterostructure both confines carriers and provides a higher refractive index 
region which confines the optical mode in the x-y plane. Accumulation of the electrons and holes in the 
active region under forward bias leads to optical inversion providing gain for the lasing mode. In a 
quantum well laser, the lowest bound electron and hole states in the wells provide the gain. This sepa- 
rate two dimensional population of carriers is coupled to the bulk-like three dimensional carriers by 
capture and emission processes. When the material gain due to the accumulated carriers approaches the 
other losses experienced by the photon mode in the optical cavity, stimulated emission of photons 
becomes significant. The stimulated emission time competes with other important time scales in the 
carrier transport: diffusion times, capture or emission times, and energy relaxation times. This has 
important consequences for the laser operation, particularly under high frequency modulation. So far, 
these issues arise for one-dimensional transport. In many applications, it is essential to have a single 
lasing mode. Therefore, the transverse waveguide formed by the active area will only have a few 
micron extent. At the same time, an efficient device requires that most of the current flow through this 
active area. Designs to restrict the current pose additional problems for simulation of the carrier trans- 
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Figure 1. Schematic illustration of a semiconductor laser diode cross section (left) and energy band profile for 
the active region (right) indicating some of the microscopic processes. 

port through the device and require that the full x-y cross section be treated. 

These basic processes in the laser are embodied as follows. The electron and hole densities are 
decomposed into a classical three dimensional population (n, p) and confined populations in each quan- 
tum well (nq, pq). The carrier transport is described by classical drift-diffusion equations [5]: 

-V.(eWA) = q{p + Pq-n-nq + ND-NA), 

±V./„ -iR + cp), 

where Vh is the electrostatic potential, E is the dielectric constant, ND and NA are the ionized donors and 
acceptors, Jn and Jp are the electron and hole current densities and R and C are the recombination and 
capture rates. The equations are written for the steady-state case. 

The confined carriers in the quantum wells occupy bound subbands which must be computed quan- 
tum mechanically: 

(H0+Vh)y = Ey . 

The Hamiltonian used here is an eight band effective mass model to which the electrostatic potential is 
added. The solutions provide the subbands and dispersions as well as the input for the calculation of the 
optical properties of the quantum wells including the gain [6]. The number of carriers in each well is 
determined by rate equations which balance the capture and emission, the stimulated emission and the 
other recombination mechanisms (written here for steady-state): 

C-GS-R„ = 0, 

Cp-GS- R« = 0 

The recombination mechanisms for the bound carriers in R,, include the spontaneous emission, which is 
calculated directly along with the gain, as well as other mechanisms such as Auger which are included 
phenomenologically. The stimulated emission term consists of the modal gain G computed from the 
bound states using a density matrix formulation and the photon population in the lasing mode, S. These 
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equations are repeated for each quantum well and may be generalized to more than one photon mode. 

The shape of the transverse optical mode is described by a scalar wave equation: 
2 2 

V2(|> + A: scj> = TC d> , 

where k is the vacuum wavevector and K is the modal propagation constant. In general, the dielectric 
constant depends on the carrier density distribution in the device. The longitudinal optical cavity along 
the z-axis defines a set of cavity modes, each with an associated loss, or lifetime. The number of pho- 
tons in each mode is determined by an integral rate equation: 

G-f]s+VRsp = 0, 

where G is the modal gain, xp is the photon lifetime and ß describes the small coupling of the spontane- 
ous emission into the cavity mode. For the present simulations of the laser cross section, information 
on the longitudinal modes must be supplied externally. In general, the photon lifetime (loss) depends 
on the carrier density distribution in the device due to free carrier absorption. 

The equations describing the laser form a strongly coupled non-linear set which must be solved 
simultaneously for each bias of the laser. We discretize the transport and integral rate equations. The 
resulting set of order 20,000 algebraic equations are solved iteratively using a Newton update method. 
At each iteration, the eigenvalue problems associated with the optical mode and the subbands in the 
quantum wells are solved directly. A key feature of laser simulation is the threshold behavior of the 
photon population which rises by several orders of magnitude as the gain approaches the photon life- 
time. A set of slack variables are introduced to insure stable and efficient convergence of the numerical 
solutions. The final set of equations are well conditioned and the algorithm is quadratically convergent. 
We have discussed these issues elsewhere [4,7]. 

To illustrate the simulations, we consider a multi-quantum well laser with an active layer which is 
roughly representative of 1.3 um telecommunications lasers based on the InGaAsP materials system on 
an InP substrate. The 150 A quaternary alloy barriers have a bandgap of 1.05 urn while the strained (1% 
compressive) 70 Ä wells have a band gap chosen so that the lowest quantized transition occurs at 1.33 
um. The resulting gain and spontaneous emission computed from the eight band model are shown in 
Fig. 2.   The splitting between the TE and TM spectra corresponds to the light hole to heavy hole sepa- 
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Figure 2. Calculated modal gain per quantum well (left) and spontaneous emission (right) spectra in the TE 
(solid) and TM (dashed) polarizations for n = p = 1, 2, 3,4 and 5 xlO12 cm"2. 
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Figure 3. Schematic cross section of the EMBH laser simulated (right) and an expanded view of the region 
around the active layer (left). Half the device is shown. The quantum wells are still not easily resolved on this 
scale. The grid shown illustrates the topology of the mesh. The actual mesh is substantially refined. 

ration resulting form the mass difference and the strain. Compressive strain suppresses the TM gain. 
The peak of the gain is quite close to 1.3 urn. These spectra are calculated for a single quantum well 
under flat band conditions. The same full quantum calculation is done for the gain at the laser mode 
energy and for the integrated spontaneous emission rate at each iteration of the full device calculation. 

The active region of the device studied here is composed of 7 wells. These are embedded in a 
diode with a so-called EMBH structure illustrated in Fig. 3. Contact is made to the top p-layer and the 
bottom n-layer. The floating n-layer and the i-layer serve to constrain the current to largely flow 
through the active layer at the center. The region labeled 'MQW includes the 7 wells, 6 barriers and 
two further layers (700 A) of 1.05 ^m band gap to help confine the optical mode. A critical issue in the 
solution of the device equations is to achieve an adequate mesh for accurate discretization. Figure 3 
gives an indication of the mesh topology that is necessary to accommodate both the small length scale 
quantum well regions as well as the wider areas of the device (width of 5 urn shown). 

Many features of the device can be studied with a quasi-one-dimensional simulation. This is equiv- 
alent to simulating a wide area diode. We choose the mirror loss corresponding to a Fabry-Perot device 
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Figure 4. Photon number versus input current on a log (left) and a linear (right, xlO7) scale. This is related 
to output power by a conversion factor involving the length of the laser and the mirror reflectivity. 
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Figure 5. Band diagram for a voltage well above threshold (left) and the ratio of the gain in each well to the 
total loss as a function of current (right). 

with cleaved facets and a cavity length of 1 mm. Waveguide loss and free carrier absorption are not 
included for simplicity, but can be at no additional cost in simulation time. The resulting light-current 
curves are shown in Fig. 4. The extended light-emitting diode region below threshold is followed by a 
roughly 6 order of magnitude rise in photon number at threshold. The threshold current is about 10 
mA. Linear output is found above threshold since leakage current is minimal in the quasi-one dimen- 
sional case. The value of threshold is reasonable, but of course strongly dependent on the assumptions 
concerning loss as well as the Auger recombination coefficient (here chosen to be 2xl0"29 cm6/sec). 

Interesting features already appear in this one dimensional simulation. Firstly, the active region of 
the device is not in truly flat band conditions as seen in Fig. 5. This depends in part on the doping levels 
assumed, here 2xl017 for the separate confinement layers and 2xl015 for the well and barrier regions. 
The gain in each well is very sensitive to the local band profile and carrier density. The bound electron 
and hole populations vary substantially among the wells as shown by the difference in gain between the 
well nearest the p-contact and the ones closer to the n-contact. The gain is shown relative to the total 
loss, so the sum of contributions must approach unity above threshold. Especially at large laser output, 
most of the gain is supplied by a single well. This result depends in detail on such factors as the model 
for carrier capture into the wells, the device temperature and the other recombination mechanisms. It 
illustrates the competition between the rate for stimulated emission and the times associated with trans- 
port of carriers. Similar results have been seen in previous simulations [2, 3]. 

Full two dimensional simulations allow further microscopic details of the laser operation to be 
studied. Figure 6 illustrates this. Whereas the quasi-one dimensional simulation shows linear light ver- 
sus current up to high bias, the full EMBH diode simulation gives a dramatically non-linear output. 
This is largely due to leakage paths which open up through the i-layer. This is illustrated by the rela- 
tively high carrier density in the i-region. This is shown in Fig. 6 for the three dimensional electron 
density. Other interesting details can also be found. The electron density in the active region is actually 
highest in the region near the p-contact. This is closely related to the strong variation in the gain among 
the various wells highlighted in Fig. 5. The holes tend to accumulate more in the wells nearest the p- 
contact because of the relative difficulty of moving them through the quantum well stack on a time scale 
which is in competition with stimulated recombination. The electrons tend to follow the holes to mini- 
mize the electrostatic energy and to support the relatively higher capture rate in those wells demanded 
by the stimulated emission. 

This paper briefly describes an efficient and comprehensive laser diode simulation tool. Full bias 
scans can be done in minutes for the quasi one dimensional case and in one to two hours for the full two 
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Figure 6. The light current curve for a full two dimensional simulation is compared to the one-dimensional 
case highlighting the carrier leakage around the active region at high bias (right). The three dimensional elec- 
tron distribution near the active region is shown in gray scale (left) for a high bias 

dimensional cases, both on workstations. This opens up the opportunity for detailed comparison to 
experiment. Possibilities include small and large signal modulation response, dynamic impedance and 
optical spectra. 
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Abstract - A Monte Carlo model has been used to estimate the excess noise factor in thin p+-i-n+ GaAs 
avalanche photodiodes. The model predicts a decrease in excess noise factor as the multiplication length 
decreases from 1.0 to 0.05um, in good agreement with recent experimental measurements. Our simulations 
suggest that electron initiated multiplication in short devices has inherently reduced noise despite higher 
feedback from hole ionization, as compared to long devices. This low noise behaviour in short devices is 
explained from the ionization path length distribution. 

1. Introduction 

Recent experimental measurements on GaAs avalanche photodiodes(APDs) [1,2] have shown a 
significant reduction in excess noise factor, F as the length of the multiplication region decreases below 
one micron. This improvement in noise performance cannot be attributed to a large difference in the 
magnitude of the electron (a) and hole (ß) ionization coefficients as argued from Mclntyre's theory [3]. 
This is because, as the device shrinks in length, the operating electric field increases and a and ß tend to 
approach one another [4]. Thus, the Mclntyre noise theory cannot be a true representation when the 
length of the multiplication region is small. It has been noted earlier by Van Vliet et al. [5] that the 
continuous Mclntyre noise theory is not applicable when the number of ionization per primary carrier 
transit is small. Although this theory has been used successfully by Hu et al.[l] to fit to their 
experimental data for GaAs APDs with multiplication lengths < 1.0 urn, it requires an unreasonable 
ratio of ionization probabilities. They conclude that the electron ionization probability is considerably 
enhanced in short devices, compared with the hole ionization probability. Marsland et al.[6] used a 
numerical method for determining F, based on the 'lucky drift' model of carrier transport. Their 
computer simulation of carrier transport is able to describe the random variations in multiplication. 
However, these authors point out that their idealized lucky drift' model of carrier transport gives only 
an approximate description of multiplication noise. In this paper, we apply a similar technique to 
estimate F, but use a Monte Carlo (MC) model for carrier transport to investigate the dependence of F 
on multiplication length in short GaAs APDs. 

2. The Monte Carlo Estimation of Excess Noise Factor 

The Monte Carlo model used in this work is similar to that reported by Dunn et al.[7]. This 
model has proven capable of calculating accurately electron and hole mean energies, drift velocities, 
ballistic overshoot and impact ionization coefficients, as well as the associated dead space and spatial 
dependence of ionization. The excess noise factor, F, is estimated following the approach introduced by 
Marsland et al. [6]. F is defined as F =  <M2> / <M>2 , where <M> is the mean multiplication and 
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Fig. 1: The electron multiplication curve versus applied 
voltage(V) for the range of GaAs PIN diodes with width as 
shown. 
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Fig.3: Ratio of Nh / N„ of the number of hole to electron 
ionization events, for electron injection as a function of 
mean multiplication. 
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Fig.2: Excess noise factor versus mean multiplication for 
electron initiated multiplication in PIN GaAs diodes. Solid 
lines depict the results of Mclntyre's theory (k = p/a) and 
symbols denote values calculated from the Monte Carlo 
model. 

<M2> is the mean square multiplication. For electron (hole) initiated multiplication, an electron (hole) is 
injected 'cool' from one edge of the multiplication region and both the motions of the primary carrier 
and of the carriers generated subsequently are considered simultaneously within the MC framework. 
The total number of ionization events, NT is recorded when all the carriers have left the multiplication 
region; the multiplication for that trial is then given by, M = NT + 1. By repeating the procedure for 
many trials, <M>, <M2> and F can be calculated. The number of trials is extended until successive 
values of F differ by less than 10 . 

3. Results and Discussion 

In this study, the p+-i-n+ structures were simulated using the depletion approximation with p+ 

and n+ doping density of lxl018cm"3 and undoped i-region lengths of 0.05, 0.1, 0.5, and l.Oum. 
Simulated multiplication characteristics, shown in figure 1 for electron multiplications are in good 
agreement with the experimental measurements of Plimmer et a/. [8]. Figure 2 shows the MC estimated 
excess noise factor for electron initiated multiplication for all devices as a function of mean 
multiplication value up to <M> = 10. Also shown in the figure for comparison are the excess noise 
factors calculated from the Mclntyre noise theory for different constant k values. The MC estimated 
values of F for all four devices increase monotonically with <M>. Very importantly, over the whole 
range of <M>, F decreases with decreasing length of the multiplication region. A similar multiplication 
noise characteristic was observed for hole injection in these devices. This is consistent with recent 
experimental measurements [2]. In shorter devices the electric field must increase to maintain the same 
value of <M>. For  GaAs  the  ratio ß/a increases with electric field and so might be expected to 
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Fig.4: Distribution of multiplication P(M) for single 
electron initiated multiplication in GaAs APDs with 
multiplication length, w= 0.05, 0.1 and 0.5um. The mean 
multiplication value and excess noise factor for each 
device are shown in the corresponding figure. Insert are 
results plotted to a linear scale. 

increase the feedback ratio for electron injection, Nh/Ne, the ratio of the number of hole-initiated to 
electron-initiated ionization events, as seen in figure 3. This is accompanied again by a reduction in F 
(Fig.2), contrary to our expectations from the Mclntyre model, in which multiplication noise is 
increased by feedback ionization from the opposite type of carrier from that injected. 

The probability functions P(M) for electron injected multiplication are presented in figure 4 for 
applied voltage, Vapp = 5.3, 6.55 and 18.32V for increasing device length and corresponding to <M> of 
-5.1. These distribution histograms are seen to narrow as the i-length decreases from 0.5 to 0.05nm, 
specially evident in the tail at high values of multiplication which is particularly important in determining 
<M2>. In figure 4, we also present these results on a linear scale in the insets. From these it can clearly 
be seen that in long devices (0.5iaxri) the multiplication distribution is monotonicatty decaying. 
Moreover, the peak in probability is shifted closer to the mean value in shorter devices. The probability 
that an electron will traverse the device without initiating impact ionization P(M = 1) reduces from 0.29 
to 0.15 as the multiplication length decreases from 0.5 to 0.05nm This more deterministic behaviour is 
one of the main reasons for the low noise behaviour in short devices, where the high electric field 
enables more carriers to reach the impact ionization threshold energy for the same <M>, compared to 

long devices. 
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The normalized ionization path length distribution functions, S(^) for electron are shown in 
figure 5 for electric field, E = 300, 600 and 900kV/cm. These distribution functions were calculated by 
making a histogram of the distance travelled by a single electron between successive ionization events. 
For long devices (i-length >0.5itm) with operating electric field about 300kV/cm or less, S(^) is 
approximately exponential with a very small displacement from the origin. As the devices become 
shorter and the electric field increases to maintain <M>, the length scales of the distribution functions 
contract, corresponding to a larger ionization coefficient. Moreover, the displacement in the peak of 
S(t) now becomes more prominent, indicating the increasing importance of the dead space for short 
devices. This result shows clearly that the implicit assumption in Mclntyre's analysis, that the ionization 
path length distribution function is a simple exponentially decaying function, is not correct at high fields. 

As can be seen in figure 5, the dead space represents a significant portion of the multiplication 
length in short devices. It serves to reduce the probability of higher order ionization events, as the 
subsequently generated carriers need to travel a larger fraction of the remaining device length (the dead 
space) in order to cause an impact ionization. As a result, the length of the multiplication chains in short 
devices is limited as the subsequently generated carriers are more likely to leave the multiplication 
region without inducing further impact ionization. This consequently narrows the probability 
distribution for multiplication as shown in figure 4. Hence, in short devices a lower excess noise factor 
is possible for electron initiated multiplication, despite the higher feedback from hole ionization, since 
the fluctuations introduced by higher order ionization process are reduced by the dead space effect. 

4. Conclusions 

The multiplication noise in GfaAs p+-i-n+ APDs has been investigated using MC simulation. We 
have demonstrated clearly that the excess noise factor depends strongly on the deviation of ionization 
path length distribution function from the conventional assumed exponential distribution as the 
operating electric field increases in short devices. Simulation results suggest that electron initiated 
multiplication in short devices has inherently reduced noise despite higher feedback from hole 
ionization, as compared to long devices. Hence, a low noise and high speed APD structure is achievable 
even with materials having almost equal electron and hole ionization coefficient by using a submicron 
multiplication region. 
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Abstract. The paper presents an efficient approach to evaluate the performance of electron devices under 
non stationary operation through an accurate mixed physics-electromagnetic based model. The analysis 
couples a three-dimensional (3-D) time domain solution of Maxwell's equation to the electron device model. 
The electron devices model is based on a simplified version of the first three moments of the Boltzmann 
transport equation (BTE). By means the proposed physics based model a conventional 0.2 um HEMT has 
been simulated. The numerical results show the effect of the interaction between electron and fields on the 
behavior of high frequency FETs. 

1. Introduction 

Over the past few years an increasing interest in the development of integrated CAD environment for 
MMC's (Monolithic Microwave Integrated Circuits) and MMMICs (Monolithic Millimetre wave Integrated 
Circuits), which include process simulation, device simulation, circuit analysis and optimization, has led to 
the implementation of very powerful CAD tools. As the frequency of operation increases, the requirements of 
the CAD tools become more stringent, due to the growing interactions between different elements, both active 
and passive, on the circuit, and of the increased importance in parasitic effects. It is even more evident for 
monolithic circuits where the adjustment and trimming of the original design is too costly. Including active 
device modeling in the CAD analysis, arises from the need of adjusting their geometry, e.g. number and 
length of gate fingers, so as to achieve design optimization. In order to do this it required simultaneously 
perform both accurate electromagnetic analysis and the physical modeling of the active device. Some valuable 
works were performed in the area of investigating the electromagnetic (e.m.) wave effects within microwave 
transistors. The usual approach consists of simultaneously solving both the electromagnetic problem and 
charge transport problem [1]. This approach is useful to gain an detailed view of the transistor behavior and to 
improve in transistor design optimization. This requires an approach which is capable of implementing the 
model without requiring too much of computing time. Different strategies has been applied for circumvent 
that limitation [2]. 

A new approach combining a full-wave time-domain electromagnetic simulation with a quasi-2D physical 
simulation to analysis the basic transistor structure is presented in [3]. The method combines both high 
accuracy and speed, as required by practical circuit design. The proposed method was applied to a typical 0.2 
um AlGaAs/GaAs HEMT, where realistic geometry and material parameters were introduced. The numerical 
simulations are given in the results. 

2. Model Description 

The model consist of a link between a quasi two-dimensional model of a high electron mobility transistor and 
a finite difference time domain electromagnetic simulator. At first, the transistor active region is subdivided in 
elementary sections along the gate finger width. An elementary device was associated to each individual 
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section, whose non-stationary charge transport is treated as a quasi-two-dimensional problem [4]. This 
scheme is based on the assumption that the charge flow, normal to this direction in the active layer, can be 
neglected. In the model proposed, all sections are represented by an elementary transistor. The aim of this 
research is to implement a 3D non stationary analysis of the transistor. That is obtained by coupling the 
individual sections with a finite difference time domain electromagnetic analysis. The e.m. of the transistor 
structure, outside the active region, includes pads and metalisations. The electromagnetic problem was solved 
by introducing both an external generator and a local current source, which represents the electrical 
phenomena taking place in each elementary section of the active layer. Due to the non-linear nature of the 
active device, at all time-steps a number of iterations are required. The DC analysis was performed only for 
the active device, owing to its non-linear behavior, while AC analysis was performed for both of them. In the 
approach, the analysis of the bias condition is independently performed by that of transient and steady-state 
conditions. The transient and steady-state fields, which are computed by a conventional finite difference time 
domain code and the DC fields are related by the curl equations: 

v(H(x,,)+n(x)) 
d(E{x,t) + E{x,t)) 

? It 
+ JBD(*.')   i   v(E{x,t) + E{x)) 

d(R{x,t) + H(x,t)] 

Above, E and R represent the non DC components, while E and H are the DC components. JED represents 
the current density flow in the elementary device. The above equations clearly denotes the claimed possibility 
of separately analyzing DC and non DC fields. 
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Fig. 1: flowchart of the proposed technique 

The flowchart describing the sequence of the operation is shown in Fig.l. The elementary devices were 
modeled on the most important phenomena occurring in the active area of the electron device under analysis. 
Starting from the basic transport equation for electrons, derived from the Boltzmann transport equation which 
was simplified by a nil spatial variation of the electron energy; electron velocity; the electron temperature. The 
reduced model is: 
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dn(x.i) 

dt 
dv{x,t) 

dt 

dw(x.t) 

+ VJED(xj) = 0 

 E(x,t)~   K    ' 
n'(w) ,(w) 

= ev(x.t)E(x.t)- *(*>')- 

the charge control law that has been solved along with the transport model is represented by the equation: 

AV 
'i+r-NT-*

v* 
{Vch -Vsur) 

where: ß = — and r = 0.385-10~"/?, Kh is the potential into the 2DEG channel and Vsur the corresponding 

surface potential, [5]. The quantities TW, TP and m are functions of the energy w, while w0 depends on the 
lattice temperature T0, which is evaluated using a Monte Carlo simulation. The main problem was represented 
by the difference occurring between the volumes subjected to e.m. and the transport phenomena. It is evident 
that there is a difficulty in modeling, using the same cell size. To circumvent this problem the effect related to 
the charge transport was included in a density current component flowing at the interface between the 
AlGaAs layer and the air (Fig. 2). Thus only the surface field components interact with the charge flow in the 
channel, while the gate current was modeled with a current wire perpendicular to the gate metalization. These 
are the main differences between the proposed approach and the approach described in [1], where a full 
bidimensional iteraction between fields and current is accounted in the active region. 

u«)   My) 

Fig. 2: Modelization of the interaction between field and charge transport. 

However, in most FET structures for MMMIC applications, two dimensional modelling based on the 
hydrodynamic approach show that the current density lines are all enclosed in a 100 nm region beneath the 
gate contact. Due to the dimension of the buffer layer, typically 100 um, one can assume that there no 
dramatic change in the performance of the device. The scheme is shown in Fig.2. 

3. Results 

In order to evaluate the effect of the interaction between electrons and fields on the behavior of high frequency 
FETs, a simulation of a 0.2 urn AlGaAs/GaAs was carried out. The device considered has a two finger, 10 
um width and was constructed in the 'T' shape. The small amplitude test signal was a 80 GHz sinusoid 
modulated by a 160 GHz gaussian waveform. The transistor performance were evaluated in a broad 
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frequency spectrum. The drain metalization was terminated by a 50 fi load resistor and the source 
metalization was grounded. The effect of the interaction between the active region and the wave propagating 
through the metalization is shown in Fig. 3. In Fig. 3 there is a comparison between, the output signal of the 
transistor, i.e. 'active' trace, and the one obtained running the simulation without the effect of the elementary 
devices, i.e. 'passive' trace. The effect of the device-wave interaction results in a delay and in an increase in 

the amplitude between the two waveforms, Fig. 3 a. 

V[mV] 

Fig. 3: Comparison between numerical simulation carried out with and without the effect of the active area, 
'active' and 'passive', (a) time domain response, (b) frequency domain response. Simulation data: gate 
length=0.2um; source and drain to gate distanced.2 um; AlGaAs thickness 61 nm ; doping 10+24 At./m" ; 
substrate thickness 100 urn 

A secondary effect is an increase in the dispersivity of the active structure compared to the passive one. This 
is due to the electron transport which slows the propagation along the drain metalization. The FFT of the time 
domain signals show that the active area increases the output signal circa 60 GHz, were the particular device 

structure optimizes the signal amplification, Fig.3b. 

4. Conclusions 

This paper presents a numerical model suitable for high frequency transistors given the interaction between 
the electromagnetic fields and the electron device. The proposed approach simplifies the model by the 
restriction of the channel charge transport at the interface between the air and the device. This method is 
sufficiently efficient from a numerical point of view, which is an important feature for the analysis of complex 
transistor structures. Finally the numerical simulation shows a frequency dependent device-wave interaction. 
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Abstract. Device simulations are essential to explore new device designs, optimize performance, and 
analyze the underlying physics. Nanoelectronic devices pose a new challenge in this area since conven- 
tional drift-diffusion simulators are not applicable. NEMO (NanoElectronic Modeling) is a new quan- 
tum device simulator based on a non-equilibrium Green's function formalism that simulates a wide variety 
of quantum devices, including RTDs, HEMTs, HBTs, superlattices, and Esaki diodes. Here we announce 
the general release of NEMO as a national resource freely available to the US scientific community. We 
will present NEMO calculations for InGaAs / AlAs and GaAs / AlAs RTD devices. 

1. Introduction 

Advances in epitaxial growth and device processing techniques have spurred development of het- 
erostructure devices based on quantum confinement and resonant tunneling effects. As these devices 
transfer from the laboratory to commercial applications, accurate device simulations will be essential 
to optimize device performance, explore new device designs, and to understand the quantum effects 
that drive the transport process. Conventional simulators such as PISCES cannot analyze nanoelec- 
tronic devices without resorting to ad hoc models that do not include the underlying physics of the 
quantum transport. 

To address this problem, we developed a general purpose 1-D quantum device simulator called 
NEMO (NanoElectronic Modeling). Here we announce the general release of NEMO as a national 
resource available free of charge to the US scientific community and describe some of its features. We 
also give examples of NEMO calculations for InGaAs / AlAs and GaAs / AlAs RTD devices. Detailed 
discussion of the NEMO theory and its application to various devices are given in Refs. [1], [2], and 
references therein. 

2. NEMO Features 

NEMO uses a non-equilibrium Green's function algorithm that can incorporate any combination of 
potential, band structure, and scattering models. This approach has proven to be applicable to a wide 
range of device designs, numerically stable, and computationally efficient. Table 1 illustrates the some 
of the devices, material systems, and output options available in NEMO. Table 2 lists the potential, 
band structure, and scattering models. 

CCC Code 0-7803-3883-9/98/S10.00 © 1998 IEEE 
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NEMO Features Devices Material Systems Output Options 

Variety of device designs RTD AIGaAs Current 
Long devices (> 100 nm) HBT InGaAs Energy Bands 
Large biases HEMT InAlAs Band Profile 
Temperature range 0 - 300 K MOS Silicon (MOS only) Transmission Coefficient 

Esaki diodes Energy Resonances 
Superlattices Charge Density 

Resonant Wavefunctions 
Density of States 

Table 1. A summary of features, device types, 
NEMO. 

material systems, and output options modeled with 

Potential Band Structure Scattering 
Thomas-Fermi Single-band effective mass Single Band 
Hartree Multiple decoupled single bands Acoustic phonon 

Hartree Non-parabolic single-band Polar optical phonon 
w/ exchange correllation k«p 2-band Interface roughness 

spV 10-band Alloy disorder 
Is'nearest neighbor Multi-Band 
2nd nearest neighbor Relaxation-time approx. 
spin-orbit coupling in contact layers 

Table 2. Models provided by NEMO. The user can mix any combination of these models to opti- 
mize calculation accuracy, execution time, and memory usage. 

A major thrust of the NEMO project was to provide a user-friendly tool designed for both scientific 
and engineering applications. To achieve this flexibility and ease-of-use, graphical user interface 
(GUI) development was a major part of the NEMO effort. The NEMO GUI gives user as much 
control as possible over every aspect of the simulation and plots the calculation results in real-time. 
Some of the key NEMO GUI features include: 

• Display and entry of all device, material, and simulation parameters. 
• Default values provided for material and simulation parameters. 
• Display of calculation results in 2-D, 3-D, and contour plots. 
• Real-time band profile calculation with mouse-adjustable Fermi level. 
• Plot Slicers to display slices of 3-D data sets. 
• Plot Slicers Linker connects all Plot Slicers to a cursor on the I-V data. 
• Library of exampleNEMO simulations. 
• Band Structure tool to display energy bands and electron density vs. Fermi energy. 
• Material parameter tool that displays material parameter equations and allows exploration of mate- 

rial properties vs. composition and temperature. 
• Operates on HP-UX, Sun, and SGI with possible extension to DEC/Alpha and IBM/AIX plat- 

forms. 

The Plot Slicer is particularly useful as it allows the user to review all of the calculation results and 
link them to a master slide bar connected to the I-V calculation. Figures 1 and 2 illustrate some of 
these graphical tools. 
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NEMO: OBTD.nem 
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FIG. 1. Overview of several of NEMO's interactive windows: (a) Main window compares a simulation of current vs. 
voltage for an optical resonant tunneling device (ORTD) to experimental data. The main window provides access to 
other tools used for the device design, (b) The energy band profile and resonance states calculated for the ORTD device, 
(c) 3-D display of the spectral function in the center of the ORTD. 

FIG. 2. Plot Slicers for the charge distribution (left) and band profile with energy resonances (right) linked to the current 
vs. voltage scan (center). The Link tool can couple all output graphs as a function of bias. Quick keys("<<" "»") 
switch the scroll bar between maximum and minimum extrema in the I-V data. 

3. Simulation Examples 

As an example, we illustrate RTDs built in two different material systems. The first device shown 
in the inset of Fig. 3 is an Ino.53Gao.47As / Ino.5iAlo.48As RTD operating at room temperature. NEMO 
employs a 10-band sp3s* bandstructure model to determine the non-parabolic E(k) dispersion for the 
InGaAs and InAlAs conduction bands.   A numerical integration method calculates the transmission 
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FIG.   3.   Current   vs.   voltage  characteristic   of  an 
Inos3Gao47As/ In052Alo48As resonant tunneling diode FIG. 4. Current vs. voltage characteristic of an GaAs 
(see the conduction band edge in the inset) at room / A'As resonant tunneling diode at a temperature of 
temperature calculated in a 10-band model with full- 4.2 K. A phonon peak is visible in the valley current 
band integration and no scattering in the central RTD region. 
region. 

including the dependence on transverse momentum. The predicted valley current and peak-to-valley 
ratio show good agreement with the experiment even though the simulation neglects scattering effects 
in the central quantum region (a relaxation-time approximation accounts for scattering in the reser- 
voirs outside the central region). This indicates that thermionic emission through the first excited 
quantum well state dominates the room temperature valley current. 

The second device is a GaAs / AlAs RTD measured at T=4.2K. The NEMO simulation shows that 
a polar-optical-phonon assisted tunneling process dominates the valley current (Fig. 4). If we neglect 
polar optical phonon scattering, the calculated valley current is too low by 3 orders of magnitude. 

4. Conclusion 

In conclusion, NEMO is a comprehensive, versatile, and user-friendly quantum device modeling tool 
with predictive capabilityfor a wide range of devices and operating conditions The general release is 
slated for the December 15 of 1997 at which time it will be available to any interested domestic inda- 
trial and educational facilities. To obtain NEMO, contact Gerhard Klimeck at Raytheon TI Systems, 
phone 972-995-5510, email gekco@ti.com. 
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Abstract. The theoretical investigations for the strain distribution and electronic structure 
of InAs pyramidal quantum dots (QDs) have been performed using the Keating potential 
and the sp3s* tight-binding method. The 161-, 1222-, and 4047-atom QDs on GaAs with 
no cap layers are studied. The strain energy is largest at the QD base layer and decreases 
rapidly with increasing distance from the base. We have calculated the energies, the wave 
function "inside" fractions, and the densities of states for the inside states and the surface 
states. The density of the inside states shows a large energy gap [2.71 eV (161-atom QD), 
1.74 eV (1222-atom QD)] due to the strong confinement effect. We find the surface states 
from the {lll}As facets, (100)In base, and {lll}In facets of the QDs, which are distributed 
in the different energy regions in the gap. 

1. Introduction 

Growth of self-assembled InAs quantum dots (QDs) on GaAs substrates has recently become 
promising to fabricate three dimensional confined structures. Molecular beam epitaxy [1] and 
metalorganic chemical vapor deposition [2] have been used to grow InAs QDs using the Stransky- 
Krastanov growth mode, in which the driving force of the QD formation is the lowering of the 
strain energy due to island formation. 

Theoretical calculations of the strain and electronic structure of the InAs QDs have been 
carried out using macroscopic methods; elastic continuum theory for the strain, and the effective- 
mass approximation for the electronic structure [3]. These methods are valuable especially when 
the QD has a large size and sharp interfaces. When the QD has a smaller size, or has surfaces, 
or has interfaces with atomic scale roughness or defects, atomic scale methods are then useful for 
calculating the strain and electronic structure. 

Recently atomic scale calculations for electronic structures have been carried out for Si 
spherical QDs using a tight-binding method [4] and for InP cubic QDs using a pseudopotential 
method [5]. However calculations for InAs QDs with realistic shapes and strain are not available. 

In this study, we calculate the strain distribution and electronic structure of InAs pyramidal 
QDs using atomic scale methods. For the strain calculation, we use the Keating potential [6] in 

which the strain energy is expressed in terms of changes in bond lengths and angles. For the 
electronic structure calculation, we use the tight-binding method with the sp3s* atomic orbital 
basis [7]. 

CCC Code 0-7803-3883-9/98/$10.00 © 1998 IEEE 
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2. Strain distribution 

2.1 Keating potential method 

The calculation of the strain distribution in InAs pyramidal QDs is carried out by the following 
two steps: 1) generate the initial atomic positions in the QDs on GaAs, and 2) modify the initial 
atomic positions in order to minimize the strain energy. We calculate the strain distribution for 
the "energy-minimized" atomic positions. 

We generate the initial atomic positions in the InAs pyramidal QDs on GaAs, in which 
the base plane of the pyramid is the (001) In-plane, the edges of the base are oriented along 
the [110] and [110] directions, and the pyramid facets are {lll}In and {lll}As planes (see the 
inset in Fig. 1). The initial atomic positions in the QDs are set identical to those in the InAs 
pseudomorphic epitaxial layer on (001) GaAs using the macroscopic elasticity theory. We generate 
161-atom, 1222-atom, and 4047-atom pyramidal QDs whose base lengths are 20 A, 44 A, and 68 
A, respectively. 

To minimize the strain energy, we use the Keating potential [6] in which the strain energy is 
expressed in terms of changes in bond lengths and bond angles. In the minimization process, the 
atomic positions on the base (001) In-plane are fixed to match the (001) As-plane of the GaAs 
substrate. The atomic positions above the base plane are moved in order to minimize the Keating 
potential; here each atom is moved in turn along the direction of the force on it determined by 
the Keating potential. 

2.2 Results of calculation 

Figure 1 shows the strain energy distribution in 
the 161-, 1222-, and 4047-atom QDs after the en- 
ergy minimization. In the three QDs, the strain 
energy (per atom on a layer) is largest at the base 
layer and decreases rapidly with increasing dis- 
tance from the base. The strain energy decreases 
less rapidly in a bigger QD, indicating a size ef- 
fect in the strain energy distribution. The sev- 
eral layers near the pyramid top have essentially 
no strain energy. For example, in the 161-atom 
QD, the top five (of eleven) layers have essen- 
tially no strain. The total strain energy stored in 
the 161-atom QD after the energy minimization 
is only 36 % of that stored in the QD with the 
initial atomic positions which are set identical to 
the atomic positions in the pseudomorphic layer. 
This decrease in the strain energy is clearly a driv- 
ing force for the QD formation in the Stransky- 
Krastanov growth mode. 

No. of Atoms 
(1) 161-atom 

(2) 1222-atom 

(3) 4047-atom 

(1\ (^V^* 

Base Length, I 
20.0 A 

44.0 A 

68.0 A 

Height, h 
15,5 A 

34,3 A 

53.3 A 

h   Ä^1l1l^ y    As \ 
(100)ln 

I 

1 Pyramid Top 

(2)                               (J) 

Layer Number 

Figure 1: Strain distribution in the 161-, 
1222-, and 4047-atom InAs pyramidal 
QDs. The strain energy per atom (ex- 
cluding surface atoms) on each layer ver- 
sus the layer number is shown. No plots 
are given for layers which consisit of only 
surface atoms. The pyramid base is at the 
layer number = 1. The pyramid tops are 
indicated by the vertical arrows. 
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3.1 Tight-binding method 

The electronic structure calculations for the QDs 
are performed using the sp3s" semiempirical tight- 
binding method [7]. In this method, the five 
atomic orbitals per atom (s, px, py. pz, and s*) 
are used for the basis. The tight-binding Hamil- 
tonian for an Af(o(a/-atom dot is a real symmetric 
{§Ntoial x SNtotai) matrix, where Ntotai is the total 
number of atoms in the dot. The eigenvalues and 
eigenvectors (or wave functions <£) are obtained 
by diagonalizing the Hamiltonian matrix. 

The tight-binding parameters for unstrained 
In As are taken from the values of Vogl et al. [7]. 
The spin-orbit coupling is not included in the 
present study. The changes in the interatomic 
matrix elements due to strain are treated by the 
d~2 rule for bond length d and the Slater and 
Koster formulae [8] for bond angles. 

To characterize a location, dot inside or sur- 
face, of the wave function $, we define the "wave 
function inside fraction" Finside as 

Finside = / |*|2dT     (Q = all inside atoms). 

161-atom dot 

Figure 2: Wave function inside fraction 
Finside (a) and the densities of inside states 
and surface states (b) in the 161-atom InAs 
pyramidal QD. Here "an inside atom" is definded as an atom 

with no dangling bonds.   Fin3ae —* 1 when \P is 
strongly confined in the dot inside, and Finsiie —> 0 when * is strongly localized on the dot surface. 
We define the "critical inside fraction" F?n!lidf, which is Fin3ide when \P is distributed uniformly in 
the whole dot. Clearly Ffnside = Nin3ide/Ntotai, here Ninside is the number of inside atoms. We can 
classify all wave functions in the QD into "inside" states and surface states as follows. 

* is an inside state (a surface state) when Finside > Ffnside {Finside < Ffnside). 

3.2 Results of calculation 

Figure 2 shows the wave function inside fraction Finaide [in (a)] and the corresponding densities 
of states for inside states and surface states [in (b)] in the 161-atom QD. Here Ninside = 66. In 
(a), we find two groups of inside states at the valence side and the conduction side, and several 
groups of surface states between the two groups of inside states. The above findings are reflected 
in the density of states in (b). The density of inside states shows a large gap (2.71 eV) due to the 
strong confinement effect of the QD. 

At the same time, we find several peaks of surface states in the gap due to the large number 
of surface atoms in the QD. The surface states are localized mainly on the {lll}As facets for the 
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energy range -1 eV ~ 0 eV, on the (100)In base for 0 eV ~ 1 eV, and on the {lll}In facets for 
1 eV ~ 2 eV, as indicated in Fig.2(b). These surface states are similar to those known for polar 

semiconductor surfaces [9]. 
Figure 3 shows the maximum energy of in- 

side states in the valence side (Ev) and the min- 
imum energy of inside states in the conduction 
side (Ec) for the 161-, 372-, and 1222-atom pyra- 
midal QDs. Here NinMe = 197 (372-atom QD), 
815 (1222-atom QD). The gap values are also 
shown. For the 1222-atom QD, 1000 eigenval- 
ues for the energy range —1.4 eV ~ 2.4 eV are 
calculated to obtain the density of states and the 
gap. We find that the gap becomes smaller with 
increasing the QD size due to the reduction of the 
quantum confinement effect. On the other hand, 
the peak positions of the density of surface states 
[{lll}As, (100)In, {lll}In] do not depend on the 
QD size. 

161 372 1222   Atoms 
1 

2.71 2.19 1.74   Gap (eV) 

£«(bulk InAs). 

______   £„(bulk InAs) 

y^^ ■ 

■ 

30 40 
Base Length (A) 

Figure 3: Ec and Ev for the 161-, 372-, and 
1222-atom pyramidal QDs. 

4. Conclusions 

The theoretical investigations for the strain distribution and electronic structure of InAs pyramidal 
QDs have been performed using the Keating potential and the sp3s* tight-binding method. The 
strain energy is largest at the QD base layer and decreases rapidly with increasing distance from 
the base. The density of the inside states shows a large energy gap [2.71 eV (161-atom QD), 2.19 
eV (372-atom QD), and 1.74 eV (1222-atom QD)] due to the strong confinement effect. We find 
the surface states from the {lll}As facets, (100)In base, and {lll}In facets of the QDs, which 
are distributed in the different energy regions in the gap. 
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Abstract: Profound characteristic changes of quarter micron PHEMT as functions of material and process 
related parameters have been examined based on a novel two-dimensional PISCES heterojunction simulation. 
The construction of the PHEMT input structure is based on the physical values obtained from experimental 
measurements. It has been found that gate recess spacing, surface states and buffer are the most influential 
parameters, other than gate length, 2DEG sheet charge density and saturation velocity, which affect the PHEMT 
performance. 

1. Introduction 
A heterojunction PISCES device simulator [1] is a powerful tool to study, examine, and 

design complicated devices such as Pseudomorphic High Electron Mobility Transistors 
(PHEMTs). The two dimensional (2D) heterojunction PISCES simulation used in this work [2] is 
based on the following models and assumptions: 

• Poisson's and carrier continuity equations 
• Impact ionization and carrier generation/recombination 
• Field dependent mobility with fixed saturation velocity 
• Drift-diffusion and hydrodynamic (HDM) models 
• Energy balance model for hot carrier transport 
• 60/40 rule for band discontinuity 

Calculations [3] for quantized energy states were not considered in this work due to a deficiency 
of the software, which causes the 2DEG population to increase with the donor concentration with 
no upper boundary. However, since the 2DEG density is initially matched by the actual 
experimental values, hence this deficiency does not limit the carrier transport and charge control 
computations. 

This study focused on examining some important PHEMT process and material related 
effects on gate recess and surface states, and 2DEG buffer charge injection, which have been 
empirically shown to affect PHEMT characteristics profoundly. Even though some of these 
effects are known in principle, it is useful to quantitatively assess the scale of influences of these 
parameters on PHEMT performance. 

The construction of the PHEMT input file is based on the physical values obtained from 
either device profile design or experimental measurements. The basic device used in this 
simulation is a pulse doped PHEMT structure, with a quarter micron gate length and a 3.5- 
micron drain-to-source spacing. It consists of an undoped Ino.2Gao.8As channel of 120 angstroms, 
an undoped Alo.24Gao.76As spacer layer of 30 angstroms, a pulse doped sheet charge of 4xl012 

cm , a 2x10   cm   doped Alo.24Gao.76As Schottky layer of 220 angstroms, and a 4x10   cm" 
doped GaAs ohmic contact layer of 450 angstroms. Figure 1 shows the measured and simulated 
I-V characteristics of the baseline PHEMT, where the simulated I-V curves match nicely with 

CCC Code 0-7803-3883-9/98/S10.00 © 1998 IEEE 
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actual PHEMT measurement data, and show good agreement in pinch-off and soft breakdown 
characteristics. 

During the construction of the baseline file, we found that certain special arrangements 
were needed to simulate the device characteristics correctly. One major step is to ground the 
buffer through a highly resistive contact (e.g., > lxlO6 ohms) in order to pinch off the device 
completely. Otherwise the simulated I-V characteristic can not be pinched off due to buffer 
charge accumulation or a self biasing effect as shown in the simulated electron concentration 
plot. 

2. Gate recess and surface states 
One of the most common variables and uncertainties in PHEMT processing is the control 

of the gate recess depth and spacing, which is affected not only by the etch chemistry but also the 
photoresist adhesion and preparation. For a typical PHEMT device, a short recess spacing of 
300-500Ä and a surface state density of 1.5 to 2.0xl012 cm"2 are determined to match the 
experimental data. However, this recess spacing can be extended to as long as 1500Ä or more 
under certain circumstances. The simulation shows that when the gate recess spacing increases, 
both the Idss and gm decrease due to reduced charge injection current and increased series 
resistance, and the impact ionization breakdown behavior diminishes due to lowering of the peak 
channel electric field near the edge of gate electrode [4]. At the same time, the surface state 
density of the ungated recess region plays an important role. It is useful to perform a systematic 
series of simulations by varying both gate recess spacing and surface state density. Figure 2a and 
2b illustrate the Idss and gra as functions of gate recess spacing with surface state densities of 1.0, 
2.0, 2.5, and 3.0xl012 cm"2 as parameters (A) through (D), respectively. It is obvious that in the 
high surface state condition, the device characteristics are more strongly influenced by the recess 
spacing. For a typical PHEMT fabrication process, a surface state density of 1.5 to 2.0x10   cm" 
is representative for a wet chemically etched, silicon nitride passivated recess surface. In Figure 
2a, the initial Idss drop from 250Ä to 500Ä is significant and somewhat independent of the 
surface state densities, which indicates a uniform reduction of sidewall injection current at the 
recess edge. When the recess spacing further increases, the charge injection component 
diminishes and the gm and Idss become more strongly dependent on surface states, which deplete 
the ungated recess area and increase the parasitic series resistance. 

Figure 3 shows Idsss and gm as a function of gate recess depth with a work function of 
5.1 eV. The recess depth is defined as the distance between the gate electrode and AlGaAs spacer 
layer, which is 30Ä above the 2DEG channel. One can see that the gra peaks at around 200Ä 
while the Idss decreases when the gate electrode is moved toward the 2DEG channel. When 
using a stop layer etch process for gate recess, these simulations become very useful in designing 
the optimum stop layer position for best obtainable gm and estimating the total sheet charge 
required for a desired Idss. 

3. 2DEG deconfmement and buffer layer charge injection 
In a PHEMT structure, GaAs or AlGaAs is typically used as the buffer layer. However, 

there is a significant parasitic current flow through the buffer directly below the InGaAs channel. 
This is mainly due to the charge injection from the 2DEG populated InGaAs channel into the 
buffer as a result of a high channel electric field (i.e., 2DEG deconfmement). This charge 
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injection behavior results in unwanted current flow through the buffer underneath the gate, which 
influences not only the saturation current but also the output conductance and transconductance. 

One approach to improve the buffer charge injection situation is to replace the normal 
GaAs buffer by a low temperature grown, highly resistive (i.e., with extremely low carrier 
mobility) GaAs layer [5,6]. Figure 4 shows the comparison of simulated total current flow 
between normal and highly resistive GaAs buffers, and shows that the current flow through the 
buffer is clearly suppressed by the highly resistive buffer. However, the simulation has also 
demonstrated that the 2DEG charge injection remains the same through comparing the electron 
concentration contour plots. Thus the current flow reduction is mainly due to the low mobility 
nature of carrier transport in such a buffer, where the injected electrons are decelerated due to 
frequent imperfection scattering. Because of the extremely low carrier mobility and velocity 
associated with the low temperature buffer, the injection current flow through the buffer 
essentially goes to zero which reduces Idss and output conductance, as shown in Figure 5. It 
should be mentioned that since the injected charge is "trapped" in the low mobility state of the 
low temperature buffer, the accumulated charges will eventually self bias the buffer to retard 
further injection until equilibrium is reached. Which implies that the low temperature or highly 
resistive buffers may improve the device isolation and output conductance, but the accumulated 
buffer charges could degrade the device high frequency performance at the same time. 

4. Conclusion 
We have demonstrated the usefulness of using a two-dimensional heteroj unction device 

simulator for solving practical problems with PHEMT fabrication. Through systematic 
simulation, one can generate quantitative assessment of how the material and process parameters 
affect the PHEMT performance and utilize them as process control and trouble shooting guide. It 
also aids in understanding the device physics of PHEMT operation, which is valuable for specific 
device design and new concept demonstration. 
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Figure 1 Comparison of simulated and measured 
0.25 micron PHEMT I-V characteristics. 
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Figure 5 Comparison of 0.25 micron PHEMT I-V 
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