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ABSTRACT

Accurate survival prediction is important for women with breast cancer because a woman's expected

survival determines her therapy, provides her with vital outcome information, and is one of the main

selection criteria for entry into new therapy clinical trials. For almost forty years breast cancer outcome

prediction has been based on the TNM staging system. This system it is relatively inaccurate, its accuracy

continues to decline as screening increases the early detection of breast cancer, and its accuracy cannot be

significantly improved. The objective of this research program is to replace the TNM staging system with a

computer-based clinical decision support system that provides the most accurate survival predictions

possible for women with breast cancer.

Methods

Three goals must be achieved in order to meet the objective of a useful, accurate clinical decision support

system for breast cancer. They are: developing the most powerful and efficient statistical techniques,

training of the prediction system with breast cancer outcome data, and clinical implementation and

validation of the trained system. We have developed a multi-time-interval time-to-event artificial neural

network statistical method. We have also developed a gaussian-bemoulli mixture model for binary and

continuous missing data. A finite mixture model is being created to group patients by outcome. A measure

of discriminative accuracy is being created to assess the accuracy of the artificial neural networks'

predictions. We are using several data sets, including the American College of Surgeons' National Cancer

Data Base, the National Cancer Institute's Surveillance, Epidemiology and End Results Program, Mayo

Clinic data sets, and Duke University data sets that include p53 and HER-2/neu. We are implementing a

graphical user interface that makes it easy to enter data and to understand the results. The system will be

available for use in desktop and hand-held computers.
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Results

The results of the system have been excellent. We have shown that the artificial neural network prognostic

system is significantly more accurate in predicting which patients will survive five years than the TNM

staging system, principle components analysis, classification and regression trees, and logistic regression.

The artificial neural network is also better at ten year survival prediction. We have shown that for early

stage breast cancer, the stage usually detected by mammography, the TNM staging system does no better

than flipping a coin in predicting who will survive five and ten years. The artificial neural network-based

clinical decision support system, with the prognostic factors p53 and HER-2/neu, provides very accurate

survival predictions. We have begun to make therapy-specific predictions. We have also shown that the

gaussian-bernoulli mixture model is very efficient at dealing with binary and continuous missing data. Our

assessment of the finite mixture model and the measure of discriminative accuracy is in progress.

Conclusions

We are reporting work-in-progress, additional tasks must be completed. We will be including additional

molecular-genetic prognostic factors to increase our predictive power. We continue to refine the therapy-

specific predictions. We will validating the system on other breast cancer data sets and we will

implementing a clinical demonstration project to fine tune the system for clinical use.



DAMD17-94-J-4383

Introduction

The goal of this project is a computer-based prognostic system for breast cancer that: is significantly more

accurate than the TNM staging system, predicts survival over time based on therapy, and presents its

predictions in a manner that physicians can understand. This project can be viewed as consisting of three

components: (1) Data analysis and prognostic factor evaluation, (2) developing the prognostic model, and

(3) implementing a clinically useful system, i.e., breast cancer prognostic factors, the artificial neural

network statistical model, and the clinician user interface.

The first year of research was characterized by work on the artificial neural network statistical model and

related statistical models, specifically tasks 2.1.2 (artificial neural network generating survival curves),

2.1.3 (determining the accuracy of the survival curves), 1.03, 2.1.4 (comparing the accuracy of the

artificial neural network to other statistical models), 2.2 (implementing an effective solution for missing

data in training and performance), and 2.3 (dealing with censored data).

In addition, during the first year we started work related to data analysis and prognostic factors including

1.02 and 1.08.1 (recurrence as an endpoint), 1.04.2 (creating a taxonomy of prognostic factors in breast

cancer), 1.04.3 (writing a book on prognostic factors in breast cancer, in preparation), 1.06.3

(determining minimum data set size), 1.11 (examining physician breast cancer survival estimates). We also

began work on 3.1 (the code) and 3.2 (the physician interface).

Also during the first year we added three tasks, (1) a comparison of the two main American cancer data

bases, namely, the Surveillance, Epidemiology, and End Results and the National Cancer Data Base data

bases. (2) An examination of the issue of what to do when confronted with cases not lost completely at

random and competing risks. (3) Computerization of the TNM staging system.
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The second year of research was characterized by the continuation of work begun in the first year and by

data analysis and prognostic factor development, specifically tasks 1.01 and 2.1.1 (extending the survival

endpoint from five to ten years), 1.02 and 1.03 (see first year), 1.05 (the identification of high risk node

negative women), 1.06 (clinical trials), and 1.07 (therapy). Work continued on 2.1.2 (artificial neural

network generating survival curves), 2.1.3 (creating a new method for assessing prediction accuracy),

1.03 and 2.1.4 (model comparisons). Work was completed on the computerization of the TNM staging

system and the comparison of the two national cancer data bases.

The third year of research was characterized by extending our work to new areas, specifically tasks 1.04

(new prognostic factors) and 1.08 (recurrence) and by beginning the implementation and testing of the

system, specifically tasks 3.2 (physician interface) and 3.3 (demonstration project).
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Detailed Report by Task

1.04) New prognostic factors in breast cancer.

We have described what we believe to be the correct approach to the evaluation and use of breast cancer

prognostic factors. It involves determining the type of prognostic factor (for example, natural history, therapy-

dependent, or post-therapy) and, using an appropriate statistical model, assessing its predictive accuracy.

(Burke HB, Hoang A, Iglehart JD, Marks JR. Predicting response to adjuvant and radiation therapy in early

stage breast cancer. Cancer, in press.)

We have shown that grade was not a very powerful prognostic factor in breast cancer. (Burke HB. Henson

DE. Histologic grade as a prognostic factor in breast carcinoma. Cancer 1997;80:1703-1705.)

1.04.1) New prognostic factors

Mammographic early detection of breast cancer is reducing the usefulness of the TNM staging system

because most tumors detected by mammography are small and few women have involved lymph nodes or

distant metastases. Providing an accurate prognosis in early-detected breast cancer is a critical problem.

Can new molecular-genetic prognostic factors take over the predictive burden from the TNM in these

women? The answer is probably yes. Using a data set obtained from Duke University (courtesy of Drs.

Iglehart and Marks) of 230 women with early detected breast cancer, i.e., small tumors and four or fewer

i 3volved lymph nodes, that contained, in addition to the TNM variables, age, estrogen and progesterone

r •ceptor status, histology, p53, and erbB-2 we have shown that prognostic accuracy at five and ten years

was in the range of .75 - .85 (ROC, area under the receiver operating characteristic). (Burke HB, Hoang

A, Iglehart JD, Marks JR. Predicting response to adjuvant and radiation therapy in early stage breast

cancer. Cancer, in press.) This is a very encouraging result.

1.04.2) Create a taxonomy of prognostic factors in breast cancer.

Completed, in last year's report.
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1.04.3) Prognostic Factors in Breast Cancer book.

Work is ongoing. Burke HB, Henson DE. Prognostic Factors and Systems in Cancer. Kluwer Academic

Publishers Inc., in preparation.

1.05) High risk node negative women

Based on our initial results with the new prognostic factors contained in the Duke data set (1.04.1) we

believe that some of these factors will be very useful in identifying high risk node negative women. This

work is ongoing.

1.08) Extending the analysis of prognostic factors beyond the discovery of the disease.

1.08.1) Recurrence analysis.

Completed, in last year's report.

1.08.2) The important role of time in prognostic factor research.

There are two kinds of time related to prognostic factors. The first is the value of the factor in predicting a

future outcome. For example, the accuracy of a factor in predicting five or ten year survival. The second

type of time is the predictive value of a factor collected over time. In other words, does the predictive value

of the factor change over historical time so that, for example, tumor size is less predictive for women today

than it was for women 20 years ago. In collaboration with investigators in Finland we have shown the

prognostic value of a factor changes over both types of time. (Lundin M, Lundin J, Burke HB, Toikkanen

S, Liisa P, Heikki J. The role of time in breast cancer outcome prediction. Submitted for publication.)

3.2) Physician interface.

It is very important that physicians find the new prognostic system easy to use and useful. To this end we

have implemented a Windows interface in C++. We have spent a great deal of time with clinicians

(oncologists, pathologists, surgeons, radiation oncologists, and others) adapting it to their needs. This

work is ongoing.
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3.3) Demonstration project

We have created demonstration projects with Duke University Medical Center and the Mayo Clinic. This

has taken a great deal of our time but it has also been very helpful. The results of the demonstration

projects will be ready by the end of the grant.
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Conclusions

The third year of research was characterized by the more practical aspects of the project. We describe a

correct approach to the evaluation and use of breast cancer prognostic factors. We have shown that the

new molecular genetic prognostic factors are useful in early detected disease. We better understand the role

of time in breast cancer prognostic factors and prognosis. We have been working closely with clinicians

on the system interface and on its use. In summary, the research is going very well. We believe that we

will be able to successfully meet our goal of providing a computer-based prognostic system that is more

accurate than the TNM staging system and that is easy to use and understand within the four year time

frame of this grant. In addition, we have created several new systems that we believe will advance the

domain of cancer prognosis, e.g., artificial neural network survival-over-multi-interval-time models, an

effective missing data method for training and performance, and a new approach to the assessment of

prediction accuracy.
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Artificial Neural Networks Improve the Accuracy of
Cancer Survival Prediction
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T he TNM staging system originated as a response and symptoms (changes in bowel habits, obstruction,
to the need for an accurate, consistent, universal jaundice, malaise, occult blood, abdominal pain, pel-

cancer outcome prediction system.' Since the TNM vic pain, rectal bleeding, or others), diagnostic and
staging system was introduced in the 1950s, new prog- extent-of-disease tests (endoscopy, radiography, bar-
nostic factors have been identified2 '3 and new methods ium enema, computed tomography scan, biopsy, car-
for integrating prognostic factors have been devel- cinoembryonic antigen, X-ray, colonoscopy, flexible
oped.' These methods may be capable of (1) providing sigmoidoscopy, intravenous pyelography, liver func-
more accurate predictions than the TNM staging sys- tion tests, biopsy, or other tests), primary site of tumor, 4
tem, using the TNM variables alone (primary tumor level of tumor, histology, grade, number of lymph
size, regional lymph node involvement, and distant nodes examined, number of lymph nodes positive, dis-
metastasis), and (2) further increasing prognostic ac- tant metastases, and patient outcome (alive or dead).
curacy by integrating new prognostic factors with the The end point was 5-year colorectal carcinoma spe-
TNM variables. This study compares the cancer spe- cific survival. After removing cases with missing data
cific 5-year survival prediction accuracy for breast and and censored patients, the data set was randomly di-
colorectal carcinoma of the TNM staging system with vided into a set of 5007 training cases, including train-
that of artificial neural network statistical models. ing and stop-training subsets, and a validation set of

3005 cases.
METHODS The National Cancer Institute's SEER breast carci-
Data noma data set, for new cases collected from 1977-
We used the Commission on Cancer's breast and colo- 1982, with 10-year follow-up, was also analyzed. The
rectal carcinoma Patient Care Evaluation (PCE) data extent-of-disease variables for the SEER data set were
sets and the National Cancer Institute's Surveillance, comparable to, but not always identical with, the TNM
Epidemiology, and End Results (SEER) breast carci- variables. The end point was breast carcinoma specific
noma data set. 10-year survival. After removing cases with missing

In October 1992, the American College of Sur- data and censored patients, the data set was randomly
geons (ACS) requested cancer information from ACS- divided into a set of 3788 training cases, including
accredited hospital tumor registries in the United training and stop-training subsets, and a validation set
States. Specifically, they requested the first 25 cases of of 2999 cases.
first-diagnosis breast and colorectal carcinoma seen
at each institution in 1983, as well as follow-up infor- Models
mation, including deaths, through the date of the re- The TNM staging system used in this analysis was the
quest. Variables from this data set used in the breast pathologic system based on the American Joint Coin-
carcinoma analysis were age, race, payment method, mittee on Cancer's Manual for Staging of Cancer.' The
menopausal status, family history, previous biopsy, TNM staging system's predicted survival for a patient
other cancer, other breast carcinoma, nipple dis- in a particular stage is the average survival of patients
charge, mammogram, where in the breast the carci- in that stage.
noma occurred, necrosis, histologic grade, estrogen In medical research, the most commonly used ar-
receptor status, progesterone receptor status, number tificial neural networks (ANN) are multilayer per-
of lymph nodes positive, number of lymph nodes ex- ceptrons that use backpropagation training (Figure 1).
amined, presence or absence of distant metastasis, tu- Backpropagation consists of fitting the parameters
mor size, tumor type (in situ, extension to chest wall, (weights) of the model by a criterion function, usually
or inflammatory), treatment (surgery, chemotherapy, squared error or maximum likelihood, using a gradient
or radiation therapy), and patient outcome (alive or optimization method. In backpropagation artificial
dead). All variables were binary except age, tumor size, neural networks, the error (the difference between the
number of positive lymph nodes, and number of predicted outcome and the true outcome) is propa-
lymph nodes examined. The PCE data set contained gated back from the output to the connection weights
up to 8 years of follow-up information. The analysis in order to adjust the weights in the direction of mini-
end point was breast carcinoma specific 5-year sur- mum error. (For a more detailed description of artifi-
vival. Cases with missing data and those censored be- cial neural networks, see Burke4 and Cross.') The arti-
fore 5 years were excluded. The data set was randomly ficial neural network employed in this research was
divided into a training set of 5169 cases, including composed of three interconnected layers of nodes: an
training and stop-training subsets, and a validation set input layer, with each input node corresponding to a
of 3102 cases. patient variable; a hidden layer; and an output layer.

Variables from the PCE data base used in the colo- All nodes after the input layer sum the inputs to them
rectal carcinoma analysis were age, race, gender, signs and use a transfer function (also known as an activa-
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Patients A, B, C

Variables C B A Input Hidden Output

V Vc b V a

X Xc X Xa o

Y Yc Y Ya -- p-

Z ~~Zc UZb/ Z a -o-

Variable values an input pattern >
can be normalized

Integrative function is " .
usually summation ofV

the weights.

Transfer function is

usually sigmoid. W

FIGURE 1. Patient A's variable values (Va-Za) are entered into the artificial neural network, followed by patient B, etc. Each variable's input value is
multiplied by the weight between the input node for that variable and each hidden layer node it is connected to. All the weighted values going to a
hidden layer node are summed at the hidden layer node and go through a sigmoid function before being transferred to the output node. All the weighted
values coming into the output node are again summed and put through a sigmoid function. For each patient, the output is a probability from 0-1.0. In

training the artificial neural network, the output of each patient is compared with each patient's true outcome. The weights are adjusted so that the next
time the patient is presented to the network, the network output is closer to the true outcome.

tion function) to send the information to the adjacent neural network shown here is equivalent to the graphic
layer nodes. The transfer function is usually a sigmoid model in Figure 1:
function, e.g., the logit. The connections between the
nodes have adjustable weights that specify the extent h, = f(w4x + wx 2 + • + whx,) (1)

to which the output of one node will be reflected in oj = g(w'hl + woh 2 + + woh,,) (2)
the activity of the adjacent layer nodes. These weights,
along with the connections among the nodes, deter- where "hi," in Equation 1 is the output of each of the
mine the output of the network. hidden nodes j, f is a nonlinear transfer function, wh

The mathematical representation of an artificial is the weight from predictor i to hidden node j, and
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xi is an input variable. In Equation 2, oj is the predic- TABLE 1
tion of the network, g is a nonlinear transfer function, Comparison of the TNM Staging System with the Artificial Neural

w° is the weight to the output node, and h is the hidden Network

node output. It should be noted that Equation 2, with- TNM staging Artificial neural
out the input from Equation 1, is equivalent to logistic Data sets system network
regression, where g is the logistic function, w is the
beta coefficient, and h is the x covariate. PCE breast CA, TNM variables alone 0.720 0.770'

Specifically, our artificial neural network (NevProp PCE breast CA, TNM and added variables 0.720 0.784'specificallymoutartifca nseuralnet ork(Nevrop SEER breast CA, TNM variables alone 0.692 0.730'
software implementation) used backpropagation PCE colorectal CA, TNM variables alone 0.737 0.815'
training, the maximum likelihood criterion function, PCE colorectal CA, TNM and added variables 0.737 0.869&
and a gradient descent optimization method. The
number of input nodes correspond to the number of PCE: Patient Care Evaluation (Commission on Cancer); SEER: Surveillance, Epidemiology, and End
input variables, the number of hidden layer nodes Results (National Cancer Institute).

i p < 0.001.
ranged from three to five, and there was one output P < 0.01.
mode. Significant differences in the receiver operating
characteristic areas between the TNM staging system
and the artificial neural network were tested according
to the method of Hanley and McNeil.6 The training score is from 0.5, the better, on average, the prediction
data set was divided into training and stop-training model is at predicting which of the two patients will
subsets. (Training was stopped when accuracy started be alive.
to decline on the stop-training data subset.) All analy-
ses employed the same training and validation data RESULTS
sets, and all results were based on the one-time use A comparison of the accuracy of the TNM staging sys-
of the validation data sets. tem and the artificial neural network is shown in Table

1. For the PCE breast carcinoma data set, using only
Accuracy the TNM variables (tumor size, number of positive
There are three components to predictive accuracy: regional lymph nodes, and distant metastasis), the ar-
the amount and quality of the data, the predictive tificial neural network's predictions of breast carc-
power of the prognostic factors, and the prognostic noma specific 5-year survival were significantly more
method's ability to capture the power of the prognos- accurate than those of the TNM staging system (TNM
tic factors. This study focused on the third component. 0.720; vs. ANN, 0.770, P < 0.001). Since the TNM stag-

The measure of comparative accuracy is the trape- ing system is, by definition, limited to the TNM vari-
zoidal approximation to the area under the receiver ables, additional variables do not improve the TNM
operating characteristic curve.7 The area under this staging system's predictive accuracy. However, adding
curve is a nonparametric measure of discrimination, commonly collected demographic and anatomic vari-
While squared error summarizes how close each pa- ables to the TNM variables further increased the accu-
tient's prediction is to the true outcome, the receiver racy of the artificial neural network (to 0.784).
operating characteristic area measures the relative We were able to test whether the artificial neural
goodness of the set of predictions as a whole by com- network's significant improvement in predictive accu-
paring the predicted probability of each patient with racy was generalizable across data sets. For the Na-
that of all pairs of patients. This area is calculated tional Cancer Institute's 1977-1982 SEER breast carci-
using the predictive scores of each algorithm in order noma data set, using only the TNM variables, the arti-
to compare their average accuracy in predicting out- ficial neural network's predictions of 10-year survival
come. The receiver operating characteristic area is in- were significantly more accurate than those of the
dependent of both the prior probability of each out- TNM staging system (TNM 0.692 vs. ANN 0.730, P <
come and the threshold cutoff for categorization, and 0.01).
its computation requires only that the algorithm pro- We were able to test whether the artificial neural
duce an ordinally-scaled relative predictive score. In network's significant improvement in predictive accu-
terms of mortality, the receiver operating characteris- racy was generalizable across cancer sites. For the PCE
tic area estimates the probability that the algorithm colorectal data set, using only the TNM variables, the
will assign a higher mortality score to the patient who artificial neural network's predictions of 5-year colo-
died than to the patient who lived. The receiver op- rectal carcinoma specific survival were significantly
erating characteristic area varies from 0 to 1. When more accurate than those of the TNM staging system
the prognostic score is unrelated to survival, the score (TNM 0.737 vs. ANN 0.815, P < 0.001). Adding com-
is 0.5, indicating chance accuracy. The farther the monly collected demographic and anatomic variables
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to the TNM variables further increased the accuracy tients with an excellent prognosis (who require little or

of the artificial neural network (0.869). no therapy), and it may predict who will respond to

To clarify the clinical importance of the observed a particular therapy. In clinical trials, it may decrease
increases in accuracy, we changed the area under the interpatient variability. This would allow for the creation

curve (A,) scale to a -1 to +1 scale, i.e., [2(A, - 0.5)]. of more homogenous patient populations for clinical

On this scale, 0 was chance and 1.0 was perfect predic- trials, resulting in smaller clinical trial patient popula-

tion. By this measure, the TNM staging system's accu- tions, less expensive trials, and the ability to detect treat-
racy was 44% greater than chance for breast carcinoma ment effects that would be undetectable in more hetero-

specific 5-year survival predictions. Placing the TNM geneous study populations. With regard to patient infor-
variables in the artificial neural network increased pre- mation, it may give patients a clearer understanding of

dictive accuracy to 54%, and adding variables that in- the time course of their disease. Finally, for assessment
dividually had little prognostic value to the artificial and quality assurance, it may provide a better severity

neural network further increased prognostic accuracy of illness adjustment.
to 57% greater than chance prediction. Corresponding
increases in predictive accuracy specific to colorectal
carcinoma were as follows: 47% for the TNM staging REFERENCES
system increased to 63% when the TNM variables were 1. Beahrs OH, Henson DE, Hutter RVP, Kennedy BJ, editors.
placed in the artificial neural network, and that in- American Joint Committee on Cancer. Manual for staging
placed tof cancer. 4th edition. Philadelphia: JB Lippincott, 1992.

creased to 74% when several commonly collected var- 2. Burke HB, Hutter RVP, Henson DE. Breast carcinoma. In: P
ables were added to the artificial neural network. Hermanek, MK Gospadoriwicz, DE Henson, RVP Hutter, LH

Sobin, editors. UICC prognostic factors in cancer. Berlin:

DISCUSSION Springer-Verlag, 1995: 165-76.

The TNM staging system is only moderately accurate 3. Burke HB, Henson DE. Criteria for prognostic factors and for
an enhanced prognostic system. Cancer 1993;72:3131-5.

in its breast and colorectal carcinoma specific 5-year 4. Burke HB. Artificial neural networks for cancer research:
survival predictions. The significant superiority in pre- outcome prediction. Semin Surg Oncol 1994; 10:1-7.

dictive accuracy that the artificial neural network 5. Cross SS, Harrison RF, Kennedy RL. Introduction to neural
showed when compared with the TNM staging system networks. Lancet 1995;346:1075-9.
across data sets and cancer sites suggests that it is able 6. Hanley JA, McNeil BJ. The meaning of the use of the area

to improve our ability to predict the survival of cancer under the receiver operating characteristic (ROC) curve. Ra-

patients. In addition, artificial neural networks can be diology 1982; 143:29-36.
7. Bamber D. The area above the ordinal dominance graph

expanded to include any number of prognostic factors. and the area below the receiver operating characteristic. ]
They can accommodate continuous variables and they Math Psy 1975; 12; 387-415.

can provide presurgery and postsurgery treatment 8. Baxt WG. Application of artificial neural networks to clinical

predictions. medicine. Lancet 1995; 346:1135-8.
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and medical laboratories. Lancet 1995; 346:1203-7.

regression and discrimination statistical methods. They 10. Westenskow DR, Orr JA, Simon FH. Intelligent alarms reduce
are of proven value in many areas of medicine.8 -19 They anesthesiologist's response time to critical faults. Anesthesi-
do not require a priori information regarding the phe- ology 1992;77:1074-9.
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ting (i.e., loss of generalization by fitting the patterns to diagnosis. Radiology 1993; 189:555-8.
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breast carcinoma specific survival, they have been Neurophysiol 1992;83:271-80.
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ificity of ultrasonography for diagnosis of breast tumors
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and principal components analysis.2" 19:1275-81.
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therapy, it may allow the efficient separation of patients breast carcinoma by image analysis. i Clin Pathol 1991;
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Counterpoint

Histologic Grade as a Prognostic
Factor in Breast Carcinoma

Harry B. Burke, M.D., Ph.D.'
Donald Earl Henson, M.D. 2

1 Bioinformatics and Health Services Research, Department of Medicine, New York Medical

College, Valhalla, New York.
2 Division of Cancer Prevention, National Cancer Institute, National Institutes of Health,
Bethesda, Maryland.

n this issue of Cancer, Dr. Roberti reviews the role of histologic grade
in the prognosis of breast carcinoma and wonders why, because it

is available, it has not been widely used in predicting outcome.' The
position of this editorial is that there must be some fundamental
reason, after 100 years of progress on histologic grade, that confusion
persists regarding its prognostic value.

The systematic use of morphologic variation at the cellular level
of analysis as a prognostic factor in cancer has been fraught with
controversy. Currently, there is no universally agreed on set of neces-
sary and sufficient conditions for the definition of histologic grade in
breast carcinoma. There has been uncertainty regarding the identifi-
cation of what variation was important, how the variation should be
organized, and whether it should be integrated into a staging or index
system.

An additional issue is that grading system criteria have been se-
lected based on their ability to create subgroups of patients using
histologic distinctions to produce significant differences in outcome.
There are two problems with this approach. First, there are many
possible criteria that can create significant differences between sub-
groups and there is no analytic method for finding the best criteria.2

Second, statistical significance is not necessarily accuracy. Signifi-
cance is the chance that two or more distributions of variables, as
represented by their parameter estimates, for example, means and
variances, are really the same. Accuracy assesses the strength of asso-

Supported in part by a research grant from the ciation between two or more variables.3'4 In general, accuracy quanti-
U.S. Army Medical Research and Development fishwgoavaibeiatpdcinaohrvral.Seiialy

Command Breast Cancer Research Program fies how good a variable is at predicting another variable. Specifically,
(DAMD 17-94-J-4383). we are interested in the strength of association between grade and

survival, i.e., how good is grade at predicting survival.
See reply to counterpoint on pages 1706-7 and Fundamentally, grade remains controversial because it con-
referenced original article on pages 1708-16, founds two types of time. One type is how long the tumor has been
this issue. growing and the other is how rapidly it has been growing. A "high

Address for reprints: Donald Earl Henson, M.D., grade" tumor could be an indolent tumor that grew for a long time

Division of Cancer Prevention, National Cancer prior to discovery and will continue to be slow growing; alternatively,
Institute, Bethesda, MD 20892. it could be an aggressive tumor of recent origin that will continue

to be rapidly growing. Because one can never know when a tumor
Received May 9, 1997; accepted May 15, 1997. originated, it may not be possible on histologic grounds to separate

© 1997 American Cancer Society
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a slowly growing tumor from a rapidly growing tumor. Can grade be an independent prognostic factor in a
In other words, one cannot always distinguish how computer-based system or can grade substitute for
long the tumor has been growing from how fast it has another more difficult to assess factor such as lymph
been growing. The extent to which time ambiguity node status?
exists in grade is the extent to which grade's prediction We evaluated the ability of grade to predict 5-year
variance will increase and consequently the extent to breast carcinoma survival using data from the Na-
which its prediction accuracy will decrease. This limits tional Cancer Institute's SEER program.9 The data
grade's independent prognostic value and its ability were collected between 1983-1987 and the patients
to add significant prognostic value when placed in a were followed for at least 5 years. The variables were
system that includes other time-related factors such tumor size, local extent of disease, lymph node status,
as tumor size. and histologic grade. The criteria used to determine

The mechanical theory of cancer, a view espoused grade were neither standardized nor explicitly re-

by Halsted,5 assumes that cancer spreads from the ported. The data set did not include cases with meta-
primary tumor to the regional lymph nodes and then static disease because grade is infrequently reported
to distant sites of the body. This view is the basis of in these patients. Only 14,704 of the 48,643 cases were
the TNM staging system. For the mechanical theory, graded (30%). All analyses without grade were per-
the primary purpose of a prognostic system is to cap- formed on the full data set of 48,643 cases. An analysis
ture the spread of the cancer because cancer spread using the subset of graded cases favors grade because
is believed to be the best indicator of outcome. The it is almost certainly the case that the variance of grade
three elements of the TNM staging system (local tu- would increase if all the cases were graded. The area
mor, regional lymph node, and distant metastasis 6) under the receiver operating characteristic curve was
are believed to reflect directly the spread of cancer, the measure of prediction accuracy. We used the logis-
i.e., the extent of disease. Grade is not one of the TNM tic regression statistical method to create our models
variables because it does not fit into this mechanical (SAS Institute, Cary, NC) and all results were per-
epistemology; it does not directly reflect the spread of formed on the test data set.
the cancer. However, even if grade could have been The predictive accuracy of tumor size, local tumor
subsumed within the mechanical theory of cancer, it extent, and lymph status was .794. Adding histologic
would not have replaced tumor size in breast carci- grade slightly increased the Az to .797, but this was
noma. Using the Surveillance, Epidemiology, and End not significant. Therefore, in a statistical model with
Results data of the National Cancer Institute for 1983- traditional prognostic factors, grade does not add
1987 and the area under the receiver operating charac- prognostic accuracy.
teristic curve as the measure of accuracy (Az), we Can histologic grade substitute for a factor that is
found the Az for grade alone to be .634 and the Az for becoming difficult to evaluate (e.g., lymph node sta-
tumor size alone to be .737 (P < .05) for 5-year survival. tus). To answer this question, we created a logistic
Furthermore, grade does not add prognostic accuracy regression model in which grade was the predictor and
to tumor size; the Az for tumor size and grade com- lymph node metastasis (detected vs. not detected) was
bined was .749, which was not significant when com- the outcome. This addressed the issue of how well
pared with tumor size alone. In addition, grade could grade can take the place of lymph node status as a
not have been added to the TNM staging system be- prognostic factor (in other words, to what extent does
cause the system is a bin model comprised of five their prognostic information overlap?). If their predic-
levels of tumor characteristics (T), four levels of re- tions completely overlap, then the observed Az would
gional lymph node involvement (N), and two levels of be 1.0; if there was no overlap, then the observed Az
distant metastasis (M).7 Adding the 4 levels of grade would be .5. Again using the SEER data set, we found
to the 40 bins of the TNM (5T x 4N x 2M) would have an Az of .589, which indicated that there was very little
created 160 bins and made it too complex to be useful.7  predictive overlap. Therefore, grade is not an effective

What is the future of grade as a prognostic factor surrogate for nodal status.
in breast carcinoma? If we no longer accept the me- If grade is to be a useful prognostic factor in the
chanical theory of cancer spread, grade becomes a future it must improve predictive accuracy for women
possible prognostic factor. In addition, because the with small tumors and few involved lymph nodes
TNM staging system is not very accurate8 new com- when used in predictive models that include the new
puter-based prognostic systems are being developed.7  molecular genetic prognostic factors. The data set
Computer-based prognostic systems are more accu- from Duke University, kindly provided by Dr. Jeffrey
rate in predicting outcome and they do not have a Marks, includes patients with early stage breast carci-
limitation on the number of variables that can be used. noma. These data were described in a previous arti-
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cle.° Briefly, all patients were pathologic TNM Stage value. However, grade does not significantly increase
I or early Stage II. Early Stage II included all TNM Stage the predictive accuracy of computer-based prognostic

II patients except those with five or more positive systems, either in data sets that represent all stages of

lymph nodes. The variables were age, race, tumor size, breast carcinoma and contain traditional predictive

positive lymph nodes, TNM lymph node status, nu- factors or in data sets that represent early stage breast

clear grade, histologic grade, p53, c-erb B-2 (HER-2/ carcinoma and contain the new molecular genetic

neu), estrogen receptor status (ER) and progesterone prognostic factors.

receptor status (PR), vascular invasion, adjuvant ther-
apy (tamoxifen, chemotherapy), and radiation ther- REFERENCES
apy. Patients who underwent a lumpectomy received 1. Roberti NE. The role of histologic grading in the prognosis
radiation therapy. Patients who underwent a modified of patients with carcinoma of the breast: is this a neglected
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Predicting Response to Adjuvant and Radiation
1 Therapy in Patients with Early Stage Breast

Carcinoma

Harry B. Burke, M.D., Ph.D.1  BACKGROUND. Screening and surveillance is increasing the detection of early stage
Albert Hoang, Ph.D.1  breast carcinoma. The ability to predict accurately the response to adjuvant therapy
J. Dirk Iglehart, M.D.2  (chemotherapy or tamoxifen therapy) or postlumpectomy radiation therapy in
Jeffrey R. Marks, Ph.D.2  these patients can be vital to their survival, because this prediction determines

the best postsurgical therapy for each patient.
SDepartment of Medicine, New York Medical METHODS. This study evaluated data from 226 patients with TNM Stage I and early

College, Valhalla, New York. Stage II breast carcinoma and included the variables p53 and c-erbB-2 (HER-2/

2 Departments of Surgery, Pathology, and Cell Bi- neu). The area under the receiver operating characteristic curve (Az) was the mea-

ology, Duke University, Durham, North Carolina. sure of predictive accuracy. The prediction endpoints were 5- and 10-year overall
survival.
RESULTS. For Stage I and early Stage II patients, the 5- and 10-year predictive
accuracy of the TNM staging system were at chance level, i.e., no better than
flipping a coin. Both the 5- and 10-year artificial neural networks (ANNs) were
very accurate- significantly more so than the TNM staging system (Az 5-year
survival, TNM = 0.567, ANN = 0.758; P < 0.001; Az 10-year survival, TNM = 0.508,
ANN = 0.894; P < 0.0001). For patients not receiving postsurgical therapy and for

either chemotherapy or tamoxifen therapy, the ANNs containing p53 and c-erbB-2
and the number of positive lymph nodes were accurate predictors of survival (Az
5-year survival, 0.781, 0.789, and 0.720, respectively).
CONCLUSIONS. The molecular genetic variables p53 and c-erbB-2 and the number
of positive lymph nodes are powerful predictors of survival, and using ANN statisti-
cal models is a powerful method for predicting responses to adjuvant therapy or
radiation therapy in patients with breast carcinoma. ANNs with molecular genetic
prognostic factors may improve therapy selection for women with early stage breast
carcinoma. Cancer 1998; 82:874-7. © 1998 American Cancer Society.

KEYWORDS: TNM staging system, artificial neural networks, prognostic factors,
breast carcinoma, tamoxifen therapy, chemotherapy, radiation therapy, outcomes,

c-erbB-2, p53.
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are more accurate at predicting survival than the TNM TABLE 1
staging system for all stages of breast carcinoma.2 It is Comparison of the Accuracy of the TNM Staging System and Artificial
not known how accurate the TNM staging system is Neural Networks in Predicting the 5- and 10-year Survival of Patients

with Early Stage Breast Carcinoma
in predicting the survival of patients with early stage

breast carcinoma. It is also not known whether ANNs 5-yr survival 10-year survival
with molecular genetic prognostic factors, i.e., p53 and Model Az (SE)a Az (SE)"

c-erbB-2 (HER-2/neu), can improve prognostic accu-
racy in early stage breast carcinoma across postsurgi- ANN 0.758 (0.042) 0.0894 (0.034)

cal therapies and for specific therapies. This article
compares the survival prediction accuracy of the TNM ANN: artificial neural network; Az: area under the receiver operating characteristic curve; SE: standard

staging system with ANN models across all postsurgi- error.

cal therapies. In addition, it presents a method for 'TNMvs. ANN 5-year survival, P<0.001.
bTNM vs. ANN 10-year ourvival, P < 0.0001.

properly assessing putative therapy-dependent prog-

nostic factors and examines the accuracy of ANNs in
terms of specific therapies. Because the TNM staging
system does not predict response to adjuvant or radia-tion therapy, it is not included in the individual ther- tive predictive score. In terms of mortality, the receiver
apy analyses, operating characteristic area estimates the probability

that the prediction method will assign a higher mortal-

METHODS ity score to the patient who died than to the patient

Data who lived. The receiver operating characteristic area

These data were described in detail in a previous arti- varies from 0 to 1. When the predictions are unrelated

cle.a Briefly, all patients were pathologic TNM Stage I to survival, the score is 0.5, indicating chance accu-

or early Stage II. Early stage breast carcinoma includes racy. The farther the score is from 0.5, the better, on

Stage I and limited Stage II. Limited Stage II included average, the prediction method is for predicting which

all the TNM Stage II patients except those with five or of the two patients will be alive.

more positive lymph nodes. The variables were age,
race, tumor size, lymph nodes positive, lymph node Statistical Models
stage, nuclear grade, histologic grade, p53, c-erbB-2, ANN models have been described in detail elsewhere.

estrogen receptor (ER) and progesterone receptor (PR) Briefly, the three-layer backpropagation ANN was

status, vascular invasion, adjuvant therapy (tamoxifen composed of an input layer, a hidden layer, and an

or chemotherapy), and radiation therapy. Patients output layer. Each layer of an ANN was composed of

who underwent a lumpectomy received radiation nodes. The number of input nodes was equal to the

therapy. Patients who underwent a modified radical number of variables. The hidden layer was composed

mastectomy did not receive radiation therapy. There of three nodes. There was one output node. All the

were 229 cases, of which 226 had complete data for variables were entered into the three-layer ANN

all variables except ER and PR status. Because of the model. The two-layer ANN was identical to the three-

number of cases missing, both ER and PR were re- layer network, except that it did not possess a hidden

moved from the data set. The survival rate was 70%. layer. After a sensitivity analysis to reduce the number

The prediction endpoints were 5-and 10-year overall of input variables to the three with the highest pre-

survival, dictive accuracy, the three selected variables, namely,
the number of positive lymph nodes, p53, and c-erbB-2,

Accuracy were entered into the two-layer ANN. Both the two-

The area under the receiver operating characteristic and three-layer ANNs employed the maximum likeli-

curve (Az) is a measure of prediction accuracy.4 It can hood loss function and weight decay. Model accuracy

be used to assess and compare the adequacy of statis- estimates and standard errors were calculated by the

tical models. Az can be directly calculated by Somer's bootstrap resampling method.7

W or it can be approximated by its trapezoidal area.6

The area under the curve is a nonparametric measure RESULTS
of discrimination. It is independent of both the prior The predictive accuracies of the TNM staging system
probability of each outcome and the threshold cutoff and the three-layer ANN models are shown in Table
for category. Its computation requires only that the 1. For Stage I and early Stage II patients, the 5- and
prediction method produce an ordinally scaled rela- 10-year prediction accuracy of the TNM staging sys-
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TABLE 2
Artificial Neural Network Accuracy in Predicting 5-Year Survival for Each Theory Combination

Strata T C R No. of cases 5-yr survival Az (SE)

1 - 48 0.781 (0.091)
2 - + 23
3 - + - 53 0.789 (0.049)
4 - + + 19
5 + - 43 0.720 (0.072)
6 + + 7

7 + + 14
8 + + + 19

T: tamoxifen; C: chemotherapy; R: radiation; Az: area under the receiver operating characteristic curve; SE: standard error; +: patient received the therapy; -: patient did not receive the therapy.

tern was at chance level, i.e., no better than flipping a DISCUSSION
coin. Both the 5- and 10- year ANNs were very accurate We have demonstrated that ANNs that contain p53 and
and significantly more accurate than the TNM staging c-erbB-2 are significantly more accurate than the TNM
system (Az 5- year survival, TNM = 0.567, ANN = staging system at predicting 5- and 10-year survival in
0.758, P < 0.001; Az 10-year survival, TNM = 0.508, women with early stage breast carcinoma. We have also
ANN = 0.894, P < 0.0001). demonstrated that the molecular genetic variables p53

The evaluation of therapy-dependent prognostic and c-erbB-2 and the number of positive lymph nodes

factors requires the mutually exclusive and exhaustive can be used to accurately predict responses to surgery,
partitioning of the adjuvant therapies and radiation ther- chemotherapy, and tamoxifen therapy.
apy. Because the numbers of patients and outcomes An understanding of therapy-dependent prognos-
were small in this and in the subsequent analyses, three tic factors, and why there must be a mutually exclusive
variables (number of positive lymph nodes, p53, and and exhaustive partitioning of the therapies prior to
c-erbB-2) and two-layer ANNs with a 5-year survival end- the assessment of therapy-dependent prognostic fac-
point were employed. The stratification by postsurgical tors, requires a description of the types and functions
therapy into eight bins is shown in Table 2. of prognostic factors. Prognostic factor types are de-

There was a no-therapy bin (Stratum 1) and there fined in terms of their function. There are three prog-

were bins representing all combinations of the three nostic factor functions and therefore three types of
postsurgical therapies, i.e., tamoxifen, chemotherapy, prognostic factors: natural history, therapy-depen-
and radiation therapy (Strata 2-8). Only Stratum I dent, and posttherapy.8 Natural history prognostic fac-
(no adjuvant therapy), Stratum 3 (only chemotherapy), tors predict the course of the disease if no effective
and Stratum 5 (only tamoxifen) contained enough pa- therapy exists or if an effective therapy is not adminis-
tients for analysis. The ANNs for these three strata tered. For example, clinically palpable lymph nodes
were accurate predictors of survival (Az 5-year sur- may be a natural history prognostic factor. Therapy-
vival, 0.781, 0.789, and 0.720, respectively), dependent prognostic factors predict, prior to the pa-

The number of cases in each bin could be in- tient's receiving the therapy, a change in the course
creased by stratifying by therapy regardless of whether of the disease caused by a change in the patient's
a patient received another therapy. This was not a
mutually exclusive and exhaustive partitioning of the
therapy variables. Thus, the results must be viewed as TABLE 3
an approximation, because the variables were not be- Artificial Neural Network Accuracy in Predicting 5-Year Survival for
ing treated as purely therapy-dependent prognostic Each Therapy

factors. Table 3 shows the accuracy of the ANN for
each of the three therapies. With larger numbers in Treatment group No. of cases 5-yr survival Az (SE)
each strata, it is clear that the ANNs that contained Tamoxifen 83 0.855 (0.052)
the three variables lymph nodes positive, p53, and Chemotherapy 105 0.782 (0.055)
c-erbB-2 were excellent predictors of response to adju- Radiation 68 0.861 (0.047)

vant therapy (Az 5-year survival, tamoxifen = 0.855,
chemotherapy = 0.782, radiation = 0.861). Az: area under the receiver operating characteristic carve; SE: standard error.
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