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Section 1
INTRODUCTION

Future high performance parallel computing systems must rely on the development of a high

throughput three-dimensional interconnection system. To maximize the throughput while

minimizing crosstalk and power requirements, the Electro-Optic Computing Architecture (EOCA)

program seeks to add global inter-wafer optical interconnection capability to locally connected

parallel processors (e.g., the Hughes 3-D computer and Multiple-Chip-Module processors). This

would enable us to (a) free the processor from its present 1/0 limitations, allowing efficient parallel

communication with optical memories and sensors; (b) allow an efficient coupling of optical

co-processors to handle fine grain image processing and global 2-D operations at throughput rates

exceeding terabits/sec; (c) allow efficient sorting operations to be carried out through the use of

optical shuffling, with expected throughput enhancements of about 100:1.

The system under investigation combines 3-D VLSI technology with free-space optoelectronic

interconnection modules. The 3-D stacks containing the processing capabilities of the system are

assembled with the optoelectronic modules for global communication allowing fast and efficient

data routing and/or sorting. The objective of the EOCA program is to develop multi-function

electro-optic interfaces and optical interconnect units to enhance the performance of the parallel

processor system and form the building blocks for future electro-optic computing architecture.

Specifically, three multi-function interface modules - an Electro-Optical Interface (EOI), an

Optical Interconnection Unit (OIU), and a Space-Time Compander (STC) - will be developed. A

conceptual schematic of the EOCA system is depicted in Fig. 1-1.

OPTICAL
MEMORY SPACE-TIME

COMPANDER EO INTERFACES .- MULTIPORT

1/0 SWITCH

SCENE

MULTIPORT OPTICAL
I/O SWITCH INTERCONNECT

OPTICAL UNIT
MEMORY FIBER INTERFACE 

-

Figure 1-1. Basic building block of electro-optic computer architectures.
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The electro-optical interface consists of an array of light modulator's flip-chip bonded to a chip

that contains the drivers for the modulators, as well as the light detectors and their associated

amplifiers. Silicon electronic switches are included to provide local connectivity and, thus, data

packets can arbitrarily route between its inputs and outputs. To couple the 3-D computer system

with optical interconnection, it is critical to build opto-electronic interface devices by integrating

light detectors and light transmitters with silicon chips or wafers. The EOI allows bi-directional

communication between an electronic processor through a parallel optical interconnect.
A 4x4 array of PLZT modulators has been flip-chip bonded to silicon driver chips. The drivers

are fabricated in standard CMOS and the high driving voltages required for PLZT modulators are
provided through a voltage amplification by the drivers using only a 5 V voltage supply. A 16x16

array of MQW modulators has also been fabricated and flip chip bonded to a standard CMOS

silicon driver chip. We also built a 16x 16 array of bypass and exchange switches. The switches

have the unique ability that they can detect contention at any point in the system and propagate a

signal back (using an intermediate voltage level of 2.5 V) to the input for which a packet had to be

dropped in the network. In addition, the chip also contained 3-level test circuits for modulator

drivers and receivers that have been shown operational at 100 MHz. A three-level transmission

was shown operational with optical I/O using MQW diodes as light modulators and detectors.

The optical interconnection unit provides global connectivity between the different switches.

The Optical Transpose Interconnection System (OTIS) is used since it provides simple, efficient,

and scaleable full routing capability when used in conjunction with the appropriate electronic

switches. The usefulness of the transpose interconnection has previously been shown for three

architecture classes, namely, shuffle-based multistage interconnection networks, mesh of trees

matrix processors, and hypercube interconnections. An experiment using off the shelf lenslets has

been performed showing that 64x64 arrays can be interconnected through OTIS. We also

introduced a novel modulator/illumination system consisting of an off-axis area-multiplexed lenslet

array that can be combined, via Birefringent Computer Generated Hologram (BCGH) technology,

into the same optical element as the interconnect optics. BCGH's have been built and demonstrated

that the system packaging can be greatly simplified without compromising performance. A new

device concept has also been developed and implemented where a single volume grating (PRBS:

Photorefractive Beam Splitter) is used as the power coupling component in place of the usual

Polarizing beamsplitter improving greatly the uniformity of the light transmission in the system. In

addition, a detailed analysis of the OTIS optical system has been conducted as part of design

analysis work. The analysis includes geometrical relations for the optical system (lens positions,

system length, and system volume) as well as Code V simulations of the entire systems.

The concept of the space-time compander is developed to match fine-grain (e.g., 1024x1024)

images with the coarse-grain (e.g., 128x128) processor array. The matching is performed by

grouping every set of 8x8 pixels in the fine-grain image into a superpixel. Each superpixel is then

2



registered with the corresponding processor in the processor array. By either compacting 8x8

pixels into a superpixel or expanding a superpixel into 8x8 pixels, the STC provides a

bi-directional communication between a fine-grain image and a coarse-grain processor array. A
charge coupled device (CCD) array is used to function as a serial €:- parallel buffer array to

convert the 2-D spatial (parallel) information into 1-D time (serial) information. Under this program

we modify the Hughes CCD-LCLV design, CCD array and LCLV structure, to accommodate the

necessary matching function. This special CCD-based compander was designed to perform

combined modulation/detection functionality. We designed and fabricated the CCD array and

developed the related packaging technologies. The basic CCD deign was verified by the operational

functions of superpixel cells. In addition, light sensitivity was observed when the STC was

operated as an imager. However, no definite resolution pattern has been unambiguously observed

in the CCD output signal.

The goal of the system study is to identify and analyze all the architectural implications due to

the addition of the OTIS based free-space optical interconnects in locally connected processor

arrays. We have developed models for electronic interconnects on the Hughes 3D wafers and free-

space optical interconnect technologies that allowed us to assess the unique advantages of the

optically augmented 3-D computer approach. These models have been expanded to generalized

wafer scale technology, MCM (transmission lines) technology, and free-space interconnects using

VCSELs, MQW modulators, and PLZT modulators.

We have optimized the architecture of the one stage-shuffle interconnection network for
permutation traffic in the 3-D computer and have developed the concept of the time-dilated

network. We have also evaluated the applicability of OTIS for various network topologies and

architectures and found that OTIS can simulate most existing networks with only a constant

algorithmic slowdown.

The cost of a computer architecture depends on the costs and yields of the underlying
technology along with the systems' physical organization. To compare architectures constructed
with optics and electronics, we first built cost models for the underlying technology for active

devices: CMOS and VCSELs. As an example, we showed that a multichip 256 element VCSEL

array is lower cost than the monolithic alternative. Then these active device models were combined

with models for passive elements such as solder bumps, MCMs, and optomechanics to produce

process flows for complex systems. The cost models also contain architectural features such as the

shuffle-exchange wire layout area, the number of parallel channels, and the number of

computational nodes. Using these models, we also showed that an optoelectronic

VCSEL/CMOS/MCM/Optics implementation of a shuffle-exchange network is lower cost than the

all-electronic CMOS/MCM for greater than 20 nodes.

3



Section 2
ELECTRO-OPTICAL INTERFACE

To effectively couple the locally connected processors with optical interconnection, it is critical

to realize opto-electronic interface by integrating light detectors and light transmitters with silicon

wafers. The EOI allows bi-directional communication between a coarse-grain electronic processor

array and a parallel optical interconnection unit.

Two separate circuits, that use an optimized 2-D layout and are compatible with the Optical

Transpose Interconnection System (OTIS), have been designed, implemented, and analyzed. The

first design (Design A) was used as a proof of concept for the optimized 2-D layout, the second

design (Design B) is a bi-directional self-routing concept that uses 3 level logic. Note that the

optoelectronic implementation of this second design based on the CMOS/SEED technology(2-1 is

under way.

2.1 OPTICAL TRANSPOSE INTERCONNECTION NETWORK

In a free-space optoelectronic multistage interconnection network (MIN), as described in [2-2],

local routing is done with electronic fully connected bypass-and-exchange switches, and

longer/global connections are achieved with optical links. For a MIN with N inputs and N outputs

(i.e. N channels), the bandwidth and the total power consumption, both electrical and optical, of

the overall system have been shown to be optimized if the N channels are partitioned into N-

switches with -ýN channels each(2-2). In Fig. 2-1, K is the number of channels per electronic

switch, that is, each switch has K inputs and K outputs. To build a switching network with N

channels, one can choose to have an all electronic network with no optical links at all. In this case,

the MIN will consist of a single switch (K = N) with optical input/output. On the other extreme,

one can choose to implement the same network with as much optics as possible. Then, the network

will have log 2(N) stages of electronic switches with K = 2, and log 2(N)-1 stages of optics. A

third option is to choose a middle ground by setting K to be greater than 2 and smaller than N. The

number of electrical and optical stages will then be adjusted to achieve a fully connected network.

As shown in [2-2], as K grows beyond a certain point compared to N, that is, as more and more

electronics is utilized, the bandwidth of the overall system drops dramatically. The reason for this

drop is that as- the electronic switch gets bigger, the maximum electronic delay inside the switch

gets bigger, so the clock speed needs to be reduced, which in turn reduces the bandwidth of the

network. For the range, where the bandwidth is constant, the total system power, including both

the electrical and the optical power consumption, is minimized when K N_--_-. Note that if K =
1-, only log .,(N) = 2 stages of electronics are required to achieve a fully connected network.
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In addition, since optics is used to connect the electronic stages, only 1 stage of optics is needed

for the 2 stages of electronics. This optimized point of K = -N, is only valid for given technology

assumptions, however, further scaling investigations in(2-2) showed that the trend remains the same

for other technologies. It is based on this optimization that the Optical Transpose Interconnection

System (OTIS) was conceived. 23 )

More Optics (K=2) More Electronics (K=4)
ELECTRONICS OPTICS LEL TRONICS OPTICS

2

• -IE - -I

S11

SYSTEM BANDWIDTH (Gb/s) SYSTEM POWER (W) Optimum
S~K=vN

300 0

o96 2009

4N o4 N
64 6

2S6 2-.

K W' 1024 K, 4096 1024

Figure 2-1. Optimization of OTIS.

Figure 2-2 shows a side view of OTIS with N = 256 in a 16x16 array configuration. The

256 channels are partitioned into 16 switches, with 16 inputs and 16 outputs each (i.e. K = 1KN =

16). There are two stages of electronic switches on either side of the single optical stage. The 16

outputs of each switch in plane 1 (i.e. arbitrarily chosen to be the left plane in Fig. 2-2) have a

one-to-one optical link with one of the inputs of the 16 switches in plane 2 (i.e. the right plane in

Fig. 2-2). Routing of a data packet is illustrated in Fig. 2-2. The incoming data enters one of the
16 switches. It is then routed within the electronic switch to the specific output that has the optical
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link to the switch on the other side which contains the final destination of the data packet. The data
is routed one more time, inside the electronic switch in plane 2, to arrive at the desired output node.
Both the electronics and the optics are bi-directional so every input also acts as an output depending
on the desired direction of the data flow.

3-D Electronics Optical 3-D Electronics
Interconnect

Cro a elements rei e 04 0 -
- 0 o -

electronic switches trnmtes/civs

Figure 2-2. Sideview of OTIS.

2.2 FLIP-CHIP BONDED Si/PLZT SMART PIXEL
In the hybrid SiIPLZT optoelectronic technology a PLZT wafer is used both as a support

substrate and for light modulation. The electronic driver circuitry is built on the silicon chips and
connected to the PLZT modulator through metal bumps (as schematically shown in Fig. 2-3). The
silicon chips can be tested separately before placement on PLZT to insure a high yield process. The
flip-chip process then mechanically aligns the silicon wafers to the corresponding PLZT
modulators. To achieve a large dynamic range PLZT generally requires 20-40 V to modulate an
external light. High voltage bipolar and MOS processes are presently incapable of supporting VLSI
circuit densities. On the other hand, transistor breakdown voltages in VLSI chips are too low to
provide high voltage outputs directly. We have designed a special circuit capable of delivering a
driving voltage swing up to 35 V from a standard 5 V power supply. This driver circuit is
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fabricated using standard MOSIS 2 Rm CMOS technology. High breakdown voltage of the circuit

is accomplished using series connected transistors and a current-mirror like structure.

We have designed and integrated a 4x4 array of reflective PLZT modulators with the silicon

driver circuit. The combination of the driver and the reflective PLZT modulator produces light

modulation with a dynamic range of up to 600:1. Studies of speed response of PLZT 9.5/65/35

showed the rise and fall times to be less than 10 ns each, fundamentally limited by the driver

circuitry. The Si/PLZT smart pixel is capable of building an optical link with a bit-error rate (BER)

better than 10-14 under the following experimental conditions:
* 5 Mbits/sec data rate 0 4x4 array of 40x40 gm modulators

* Modulator bias at 60 V 0 Modulator voltage swing at 25 V
* 300 gW optical input per modulator with 10 urm spot

The output power swing was measured at 100 to 200 VW per modulator over the array.

SILICON WAFER

-iI SOLDER BUMP

PLZT WAFER

WU

Figure 2-3. Cross section of a flip-chip bonded Si/PLZT smart pixel.

2.3 ELECTRONIC SWITCHES

Throughout this section, the design and experiments of a switch with 16 channels (i.e.,

K = 16, N = 256) are described. However, every derivation and the modeling analysis in

Section 2-4 apply to switches with an arbitrary number of channels.

2.3.1 Overview
A switch is implemented by cascading 2x2 bypass-and-exchange switches, partitioned into two

2-to-1 multiplexers, called half-switches. A pair of such half-switches is called partner half-

switches. Every half-switch gets an input of its own, plus the input of its partner half-switch as its

second input. Depending on the control signal, each half-switch transmits one of the two possible

inputs to its single output. A complete switch consists of log 2N = 4 stages of N = 16 half-
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switches each, for a total of N log 2N = 64 half-switches. The block diagram of a 16 channel

switch is shown in Fig. 2-4.

As an example in Fig. 2-4, at the third stage, the 8th and the 12th half-switches are partner

half-switches. Assuming the direction of data flow is from left to right, number 8 in the middle

(i.e. in the third stage) gets two inputs, one from number 8 of the previous stage (i.e. the second

stage) labeled A, and one from its partner labeled B, which is the output of number 12 of the

previous stage. Equivalently, this is the first input of number 12 of the third stage. Then it outputs

one of these inputs to node C, where D is a floating node, that is, no transistor is pulling node D

up or down. On the other hand, when the direction of data flow is reversed so that it goes from

right to left, C and D become the two inputs to number 8, with A as its single output, and B is

floating.

Laying out the switch as it is shown in the block diagram of Fig. 2-4, with all of the 16 inputs

on one side, and the 16 outputs on the other side, gives a 1-D layout, suitable for VLSI
implementations. However, if all the inputs and outputs are distributed in a 4x4 array of constant

pitch, one can -achieve a 2-D layout, suitable for optoelectronic implementations. The log 2K half-

switches from each stage with the same number are grouped together in the layout as in Fig. 2-5.

In Fig. 2-5, each triangle represents an input/output pair since the switch is bi-directional.

Every rectangle in the figure contains log2K = 4 half-switches, which form a channel. In addition,

every connection between two half-switches of different channels imply that those are partner half-

switches. Therefore, their inputs and outputs are connected to each other as shown in Fig. 2-4.

When 1-D and 2-D layout strategies are compared, the maximum wire length in the whole

switch is much shorter in the 2-D layout. Thus, in terms of RC-limited maximum operation

frequency, the 2-D layout has an advantage over the 1-D layout. In addition, if the 1-D layout is

used for the optoelectronic implementation, extra routing is required between the actual

inputs/outputs of the half-switches, and the transmitters/receivers of the system, since the latter are

likely to be laid out on a 2-D array with a constant pitch. As a result, the 2-D layout is

advantageous in terms of total area as well as maximum operation frequency.(2 2) This advantage is

magnified when bigger size networks are employed.

8



\1~

00:
00 C~j

0 rN

.2p

2.3.2 Designs of Half-Switches

Two different half-switches have been designed for the OTIS. The first one, design A, is a

simple, bi-directional 2-to-1I multiplexer, that has no additional features that could be desired for a

more powerful system. This was built as a proof of concept for the 2-1) layout, and the operation

of a half-switch as the building block of the complete switch. The second design, design B, is a

novel self-routing half-switch, that can detect contention, and drop-and-resend data packets.

9C



co

co 0

cou

0 o

.4-. .o

aa

10



2.3.2.1 Design A

The block diagram of design A is shown in Fig. 2-6.(2-4) The half-switch uses an external

direction signal that is also broadcast to every other half-switch in the entire switch. This signal

determines the direction of the data flow. The direction signal is arbitrarily chosen to be 1 (dir is the

direction signal) for a left to right data flow. In this case, xO and xl are the two inputs and yO is the

output, while yl is floating. Another external control signal is sent to the half-switch, controlling

which input channel it should transmit to its output. Again arbitrarily, c is chosen to be 1 (c is the

control signal) when xl is to be transmitted, and similarly, c = 0 causes xO to go through. If

direction is reversed (i.e. dir = 0), then c = 0 causes yO to be sent to xO, and c = 1 causes yl to be

sent to xO.

In this design, only four control bits are used for a four stage switch, labeled cO through c3

(refer to Fig. 2-4). The same control bit is sent to all the half-switches on the same stage. As a

result, only the final output destination of a single input can be determined, whereas the remaining

15 inputs go to the other 15 outputs without contention.

To speed up the overall system and to make it scaleable, the control signals, cO-c3, are fed into

the switch in a pipelined fashion. In other words, the control bit, c 1, which belongs to the second

stage is delayed externally by the same amount of time it takes for a signal to propagate through the

first stage of half-switches. Similarly, the control bit to the third stage, c2, is delayed twice that

amount, and so on. This method ensures that the control signal and the inputs of a given stage

arrive at the same time at the desired half-switches. Then, the speed of the overall system is directly

equal to the speed of a single half-switch. As the switch size increases, the number of stages and

the total number of half-switches increase but the overall speed stays constant since the propagation

delay of a single half-switch is constant.

Figure 2-6(b) shows the circuit schematics for design A. The numbers next to the transistors

give width/length in units of X. The half-switch is implemented with only 24 transistors. For a

given direction signal, half of the transistors are not used. As an example, if dir = 1, transistors

M13 - M24 are not used since M13 and M16 block their final output. In addition, for that given

direction signal, the control signal determines which input will be transmitted. For example, if c =

1, M5 and M8 block xO, and xl is sent through. Similarly, if c = 0, M1 and M4 block xl, and xO

is transmitted. Effectively, for a given direction and control signal, the input is inverted twice to

reach the output. Due to this simple structure, high-speed operations are achievable. For a 2.0 grm

CMOS technology, simulations showed a maximum speed of 250 Mbits/s.
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Figure 2-6. Half-Switch (design A). (a) Block diagram and truth table. (b) Circuit schematics.

This circuit has been implemented through MOSIS and its operation has been verified at

90 Mbits/s experimentally. The difference between the experimental and the simulated results is

believed to arise from the experimental setup rather than the circuits themselves. The main problem

may be due to the probes being used, that are not suitable for higher-speed measurements.
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2.3.2.2 Design B

Design B is built upon design A, but it adds functionality to the switch operation. The block

diagram is shown in Fig. 2-7. It still acts as a 2-to-1 multiplexer. However, it has built-in self-

routing capability, that is, the control bit for each half-switch is computed internally. Every input

packet contains as a header, the address of its desired output destination (i.e., for N = 256

channels, log2N = 8 bits of address are needed). As data packets are presented, the half-switches

in the first stage process the first bit of each of their inputs, and decide on their control signal. The

remaining 23 bits are then transmitted untouched. The same processing is done in the next stages

until the data packet arrive at their output destination.

As packets are transmitted through the switches, two of them may have to use the same half-

switch to arrive at their output, and thus, there is contention (hot spot). In this case, the half-switch

transmits one of the inputs in a deterministic way, and drops its other input. At the same time, to

ensure that the dropped data is not lost, a contention signal is generated within the half-switch,

where the blocking happened. This contention signal propagates in the direction opposite to the

data flow, and follows backwards, the path that the dropped packet of data had followed up to that

point. Once it reaches the dropped packet's input buffer, it sets the input buffer to resend the same

packet, so that all the information is eventually routed through the network.

In this design, the direction of data flow is again determined by an external direction signal

supplied to all the half-switches. In addition, an external transmission signal (t is the transmission

signal) is provided to inform each half-switch that data transmission is occurring. This signal is set

to 1 if the incoming bit is a data bit, and is set to 0 if it is an address bit. Therefore, for all the half-

switches at a given stage, t = 0 during the first cycle of a data packet, and = 1 for the remaining 23

cycles. Just like in design A, the transmission signal is pipelined, that is, delayed by the same

amount of time that the input takes to reach that stage. s a result, a transmission signal of 0 for 1

cycle, and 1 for 23 cycles, propagates from stage to stage at the same speed that the data

propagates, with the 0 bit arriving at a stage when the control signals are to be computed at that

stage (i.e. the incoming bits are address bits). This way, a single pulse of t = 0 at the input buffer

stage enables all the half-switches in the entire switch to know exactly when to process the

incoming bits as their address bits rather than data bits. As each data packet is introduced into the

pipeline, first the address bits are processed. This processing of the header of a data packet takes

exactly 2log2N cycles, where a cycle is equal to the duration of a single bit. This is the time it
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Figure 2-7. Block diagram of Half-Switch (design B).

takes for the last address bit (i.e. the (log 2N)th bit) to be processed by the last stage (i.e. the

(log2N)th stage). After that, the speed of that channel's throughput is equal to the speed of a single

half-switch, since the pipeline is completely filled up at this point.

The design of the half-switch consists of three separate circuits, namely, the output, the

control, and the contention circuits.

2.3.2.2.1 Output Circuit

The circuit schematics of design B's output is given in Fig. 2-8. The numbers next to the

transistors indicate their width/length ratio in units of X. Because of the contention possibility

between data packets, the output circuit of design A is modified. In design B, the signal cO is

equivalent to the signal c of design A, that is, it determines which one of the inputs will be

transmitted to the output. However, there is the possibility that neither of the two inputs will be

active. This is the same thing as if both those inputs wanted to use its partner half-switch to reach

their final destinations. Then cO is a "don't care", that is, the half-switch does not care which input
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is transmitted, since neither of the inputs will be using that path. In that case, c 1 is set to 1. In other
words, cl is a 1 if cO is a "don't care", and is a 0 otherwise.
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To increase the bandwidth of the overall system, if the half-switch, say on the second stage,

finds out that none of its inputs will be occupying that path, then somehow, it should send a signal

to the next stage (i.e. the third stage), indicating that the half-switches on the third stage should

transmit their other inputs no matter what. Because of this third possible output state of a half-

switch, the communication between stages have to be modified from design A. One way is to add a

second wire between all the stages so that the three levels of output can be transmitted with two

separate wires. However, as the system size grows, the global wiring becomes very difficult,

especially in terms of device area.

Instead, a novel technique is employed. The single output wire between consecutive stages is

designed to be able to carry three levels of logic. For a 5V Vdd, these levels would be 0 V, 5 V,

and 2.5 V as the extra third level. Continuing our example from the previous paragraph, if a given

half-switch computes its cO to be a "don't care" when t = 0 (i.e. it is the cycle to compute its

address bit), then in the very next cycle (i.e. when t(+l) = 0, where t(+l) is simply the signal t

delayed by one cycle), the transistors MI and M2 will be turned on (refer to Fig. 2-8). At the same

time, transistors M3 and M4 will be off, and disable the remaining of the circuit except for

transistors M5 through M8. This will provide a direct feedback path between the input and the

output of the final inverter (i.e., M5 through M8). By appropriately sizing these transistors, the

only stable voltage level, when MI and M2 are on, can be set at 2.5V. Note that the only possible

cycle that a half-switch will set its output to 2.5 V is when the half-switches on the next stage are

computing their own control signals.

At this point, there is a direct path from Vdd to GND, so to reduce the power consumption,

after another cycle (i.e. when t(+2)=O and t(+l) goes back to 1), M2 turns off. At the same time,

the transistors M9 and M10 pull the inverter's (i.e., M5-M8) input to OV and cause its output to go

to 5 V. If this happens, then the power consumption of that half-switch for the remaining 22

cycles is exactly zero. Therefore, on average, a half-switch that has to output a 2.5V signal indeed

consumes less. power than an average half-switch that is active for the entire 24 cycles of a data

packet.

The functionality of the direction signal and the remaining transistors are exactly the same as in

design A. The direction signal disables half of the circuit, whose output is not necessary (i.e. in the

wrong direction). The above example assumes that dir = 1 so that the transistors, that are not

numbered, have no effect on the output of the half-switch.

In addition, since the whole design is asynchronous, the timing is crucial. Therefore, the

transistors in Fig. 2-8 are designed such that the propagation delay of the half-switch's output

circuit will be the same whether it is transmitting OV or 5V through the two inverters (i.e., M11 -

M16 and M5-M8) or it is outputting 2.5V through M1 and M2.
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2.3.2.2.2 Control Circuit

In this part of the half-switch, the address bit is computed for routing the data packets. As

explained before, each half-switch knows that the incoming inputs are address bits when the

transmission signal is set to zero (i.e. t = 0). The two transistors, M1 and M2 (refer to Fig. 2-9(a)

and 2-9(b)), ensure that the determination of the control signals, cO and cI, occur only when t = 0.

Otherwise, the whole circuit is disabled, and the two control signals float at their previously

computed values for 23 cycles until t is 0 again (i.e. until it is the beginning of a new data packet

for that half-switch).

t d

10/2

J CONTROL BIT xo0x co ci
r_-H M3 M5 DETERMINATION: 0000----..........

d i r- 10/2 di 10/2 0 0 0 0
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Figure 2-9. (a) Schematics of control Signal c0. (b) Schematics of Control Signal cl.

(c) Truth table to c0 and cl.
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In addition, for both of the control signals, the transistors M3-M6 provide that the output will

be determined by the inputs coming from the right direction. In other words, if dir = 1, xO and xl

determine cO and cI, and otherwise, yO and y1 determine cO and cl. cO, refer to Fig. 2-9(a), is the

control bit that tells the half-switch which input will be transmitted to the single output during the

next 23 cycles. If cO = 0, then xO is sent to yO, and if cO = 1, then xl is sent to yO (assuming dir
= 1). During t = 0, if xO = 0 (arbitrarily chosen), then that input uses the half-switch for

transmission. On the other hand, if xl = 1, then the second input uses that half-switch. If either

one of them is 2.5V, then that input is neglected, since it means that there will not be any data

coming from that channel. Again arbitrarily, if both xO = 0 and xl = 1 at the same time, that is both

inputs want to use that half-switch, then xO is dropped and xl is transmitted in a deterministic way.

The complete truth table for cO is given in Fig. 2-9(c).

In the schematics, assuming that t = 0 (so that MI and M2 are on) and dir = 1 (so that M3 and

M4 are on, M5 and M6 are off), cO is determined by the competition between M7 and M8 (i.e., xO
and xl). The two transistors are sized so that if either one of them is 2.5V and the other one is

completely on, then the transistor, that is completely on, wins. In other words, cO is set so that the
half-switch will transmit the data packet carried on the input channel, which is connected to the

completely turned-on transistor. If both are on completely, then M8 wins over M7 (or M10 wins

over M9 when dir = 0). The speed of this competition is greatly enhanced with the addition of the

two inverters, Mi1 -M 14, at the output.

In addition to cO, there is a second control bit, c 1, which tells the half-switch whether cO is a

"don't care" or not [refer to Fig.2-9(b)]. If cO is a "don't care", then the output circuitry will
produce a 2.5 V output in the next cycle (i.e., when t(+1) = 0). The truth table for cl is given in

Fig. 2-9(c) as well. Notice that cl =1 when cO is a X (i.e., "don't care"), and is 0 otherwise.

The implementation of this signal is somewhat complex. The signals, t and dir, have the same
functionality for cI as they did for cO. When t = 0, M1 and M2 are on. Also, when dir = 1, M3

and M4 are on and M5 and M6 are off so that xO and xl determine cl. There are two sets of

transistors, M 11 and M12 for xO, and M7-M10 for xi. These transistors are sized so the if xO is 0

or if xl is 1, then cI is 0 since at least one of the inputs want to use that half-switch and thus, cO is

not a "don't care". On the other hand, if xO = 2.5 V or 5 V and if xl = 2.5 V or 0 V, then cI is

set to 1. The transistors M19-M24 are again added to improve the speed performance, as well as to

take care of the necessary logic calculations.

The key in this implementation is that both xO and x1 are directly fed into the competition

transistors (i.e. M7-M12) without being inverted or buffered at any point before the competitions.
The competition transistors refer to those that can provide a path to Vdd and Ground at the same

time (i.e., they will try to pull the output up and down simultaneously) so that the outcome will

depend on their input voltages. The reason is that the state of 2.5V is not stable at all once it is
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produced at the previous stage's output circuit. If the input is 2.5 V into an inverter, a 0. 1 V

variation in the input level corresponds to almost a 1V variation at the output. As a result, the noise

margins would be greatly reduced. However, with our implementation methods, a IV noise

margin is achieved for all cases. In other words, the three logic levels were 0-1 V, 1.5-3.5 V, and

4-5 V. If the output circuit was stabilizing the third logic level at anywhere between 1.5 V and

3.5 V, instead of exactly at 2.5 V, due to variations in the fabrication process, the right results

would still be obtained. This choice of a 1 V noise margin is enough to cover the parameter

variations, but still gives us a comfortable margin to distinguish the three levels from each other, as

well as maintain the high speed of the network. If the margin was lower, the variations, that can

change the speed, or the output current, of a transistor as much as 40%, could lead to a third level

outside the expected and/or acceptable levels. On the other hand, if the margin was higher, then the

transistors in competition would have to be sized closer to each other, and the net current that

drives the load would be reduced, which in turn reduces the network's speed.

2.3.2.2.3 Contention Circuit

All the signals that relate to dropping-and-resending data packets are computed by the

contention circuitry. All signals starting with the letter "s" are in this category (refer to Fig. 2-6).

These signals are sx0, sxl, sx, syO, syl, and sy.

The two signals, sx and sy, are the final signals that are transmitted from one stage to the next

to carry the information if a packet was dropped due to contention or not. If dir = 1, then the

direction of data flow within a half-switch is from x to y. If a data packet is dropped, then sx = 1,

and in this case, the contention signal flows from sy to sx. The reverse is true for sy when dir = 0.

The other four signals, sx0, sxl, sy0, and syl, are intermediate signals, with sxl and syl

being transmitted between partner half-switches within the same stage. For a given direction, say

dir = 1, only sx0 and sxl are active, and the other two are floating. Within a half-switch, both sxO

and sxl are computed. sxl is then sent to the partner half-switch, and the partner half-switch's

sxl, which is called sx ', is received. Then, sxO and sxl' are processed to find out what sx needs

to be. If either one of them is a 1, then sx = 1, which means that the data packet, that used that

specific half-switch, was dropped either at that stage or at some following stages before it was able

to arrive at its final output destination. If it was dropped at a following stage, then that information

would be carried to the half-switch through sy (i.e. for dir = 1, sy is an input).

Figures 2-10(a) and 2-10(b) are the schematics for sx0_ and sxl_, respectively (the signals'

inverses are actually calculated to achieve the final necessary logic with as few transistors as

possible). The. signal tO is the transmission signal of the first stage, and it is used to reset all the

contention circuits of all stages when a new data packet is introduced to the system. When tO = 0,

the transistors, M21, M22, M29, and M30, ensure that sx0 = sxl = sx = 0 (i.e. sx0_ = sxl_ = 1).
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Figure 2-10. Contention circuits of design B. (a) Schematics of contention signals, sxO_ = syO_ (b)
Schematics of Contention signals, sxl_ = syl_. (c) Schematics of contention signals, sx and sy.
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Note that sxO and sy0 cannot be on (i.e. arbitrarily chosen to be 1) at the same time, and

similarly, sxl and syl cannot be set to 1 at the same time. The reason is that the data should flow

in one of two directions, and the contention signals will have to flow in the opposite direction. As a

result, these two pairs of signals are treated as one (i.e. sxO = syO, sxl = syl), and then which

direction they should flow is determined at the final stage when sx and sy are computed, with the

help of the direction signal. This will allow us to reduce the necessary number of transistors, as

well as to reduce the number of links between partner half-switches by one (i.e. sxl = sy 1, instead

of two separate signals, sxl and syl).

The output of each half-switch goes to two partner half-switches on the next stage as input. As

an example, please refer to Fig. 2-4. Number 8 on the left sends its output to number 8 and 12 in

the middle as their xO and xl, respectively. If that data packet is dropped at some point in the

switch, and it was using no. 8 in the middle, then sxO of no. 8 would be set to 1, which in return

will set sx of no. 8 to 1. On the other hand, if the same packet was using no. 12 in the middle and

was dropped, then sxl of no. 12 would be set to 1. This signal would be sent to no. 8 in the

middle, which in return would set sx of no. 8 to 1. In either case, the intermediate signals (i.e. sx0

of no. 8 and sxl of no. 12) determine whether sx of no. 8 is 1 or 0. In other words, they

determine whether the primary input of no. 8 (i.e. xO of no. 8 in the middle, or y0 of no. 8 on the

left) was dropped or not.

Looking at Fig. 2-10(a), sxO0 (or syO0) can be set to 0 in one of two ways (i.e. sx0 = sy0 =

1) after it is reset to 1 when tO turns 0 and back to 1. One possibility is that there is a contention in

that very half-switch. For this to happen, assuming dir = 1, xO needs to be 0, which would turn

on M23, and xl needs to be 1, which would turn on M25. At the same time, it is required that it is

the half-switch's time to compute its control signals (i.e. t = 0, and M24 is on), so that the

incoming xO and xl are address bits. In this case, xO would be dropped in a deterministic way, as

explained before, and so sx0_ would be set to 0 (i.e. sx0 = 1).

The second possibility for sx0 to be 1 is that if the data packet is dropped at some later stage

(i.e. sy = 1), and xO was using that half-switch for transmission (i.e. cO = 0). In this case, M26

and M28 would be turned on, and sx0_ would be 0 again.

On the other hand, when there is contention, always xO is dropped and xl is transmitted, so

when sx1 is calculated, the first possibility mentioned above does not exist for sxl [refer to

Fig. 2-10(b)]. Then sxl_ = 0 (i.e. sxl =1) only when the data packet was dropped at a later stage

(i.e. sy = 1), and the half-switch was transmitting its second input, xl, at that time (i.e. cO = 1).

Then, M31 and M33 are on, and sxl_ = 0. Of course, this is true when the half-switch is not

resetting (i.e. when tO is not 0).

Figure 2-10(c) shows the final processing of sx0_ and sxl'_, or equivalently syO and syl',

to compute sx and sy. Note that the sxl'_ that is used to compute sx and sy comes from the
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partner half-switch, where that half-switch's sxl_ is sent to its partner half-switch, so that its

partner can compute its own sx and sy. If either sxO_ or sxl'_ is zero, then the output is set to 1.

M38-M41 determine which output needs to be computed. M42 and M43 ensure that if the system

is being operated in unidirectional mode, the disabled (i.e. the unused) output, which is sy if dir =

1, and is sx if dir = 0, does not float up to 5 V as time passes.

2.4 MODELING

The switch is implemented with the HP 0.8 gtm CMOS technology where k = 0.5 [tm but

during fabrication, the minimum gate length is reduced from 1.0 [tm to 0.8 gtm. This process

allows a faster maximum speed for the transistors, while not increasing the contact or metal

resistance. The following analysis applies to the above mentioned CMOS process for various

system sizes. It could be extended to other technologies by adjusting the transistors' input gate

capacitance and the layout area. The design of a switch is evaluated in terms of its speed, area, total

power consumption, and power density.

2.4.1 Area

First, the area of the switches will be discussed. The system is implemented using the CMOS-

SEED [i] technology, so the pads are located above the CMOS circuits, and thus, they are not

included in the area analysis. These pads make contact to the transmitters and receivers through the

third metal level (i.e. metal3 layer). The area of a switch is determined by the number of half-

switches per channel (i.e. log 2K, where K = VrN with N being the total number of channels of the

system), the size of a single half-switch, the area for routing the wires, and the area for the

transmitters and receivers. The area of each channel is:

A(channel) = log2K * [A(half-switch) + routing] + 2 * [A(trans.) + A(rec.)] (2-1)

The area of a half-switch is about 230 jim x 110 jtm. For each stage, the routing requires 6

horizontal and 6 vertical wires with 2 jim thickness and 2 jm spacing (i.e. xA, xl, yO, yl, sxl_,

sxl') between each pair of half-switches for a total of 24 jtm in each direction. Then the

expression in the first parentheses becomes:

A(half-switch) + routing = [(230 + 24) * (110 + 24)] gim 2  (2-2)

For each channel, 2 transmitters and 2 receivers are used, with their sizes equal to

approximately 50 jim x 50 jim, giving us an area of:

2 * [A(trans.) + A(rec.)] = 4 * (50*50) jm 2 = 104 [tm2 (2-3)

Substituting Eqs. (2-2) and (2-3) into (2-1) :
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A(channel) = [log 2K * [ (230 + 24 ) * (110 + 24 ) ] + 10 ] tm2 (2-4)

Once the total area of a channel is known, the minimum required constant pitch between adjacent

channels can be calculated, as well as the total area for a switch plane:

A = constant pitch = •/A(channel) (2-5)

A(switch-plane) = N * A(channel) (2-6)

Thus, for a system, that is partitioned into K switches with K channels for a total of N channels,

the length of a side of the complete electronic plane is:

Lplane = A * K (2-7)

Table 2-1 tabulates parameters, K, A(channel), A, A(switch-plane), and Lplane, for cases of

N =256, and N = 4096.

TABLE 2-1. Calculations for Speed and Area.

N = 256 N = 4096

K 16 64

A(channel) 1.46*105 l.m2  2.14-105 4Im2

D 382 mm 463 mm

A(switch-plane) 0.37 cm 2  8.77 cm 2

Lplane 0.61 cm 2.96 cm

Lmax 917 li-m 2222 jim

T 9O 3.37*1010s 4.38*105 s

Freq. max (RC) 2.97 Gb/s 2.29 Gb/s

Freq. max (h-s) (simulated) 250 Mb/s 250 Mb/s

2.4.2 Speed

The second variable is the speed of the system. Since the switch is pipelined by delaying the

external signals the same amount of time it takes for the initial input to reach a given stage of half-

switches, the overall system speed is equal to the speed of a single half-switch. From the

simulations, this is 250 Mb/s. As the technology goes to smaller feature sizes, this speed will

increase up to the point where the speed is limited by the RC time constant of the maximum length

of wire, existing inside the switch.
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For a system with N channels, each switch has K = 'IN channels, distributed in a 1K_ x -1K
array configuration. If A is the constant pitch between adjacent channels (Eq. (2-5)), then the

maximum wire length in a switch is:

Lmax = A * (-[K/2), (routing not included) (2-8)

which is equal to half the length of the side of a switch. Because of possible extra routing that may

be needed, another 20% is added to get:

Lmax = 1.2 * A * ("fK/ 2 ) = 0.6 * A * fK , (routing included) (2-9)

To estimated the limiting frequency, the 0-90% rise/fall time of the circuit is calculated, where a

driver transistor is driving the maximum length wire with a capacitive load at the end. The

capacitive load is the input capacitance of all the transistors connected to that wire at the next stage.

For a distributed RC load, it is weighed with 1.0, and for a lumped one, it is weighed with 2.3 so

the resulting time delay is given by [2-5]:

T90% = 1.0 RintCint + 2.3 ( RtrCint + RtrCload + RintCload ) (2-10)

where Rint and Cint are the resistance and capacitance of the wire (i.e. of the interconnect), Rtr is

the on-resistance of the driving transistor, and Cload is the total load capacitance due to transistors'

input gate capacitance of the next stage. Rint and Cint are equal to ( Lmax * Rwire ) and ( Lmax *

Cwire ), respectively, where Rwire and Cwire are fabrication dependent parameters, and are given

per unit length. For the 0.8 gm process with X = 0.5 gm, and for a 2.0 gm thick wire (i.e. width

of the wire = 4X) in metal2, Rwire = 0.03 Q/[Lm, and Cwire = 44 aF/gm.

In [2-5], it is shown that the on resistance of a MOS transistor can be approximated as:

Rtr = (L/W) / [jiCgox(Vdd - Vt)]. Since the driver PMOS and NMOS transistors are sized so

that their output currents would be equal (i.e. the rise and fall times would be equal), they have the

same on resistance. For the specific chosen run the on-resistance turns out to be Rtr = 585 Q.

To calculate Cload, note that each driver drives all the transistors labeled xO in one half-switch

on the next stage, and the ones that are labeled x I in its partner half-switch on the next stage. In

addition, it drives all the transistors with yO as input within its own half-switch, and the ones that

have y l as input in its own partner half-switch on the same stage. The sum of all the input

capacitance of all these transistors inside all the circuits (i.e. output, control, and contention

circuits) give a total capacitance of 200 Mf, SO Cload = 200 iM. Substituting the values for Rwire,

Cwire, Rtr, and Cload into Eq. (2-10)
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T 90%= [ 1.32 * 10-18 * (Lmax) 2 ] + 2.3 [(2.57 * 10-14 * Lmax)+ (1.17 * 10 ) + (6*

-15 (-1
10 * Lmax) ] (2-11)

where L. is given in gm, and the resulting T90% is in seconds. Since T90% is the rise/fall time of

the maximum length wire, the maximum frequency in Mb/s ( note that maximum frequency is not

in MHz) will be:

Freq.max (RC) = (T 90 % )1 (2-12)

The above maximum frequency is labeled as RC because this is the frequency limited by the

RC time constant of the longest wire. However, the maximum frequency of the circuits, from the

simulations, is 250 Mb/s. Therefore, Freq..a (RC) only sets an upper limit to the actual maximum

frequency, called Freq.max (h-s) (i.e. due to the speed of the half-switch's circuits). Since the

switch is scaleable, Freq..,x (h-s) stays constant at 250 Mb/s as N grows. From Table 2-1,

Freq.max (h-s) still has a long way to go before Freq.max (RC) becomes a limiting factor. Lmax,

T90%, Freq..ax (RC), and Freq.max (h-s) are also given in Table 2-1.

2.4.3 Power Consumption

In the power consumption calculations, the consumption of the wires inside the half-switches

is neglected since these wires are quite short. Only the transistors in the half-switches, and the long

wires between stages and between partner half-switches are taken into account. For all cases, the

power consumption is given as:

P=C*V2 * (f/2) * p, (2-13)

where C is the capacitive load (i.e. input gate capacitance for a transistor, or the substrate to metal

capacitance for a metal wire), V is the voltage swing (i.e. either 2.5V or 5V, depending on whether

the third logic level is used or not, respectively), f is the operating frequency in Mb/s (i.e. divide

by 2 to convert from Mb/s to MHz), and p is the probability of the previous situation changing

(i.e., data switching, or the information on the wire switching).

First, the probability equations are examined. For a packet-switching network made up of k x k

interchange boxes, if the initial probability for data to appear at the first stage is Po, then the

probability of data arriving at the end of ith stage can be approximated as:

pi = 1 (2-14)

2k PO
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but in our case, P0 = 1 (i.e. every input buffer gets a data packet so the calculations are for a fully

loaded network), and k = 2 (i.e. the switch is made up of 2x2 bypass-and-exchange switches

partitioned into two half-switches), so Eq. (2-14) simplifies to:
4

Pi- (2-15)
4+i

The values of pi for i = 0,..., 12 are given in Appendix A.

In addition, let S = log2N be the number of stages in the whole network, and note that there are

only S/2 stages of half-switches in one switch plane, and the whole network consists of two

switch planes. When the power consumption per channel is calculated, the calculations are done

for both switch planes together, and the total power consumption is the sum of all the switches on

both the switch planes.

The total power consumption per channel is grouped into three parts, namely, the half-

switches, the output wires, and the contention wires. The half-switches consist of the transistors,

since the short wires within the half-switches are neglected. To simplify the expressions, the input

gate capacitance of an NMOS transistor with a given width, W, in terms of k• will be written as

NM(W), and similarly for a PMOS, the gate capacitance will be given as PM(W). The gate length

is not considered since the length of all the transistors are equal to 2 k, which is equal to 0.8 gm

after the fabrication. As an example, the capacitance of an NMOS with width = 10 Rm = 20k is

NM(20).

The fact that the output signals, xO, xl, yO, and yl, will switch or not, does not depend on the

direction of data flow, but on the probability of data arriving at that stage. Then, all the transistors

in the three circuits of a half-switch are counted, and the total capacitance for these signals in one

half-switch is found. The equations for the transistor capacitance (i.e. for the specific chosen run

of the 0.8gm technology) are NM(W) = (825 * W) aF, and PM(W) = [(1160 * W) + 611] aF.

The inverters that get switched directly because of these four signals are included in the total

capacitance as well:

Cap.(x0, xl, yO, yl) = 6NM(4) + 2NM(5) + 2NM(6) + 4NM(8) + 6PM(10) + 2PM(18) +

4PM(20) + 2PM(33) = 354 fF

If a data packet arrives at a stage, then these signals have a voltage swing of Vdd = 5V, and the

probability of the signal changing is 0.5. If not, then the previous stage would output 2.5V due to

contention for one cycle out of "d" cycles. Each data packet is proceeded by a header of log2N bits

of address so, for a packet with 16 bits of information, d = 16 + log 2N. Then the power

consumption per channel due to xO, xl, yO, and yl is:
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Pchannel( xA, xl, yA, yl) =

Sd + l_ Cap(xO, xl, yO, yl)- + 1 - P 1 (2-16)

where the first term in the first parentheses is for an active channel, which is transmitting data. The

1/2 term is due to the fact that data has a 1/2 probability of switching from its previous value. The

second term in the first parentheses is for a disabled channel. Then it will output 2.5V (i.e. Vdd/ 2 )

for one cycle out of d cycles (i.e. l/d), and the probability for this happening is 1-pi, that is, when

there is no input for that half-switch. When this happens, there is a direct path from Vdd to

Ground, and the last term in Eq. (2-16) accounts for the saturation current flowing through the

driving transistors. In the calculations, isat. = 3.6 mA. The results of Eq. (2-16) are calculated in

Table 2-2 for N = 256, and N = 4096.

TABLE 2-2. Calculations for Power Consumption and Density of the Electronic Switches
(Excluding the Optical Transmitter/Receiver Circuits and Assuming f = 100 Mb/s).

N = 256 N = 4096

K 16 64

S (# stages) 8 12

d (for 16-bit data) 24 28

Pchannel( xO, X1, yl ) 3.51 mW 5.23 mW

Pchannel ( cO, cl) 0.05 mW 0.10 mW

Pchannel (t, dir) 0.31 mW 0.41 mW

Pchannel (contention, s?) 0.03 mW 0.03 mW

Pchannei (output wires) 0.13mW 0.33 mW

Pchannel (contention wires) 0.9 mW 2.4 mW

Pchannel 4.03 mW 6.10 mW

Ptotal 1.03 W 25.0 W

Pdensity 1.38 W/cm 2  1.42 W/cm2

Similarly, the gate capacitance of the transistors that have cO and cl as input are:

Cap. (cO) = 2NM(4) + 1NM(6) + 1NM(8) + 2NM(10) + 2PM(10) + 2PM(25) = 118 fF

Cap. (cl) = 1NM(5) + 2NM(8) + 5NM(10)+ 1PM(13) + 2PM(20) + lPM(25) = 152 fF

The power consumption per channel due to these two signals is:
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S-1

~channel( CO, Ci (I - i [2Cap. (cO). +Cap. (cl) -DP,+, (l *'2] 4"(yd) e (2-17)

The first term inside the bracket says that cO has a 1/2 probability of switching at every new data

packet. The second term says that cl will switch if there was an input in the previous cycle, and

there is not one in the following cycle (i.e. Pi+l * (1 - Pi±D)), or there was not one in the previous

cycle, and there is one now (i.e. multiply that term by 2). The l/d factor is for the fact that this

switching occurs at every 1/d bits (i.e. once per data packet). Again, the results are in Table 2-2.

The capacitance due to the external signals, t and dir, is:

Cap.(t) = lNM(3) + 1NM(8) + 6NM(10) + 2NM(21) + lPM(7) + 1PM(10) + lPM(18) +

2PM(62) = 281 fF,

Cap. (dir) = 2NM(8) + 2NM(4) + 2NM(6) + 2NM(10) + 4PM(20) + 2PM(33) + 2PM(62)

= 399 IF.
The power consumption due to t and dir is:

Pchannel( t, dir) =2 2 Cap.(t) + 1 eCap.(dir) 0 1 2S' 0-- (2-18)
2d 2

Cap. (t) is multiplied by 2 since t gets reset to 0 for one cycle and then equals 1 for the remaining d-

1 cycles (i.e., switches twice every d bits). On the other hand, the direction bit has a 1/2

probability of switching at every data packet, assuming a bi-directional switch operation. In

addition, it is divided by d because these signals switch once at every data packet, and is multiplied

by S (i.e., the number of stages) because these signals do not depend on which stage they are on

but only on the number of stages. Whether there is an input arriving at a given stage or not, does

not affect these signals, or their power consumption.

The last term for the half-switches is from the contention signals. The individual capacitance

for the various signals are:

Cap.(sx0 , sy0_) = 5NM(4) + 1NM(6) + 2NM(10) + 3PM(9) + 2PM(10) = 96 iF,
Cap.(sxl_, syl_) = 1NM(8) = 7 if,
Cap.(sx, sy) = 2NM(10) + 2PM(20) = 64 if.

If there is a contention, then sx or sy switches, but only one of the other two pairs will switch with

it. In other words, the contention comes from one of two channels, so the effective total

capacitance is obtained by adding Cap.(sx, sy) with 1/2 of the other two capacitance (i.e. there is a

1/2 probability for either of the channels). Then, the resulting power consumption is:

Pchannel( sx, sy, sx0, sxl, syO, syl ) -
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1-1i0. ( sy) + Cap. (sx0, syO) + 1 Cap.(

I__ 2 2(P S) d(J 2

The total power per channel from the half-switches is simply equal to the sum of Eqs.

(2-16)-(2-19), and is given in Table 2-2 for N = 256, and N = 4096.

In addition to the half-switches, the power is consumed by the long wires between stages and

between partner half-switches. These wires can be categorized into two groups, output wires, and

contention wires. The length of wires at each stage is not a constant. Looking at the 2-D layout

(refer to Fig. 2-5), a formula is derived that will give us the length of wire between partner half-

switches at each stage in terms of A, the constant pitch. Then, the length of wire at stage i, would

be fi * A, where fi is the multiplicative factor, and is given as:

f 2(= 2f-1-Mod(S/ 4) [Int(2MdS(i-1)]i (2-20)

fi is given for i = 0,...,S-1 in Appendix A, for S = 8, and S = 12 (i.e. N = 256, and N = 4096,

respectively).

From the fabrication parameters, the capacitance of metal2 wires, Cap.(wires), is 44 aF/Rm,

where 4X = 2 gm wide metal2 wires are assumed to be used for all the long wires between partner

half-switches. Then, the power consumption for the wires is given as:

Pchannel( output wires ) =

A o (f +f+l )[ P+l(Vdd) + - Cap.(wire) (2-21)
i=O d 2

The whole summation is pre-multiplied by A since fi is the length of wires in terms of A. The first

parentheses tells us that the output of a half-switch is connected to yO and y 1 of half-switches at the

same stage (i.e. fi), and xO and xl of half-switches at the next stage (i.e. fi+l) assuming dir = 1.

The next bracket covers the two possibilities that the output level on the wire can either be 0 or 1

for d cycles, or it can be 2.5V for one cycle and 0 for the rest of the d- 1 cycles.

Similarly, the capacitance for the contention wires is the same, and the power consumption is

given as:

Pchannel( contention wires)
S-1.

A= -- " 2 0 "(p-, - aa l)-f' (Vd o2.oCap.(wire) (2-22)
i=o2
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Again, the summation is pre-multiplied by A. In addition, there is a l/d term because the contention

circuitry switches once at every data packet. The 1/2 term is due to the fact that only sx1 signal

drives a long wire between partner half-switches, and sxO is an internal signal to the half-switch.

As a result, only if cO = 1, the long wire switches. The (pi+1-Ps) term is the probability that there

will be a contention signal propagating. This signal is generated only if the data packet is dropped

before it reaches its final destination but after it goes through that given stage of half-switches.

Summing Eqs. (2-16)-(2-22), gives the total power consumption per channel. Looking at the

power consumption for the different components in Table 2-2, the output signals dominate the

overall power consumption. This is due to the fact that the consumption during when there is a

direct path from Vdd to Ground (i.e. output is set at 2.5V) is included in this term. In addition,

these transistors turn on and off at every bit, compared to the others that get switched every d

cycles.

The total power consumption for the whole system (only the electronic power) is:

Ptotal = Pchannel * N (2-23)

The power density is given as:
I P
1 P .channel(-4

density 2 2a (2-24)

In Eq. (24), A2 is the area per channel per switch plane, and the 1/2 term is added in because each

channel occupies that much area on each switch plane. Effectively, the total area per channel is

(2 * A 2). From Table 2-2, the electronic chip will have no trouble handling the heat dissipation in

these circuits, despite the fact that there is a direct path from Vdd to GND at certain times.

2.5 DISCUSSION

We have optically tested the functions of the OTIS electronic switches. As reported previously,

the switches are electrically operational. In this experiment (Fig. 2-11) we connected one

modulator and one detector chip via a reflective system. Both the modulator and detector have

three-level logic receiver and driver circuits. It has been shown that a three level transmission can

be performed. This matches the three level logic switches implemented on the chip where the third

logic level provides contention arbitration in the switch.
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Figure 2-11. Schematics of the set-up used to evaluate the optoelectronic OTIS chip and the
three-level logic transmission.

Looking at the results from Tables 2-1 and 2-2, a network with 4096 channels seems feasible.

The side length of a switch plane for a 4096 channel network is found to be approximately 3 cm.

Note that a network with N channels is constructed with -IN = K switches, and that these

switches do not share any internal wires but only the external signals of direction and transmission.

As a result, one can easily implement a network of this size by tiling together small switch chips,

thus reducing potential fabrication problems on the electronic chips. Such a system has a-fKX -K×
= 8x8 array of switches per switch plane, with each switch handling 64 channels. Thus, each

switch only takes up a chip of side length 3/8 cm= 3.75 mm, which is readily available in 0.8 gim

CMOS technology at commercial silicon foundries.

A maximum speed of 250 Mb/s has been simulated for the electronic switches and knowing

that the probability of acceptance of a 4096 channel system is 1/4 (refer to Appendix A with i =

log2N = 12 stages), this yields a total throughput of (250 Mb/s)x(l/4)x(4096) = 256 Gb/s. In a

related work,12 6) the modeling presented in section 4 of this report has been extended to include all

the various components of the OTIS system including the free-space optical system required to

implement the network. For the network size and speed mentioned above, the power consumption

of the entire optoelectronic system is found to be approximately 90 W. This yields 22 mW per

channel for the entire optoelectronic system, which is very competitive with available networks.

The power consumption of the switches is modeled to be about 40 W, while the optical power

requirement is only 1 W, which is readily available with solid-state lasers. The rest of the power is

consumed by the transmitter circuits (2 W) and mostly by the- receiver circuits (50 W). It is

interesting to note that most of the power consumption comes from the receiver circuits and mainly

from their DC power consumption, which is why these circuits are now receiving a lot of attention

in the community in order to improve their performance.
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The on-chip power density at 250 Mb/s is calculated to be 5 W/cm2 . Electronic chips do not

require any special heat dissipating schemes until the power density approaches 10 W/cm2, so there

should not be any thermal dissipation problems for a 4096 channel network.

As smaller CMOS technologies are employed, the speed of the switches will increase. Adding

to this the possibility of increasing the network size in terms of number of channels, one could

reach a throughput in the Terabit regime in the near future. Note that as the system size is

increased, the system speed will not be reduced due to the pipeline structure of the switches, and

one can still maintain a relatively high yield on the electronic chips due to the independence of

switches from one another.

Finally, an optoelectronic switch chip is now being built based on the AT&T flip-chip bonded

CMOS-SEED technology that combines 0.8 g.tm CMOS chips (as modeled in the previous section)

with GaAs MQW optical transmitters and receivers where operation of the receivers and

transmitters at over 600 Mb/s(2-7) has been demonstrated.

32



Section 3
OPTICAL INTERCONNECTION UNIT

The optical interconnection unit (OIU) allows a parallel optical interconnect to another EOI unit,

thus enabling global, parallel interconnection between two electronic processor arrays. The optical

system includes the actual interconnection lenslets, based on the Optical Transpose Interconnection

System (OTIS), and the necessary elements required to power-up the modulators. We presented

several designs for a 256 channel bi-directional free-space optical interconnection system; the

system accomplishes a global transpose interconnection with only 2 planes of lenslet arrays. The

overall system length could be less than 60 mm. Here the interconnection lenslets must furnish the

following requirements: high light efficiency and bi-directionality. Systems composed of

refractive, diffractive, and aspheric diffractive elements were designed and optimized. We also

introduced a novel modulator illumination system consisting of an off-axis area-multiplexed lenslet

array which can combined, via using Birefringent Computer Generated Hologram (BCGH)

technology, into the same optical element as the interconnect optics. To further improve the system

performance, a Photorefractive Beam Splitter (PRBS) has been studied in an attempt to replace the

Polarizing Beam Splitter (PBS) originally designed in the system. This PRBS utilizes Bragg

selectivity inherent to volume holograms to efficiently differentiate optical paths between optical-

power and data-interconnection.

In this section we discuss the optical design and optimization of the optical transpose

interconnection system (OTIS). We have used Code V® optical system design software

package(3-1) to design and optimize several different systems based on both refractive and diffractive

micro-optic technologies. An overview of OTIS optical system is first given, including a

discussion of the system symmetry and an illumination system which improves optical power

efficiency. The next section describes the design and optimization procedures that we have

implemented with Code V® and results are then given.

3.1 OVERVIEW OF OTIS OPTICAL SYSTEM

3.1.1 Geometry

The OTIS is a simple means of providing a transpose interconnection using only a pair of

lenslet arrays. This system has been shown useful for implementing shuffle based multi-stage

interconnection networks and mesh-of-trees matrix processors.(3-2' 3-3) The transpose

interconnection is a one-to-one interconnection between L transmitters and L receivers, where L is

the product of two integers, M and N. An M x N transpose is equivalent to a k-shuffle, (3-4) where k

equals N. To implement the interconnection a rN x \N array of lenslets is placed in front of the
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input (source) plane, and an -Th7 x VM- array of lenslets is located before the output (detector)

plane.

An interesting application occurs when k = J (i.e. M = N). The number of stages required for
routing any arbitrary permutation through OTIS is logk (L). In this case this number becomes a

constant since log -(L) = 2. This results in a symmetric transpose where both planes of lenslets are
VL

identical. Thus, such a system achieves full routing between the input and output planes with a

minimal amount of hardware. For example, a 4096 channel (M = N = 64) interconnection can be

implemented with two 8 x 8 lenslet arrays. Figure 3-1 shows a two-dimensional cross-section, and

experimental input and output patterns for such a system.

Figure 3-1. 2-D cross-section of a symmetrical 4096 channel OTIS with photos of experi-
mental input and output illustrating transpose operation.

A symmetrical OTIS can easily be made bi-directional to accommodate systems where opto-

electronic chips located on both planes have a transmitter/receiver pair per channel. As shown in

Figure 3-2, the two planes are rotated 180' with respect to each other, so that a transmitter in plane

1 faces a receiver in plane 2. Unfortunately, this system configuration results in crosstalk: the light

strikes the second lenslet plane off-center, it will partially fills an adjacent lenslet and part of energy

will be focused to a different receiver. This optical cross effect is illustrated in Figure 3-2. There

are two appraches to avoid this problem. The first solution is to place opaque areas on the edge of

each lenslet that block the light going to the wrong receiver. However, this would result in

lowered overall system efficiency. The second approach is to tailor the illumination system so only

the proper portion of the lenslet will be illuminated.
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Figure 3-2. Bi-directional system showing transmitter/receiver offset and resulting crosstalk
(dark gray).

3.1.2 Symmetry
The symmetry of OTIS significantly limits the number of lenslets within an array which

perform unique functions. For example, as can be seen in Figure 3-1, all corner lenslets are

functionally equivalent. Examination of the symmetry in OTIS reveals that the number of unique

lens functions is given by:

i 'j=1 (3-1)

This number is further reduced for a symmetric transpose ( M = N):

i=1 (3-2)

For example, a 256 channel symmetric transpose system ( M = N = 16) has only three unique lens

functions, while a 4096 channel system ( M = N = 64) would have ten. Figure 3-3 shows a 4 x 4

lenslet plane for a 256 channel system with functionally equivalent lenses shaded similarly. As will

be discussed further, without careful examination of the symmetry, the system would be too

complex to be efficiently modeled by current optical design software.
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Figure 3-3. Lenslet symmetry in OTIS; equivalent lens functions are shaded similarly.

3.1.3 Illumination

In the case where the optical transmitters are modulators, we studied different illumination

methods. To maximize light coupling into the interconnect optics, the modulators should be

illuminated off normal. The most promising approach to achieve this uses an area-multiplexed off-

axis diffractive lenslet array. Such a system provides the necessary directed illumination.

Figure 3-4 shows a cross-section of the illumination system for a 256 channel OTIS. The upper

detalled figaure shows the off-axis illumination with two overlapped illumination lenslets. The

overlap between the two lenslets is necessary for a normal plane wave is used in the system. For

reflection-mode modulators the system must be 'folded' onto itself; the lower figure inset shows

the same two interconnection lenslet in the same plane as the interconnection lenslets.

Both the illumination and interconnection optics may be combined into the same optical element

using the technology of birefringent computer generated holography (BCGH).(3 -5 ) A BCGH is a

computer generated hologram (CGH) with two different phase functions, one for each state of

linear polarization. If multiple quantum well (MQW) electro-absorptive modulators are used, then

a quarter-wave retardation plate should be inserted in between the BCGH and the lenslet plane. No

waveplate is needed if Lead Lanthanum Zirconate Titanate (PLZT) electro-optic modulators are

used, as these modulators provide the necessary polarization rotation. With such an illumination

system the off-axis performance of the modulators may be an issue. MQW's have been shown to
have a suitably wide (l0°-15O) angular acceptance range.(36 ) We are presently evaluating the off-

axis performance of PLZT modulators; preliminary results show acceptable performance ±+150 from

the normal. If emitters (such as VCSEL arrays) are used rather than modulators, a surface

mounted micro-prism or diffraction grating would be needed to deflect the illumination light,

providing the required directivity to effectively couple light into the interconnect lenslets.
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Figure 3-4. Off-axis area-multiplexed illumination system with details of area overlap
(mutiplexing) and folded geometry.

3.2 DESIGN AND OPTIMIZATION

We have modeled, using Code V® software, various 256 channel (M = N = 16) OTIS systems.

As mentioned before the OTIS has a great deal of inherent symmetry; and this allows us to fully

model the system with far fewer field points and surfaces than would otherwise be required.

Without this reduction in scale, the computational task would present a nearly intractable problem.

First order geometrical approximations determine the initial design of each system, with given

fixed parameters such as 500 gm source spacing, f/4 optics, and unit system magnification. The

optimization goal is to maximize the amount of light captured by a small (typically 20timx20jtm)

aperture on the output plane, representing a detector element on an opto-electronic chip.

3.2.1 Systems

Various models have been considered for systems consisting of refractive lenslets as well as

spherical and aspheric diffractive lenslets. Here lenslet array systems are defined as those in which

all lenslets within an array are identical. Individual lenslet systems would be much more complex,

for each lenslet would be independently optimized for the particular interconnect paths it is required

to support. The four systems chosen for study represent a progression in increasing design

complexity and fabrication cost as well as expected performance.
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3.2.1.1 Refractive Lenslet Array

This type of system consists of a uniform array of refractive lenslets. OTIS has been

experimentally verified using epoxy on glass refractive lenslet arrays.(3-7 ) The results can be seen in

Figure 3-1. This type of lenslet is close to piano-convex in shape, which is not optimal for the

reduction ratio of the system. Refractive lenslet arrays are relatively inexpensive, but are not

perfectly spherical. In general, they suffer focal length non-uniformity among the elements and

limited available f#'s. The refractive system was not modeled using individually optimized

refractive lenslets as such components are difficult to fabricate and generally not commercially

available, or prohibitively expensive. For the same reasons we did not consider aspheric lenslet

arrays.

3.2.1.2 Diffractive Lenslet Array

A diffractive lenslet array system is also a uniform array of lenslets, except that the elements are

now multi-level phase computer generated holograms. The CGH's offer more design flexibility

and uniform fabrication over refractive lenslets. However, the minimum feature size and number

of phase levels sets a lower bound to the achievable f#. Also, like all diffractive optics, they suffer

from large chromatic dispersion.

3.2.1.3 Individual Diffractive Lenslets

This system is identical to the diffractive lenslet array, except the focal length of each lenslets is

individually optimized. Note that the outer most lenslets tend to support the longer (diagonal)

paths. The individual lenslet approach lets the focal length of these elements compensate for this

path difference. Those lenslets which have been identified as being functionally equivalent are

linked together during optimization, while unique functions are allowed to take their optimal form.

3.2.1.4 Individual Aspheric Diffractive Lenslets

This represents the highest performance system which we can design and fabricate; each

unique lenslet. function is designed independently and its phase function is allowed to take an

arbitrary shape. Aspheric design provides the extra degrees of freedom necessary for reduction of

third-order aberrations without additional optical surfaces. The additional performance of the

aspheric components is only realized when each lenslet is allowed to be individually optimized;

therefore an array of identical aspheric diffractive lenses was not modeled.

3.2.2 Approach

Traditional optical system design software is not well suited to modeling a highly parallel 256

channel free-space optical interconnection system. To define defining the individually optimized

lenslets, an enormous computational task is required to optimize large non-sequential surface
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(NSS) ranges. In addition, the limits on the total number of field points also prohibit the

implementation of a complete system modeling. To accurately model OTIS we take advantage of

the large degree of symmetry inherent in the system and reduce the simulation complexity.

The sources, representing either optical modulator or vertical cavity surface emitting laser

(VCSEL) arrays, are modeled as object field points. To increase efficiency and reduce cross-talk,

the chief rays of each source is aimed at its respective interconnect lenslet. Again, complete

modeling of all interconnect paths is impossible because of the limited number of field points

allowed by the design software. A sub-set of interconnection paths must therefore be selected.

For a 256 channel system, there are three unique lenslet functions on each lenslet plane. The paths

are chosen such that each pairing of the lenslets functions between the two planes is represented;

only unique paths are included. Each field point is weighted according to the total number of paths

it represents. Figure 3-5, a typical system view from Code V®, shows ten of the interconnect

paths associated with an edge lenslet.

OTIS System
16x16 channels
125 ýtm pitch .

0.06 NA, fV4

Diffractive Lens Array f/4 scI e 20.00 WJLH 16-May-97

Figure 3-5. Code V® perspective view (VIE;VPT) of a 256 channel OTIS showing input and
output planes, four transmitter lenslets, ten receiver lenslets, lens substrates, and ten objects.

The directed illumination of the modulators is formed by uniform illumination of an array of

lenslets having square apertures. As a result the modulated light will have a sinc2 profile. We have

approximated this as a Gaussian, as this type of apodization is much easier to implement in Code

V®. This approach is also valid if VCSELs are used rather than modulators.

39



All systems have two glass plates included which represent the lenslet substrates. We have

included 1.2mm thick low-expansion (LE) glass plates as this is the substrate used for the in-house

fabrication of CGH's.

Each interconnect lenslet plane is defined as a non-sequential surface range. Our initial designs

were accomplished by specifying a single element and using the ARR command to replicate it into

an array. For the individual lenslet systems we needed to set up a plane of non-identical lenslets.

To insure that all rays intersect the proper lenslet we had to use non-sequential surfaces (NSS).

Both NSS ranges have zero thickness; they are located on the surface of the substrates. Within

each range the x-y location (decentration) and size (clear aperture and edge location) of all the

lenslets are defined.

The refractive lenslets were modeled as plano-convex. Normal methods, such as specifying

radius of curvature, thickness, and index of refraction for each surface were used to define the

lenslets. A surface listing of one of the lenslets in the transmitter lenslet plane is given in the table

below.

TABLE 3-1. Refractive lenslet listing showing NSS range, radius of curvature, glass, and
decentration terms.

RDY THI RMD GLA CCY THC

6: 5.09137 0.000000 AIR 1 100

!NSS

GL2: BK7_SCHOTT

XDE: 2.250000 YDE: 2.250000 ZDE: 0.000000 DAR

XDC: 100 YDC: 100 ZDC: 100

ADE: 0.000000 BDE: 0.000000 CDE: 0.000000

ADC: 100 BDC: 100 CDC: 100

All of the CGH's are modeled as diffractive optical elements (DOE's). We do not define the

element in the normal manner by specifying the optical recording geometry, but rather suppress it

by setting object and reference points to infinity. We then directly model the phase function, i.e.

the optical path difference (OPD) introduced by the element. In Code V®, the phase function can

be defined by the coefficients of a polynomial expansion. The expansion may be tenth order in X

and Y, in which case the number of the coefficient is given by Eq. (3-3):

J = {(m + n)2 + m + 3n•/2; j 65 (3-3)
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where m,n are the powers of X,Y respectively. For a rotationally symmetric element, the

expansion may also be in R. Equation (3-4) gives the coefficient number in this case:

j = m/2;j< 10 (3-4)

where m is an even power of R, through R20 . For example, a spherical diffractive lens has only

the first coefficient, Cl, that of R2; in the x-y expansion, there are two identical coefficients, C3

and C5, for X2 and y 2. In both cases, the coefficients are equal to -1/2f.

In the aspheric model C3 and C5 are not required to be equal; C1 and C2 have been include to

introduce linear phase terms ('tilt' the lens) which should aid the off-axis imaging of the comer

lenslets. Other higher order terms, such as C10 and C14 for X4 and Y4 are included for aberration

correction. When the final design is selected, the coefficients are used to generate the mask

patterns for the fabrication of the CGH. An example listing of a diffractive lenslet is given below.

TABLE 3-2. Diffractive lenslet listing showing NSS range, HOE coefficients, and
decentration terms.

RDY THI RMD GLA CCY THC

6: INFINITY 0.000000 100 100

!NSS

GL2:

HOE:

HV1: REA HV2: REA HOR:

HX1: 0.000000E+00 HYI: 0.000000E+00 HZ1: 0.100000E+16

CXl: 100 CYl: 00 CZl: 100

HX2: 0.000000E+00 HY2: 0.OOOOOOE+00 HZ2: -. 100000E+16

CX2: 100 CY2: 100 CZ2: 100

HWL: 514.50 HTO: SPH HCT: R

HOO/HCC

Cl: -6.5036E-02

Cl: 1

XDE: 2.250000 YDE: 2.250000 ZDE: 0.000000 DAR

XDC: 100 YDC: 100 ZDC: 100

ADE: 0.000000 BDE: 0.000000 CDE: 0.000000

ADC: 100 BDC: 100 CDC: 100
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We used the automatic design (AUT) with the default error function to optimize the lens

functions. The default error function is a center weighted RMS spot size based on weighted

transverse ray aberrations. For the refractive system we let the radius of curvature, and therefore

the focal length, of the lenslets vary. For the diffractive systems, the coefficients of the phase

function were allowed to vary freely. Surfaces which were identified as being identical, or mirror

images, had coupling codes established to maintain the relationship. In order to maintain the

proper system geometry for the transpose operation, the reduction ratio of the system was fixed to

one (unit magnification), and the distance from the object and image plane to the lenslet planes

were linked. The refractive lenslet array system converged very quickly, usually within two or

three cycles. The diffractive lenslet array system also converged within two or three cycles,

however each cycle took considerably much longer, usually several minutes. The individual

lenslet systems took more cycles to converge, usually between five and ten, and each cycle took

longer, usually at least five minutes.

3.2.3 Code V® Simulation Results

The key figure of merit used to judge the performance of the system is the spot size on the

output (detector) plane. We evaluated the diameter of the circle which captures 80% of the energy

of the point spread function (PSF). The PSF option verified that the centroid of the spot lies very

close (on the order of microns) to the chief ray. While the point spread function alone is not

necessarily a good judge of the performance of an imaging system, we are concerned only with

point-like sources. The spot size is critical as it determines how large the detector elements must be

to achieve good efficiency. Smaller detectors are preferable as they are in general faster and result

in receivers with lower power consumption; our goal is spot sizes, and detector areas, on the order

of (20 microns) 2. The composite spot sizes of various interconnect paths for the different systems

are summarized in Table 3-3.

The refractive system performs well on-axis, but poorly at even relatively small field angles.

The diffractive system performed significantly better; it is interesting to note that at the optimal

composite focal plane, the on-axis performance was inferior to the average of the intermediate off-

axis fields. The individual diffractive lenses didn't improve the extreme off-axis performance as

much as was hoped, but did offer the benefit offering more consistent performance through the on-

axis and intermediate off-axis fields. Surprisingly, the aspheric system did not improve the

results. This is possibly due to the default error function failing to accurately represent the system

performance. We are optimistic that a custom error function would allow the aspheric system to

perform significantly better.
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Table 3-3. Spot size simulation results with Code V®.

80% Encircled Energy

Array [ndiv. Spher,[ndiv. Asph.

Average 17.37 17.05 16.20
Minimum 14.78 14.69 14.05
Maximum 35.00 29.58 25.41
Std. Dev. 3.43 2.83 2.52

Strehl Ratio

Array ýndiv. Spher[ndiv. Asph.
Average 0.95 0.95 0.98
Minimum 0.60 0.59 0.85

3.3 OTIS OPTICAL SYSTEM IMPROVEMENTS

3.3.1 Birefringent Computer-Generated Hologram

For high efficiency and power uniformity, the OTIS optical system requires individually

directed transmitters. To achieve directed signal beams in a system utilizing reflective modulators,

an additional array of illumination lenslets is required (Figure 3-6). The interconnect lenslets and
illumination lenslets may be implemented as a single optical element if birefringent computer-

generated hologram (BCGH) technology13-51 is utilized. We have designed, built, and characterized

such holograms. One of the BCGH

elements is shown in Figure 3-7. The OTIS lenslet

modulator input spots generated by this Optoelectronic Chip

element are shown in Figure 3-8, and the Intc ectiom;

spots produced by the same element at the

intermediate image plane of the OTIS

interconnection system are shown in
Plane

Figure 3-9. Beam scans through these Wave
Illumination

planes are shown in Figure 3-10. The spot

size measured using the beam scan Illumination lenslets

instrument tends to be less accurate (larger)

than that measured by imaging the spots Figure 3-6. Illumination lenslets and intercon-

onto a CCD camera because of the difficulty nect lenslets may be superimposed in the same

in aligning the BeamScan's slit with a row plane by utilizing birefringent computer-generated

of spots. holograms (BCGH).
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Figure 3-7. Birefringent computer generated hologram implementing both the illumination
lenslets and the OTIS interconnection lenslets. The minimum feature size of the hologram is 5lm.

Figure 3-8. Modulator input generated by BCGH illumination lenslets. The full width at half-
maximum (FWHM) spot diameters in the modulator plane range from 25 p-m to 37 pim.

Figure 3-9. Spots in the intermediate image plane (the focal plane of the interconnect
elements) of the OTIS system. The light recorded here has passed through the BCGH elements twice,
experiencing a different lens function on each of the two passes.
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Figure 3-10. Beam scans of spots in the modulator plane (left) and intermediate image plane
(right) of the OTIS system.

3.3.2 Photorefractive Beamsplitter
Free space optical interconnection systems utilizing reflective modulators as transmitters require

an optical device which can couple optical energy from a transverse direction into the

modulatorsY-3 8 ) As illustrated in Figure 3-11, this same device needs to allow the optical energy

reflected from modulators to transmit through to detectors on the opposite side. Not only to direct

illumination light to the modulators, this element should also provide a low insertion loss on the

interconnect path.

Illumination

Solder Bumps BCGH 1 / p

Electronic Ltcecrmc~onnetm Electronic
switches - - -"-,""l switches

Modulator . . Modulator

Drivers, -• Drivers,
Detectors, --- -• -- - Detectors,
Amplifiers - ntcrconnections• Amplifiers

Modulators 1 BCH2 Modulators2
Illumination BG

Figure 3-11. Overall system schematic for a free-space optical interconnection system. The
beamsplitter is needed to bring light into the modulators, but also to remain transparent to the transmitted light.
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Traditional approach uses a Polarizing Beam Splitter (PBS) in combination with a quarter-wave

retardation plate. The PBS has a high reflectivity for the vertical polarization and a high

transparency for horizontal polarization. A quarter wave plate placed between the PBS and

modulators will perform the necessary polarization rotation. However, due to the thin film

characteristics of the polarizing beamsplitter, the transmission percentage is highly dependent on

the incident angle. If the interconnects are arranged in a shuffle fashion where a modulator in one

corner of the system reflects its light to a receiver in the opposite corner of the system, off-axis

interconnect angles are required. For incident light more than 5 degrees off-axis, the transmission

percentage of a PBS decreases significantly.(39" To maintain an efficient and compact free space

optical interconnect system using a PBS, the distance between the modulators and detectors must

be increased to match the longer f# required by the PBS through the following equation:(3-10 )

ff > I [-+ -N' - 01 (3-5)V- •2•-,TM_+ 1 7W+ I"tan'--0'

M and N represent the number of transmitters and receivers and 0 is the maximum acceptance

angle. For a system where M = N = 64 and 0 is 5 degrees, the f# would be 14.1 To achieve a

compact interconnect system with a f# of 4, the incident angle requirement would have to be 17.5

degrees; three times the limitation of a PBS. So to create compact efficient interconnect systems

other technologies must be examined for replacing the polarizing beamsplitter.

In this program we examined the feasibility of replacing the conventional PBS with a volume

diffraction hologram recorded in a photorefractive crystal. This photorefractive beamsplitter

(PRBS) was designed to have both high redirection efficiency and angular independent

transmission. The PRBS works on the principle "splitting" the light into the zero and first order

diffraction modes. The diffraction grating is recorded onto the PRBS by using the photorefractive

effect to locally modulate the index of refraction inside the crystal. 3"-" The intersection of two laser

beams inside the crystal create a sinusoidal interference pattern. Electrons residing in bright bands

of this pattern become ionized and diffuse towards the dark bands of the interference pattern where

they recombine. The displacement of these electrons creates an electric field inside the crystal,

which via the Pockel's effect, modulates the index of refraction and creates the grating. The

thickness of the crystal allows the diffraction grating to operate in the Bragg regime; where only an

incident beam with a the required k vector will match the necessary Bragg condition,

P' = k + A (3-6)

where Ais the grating vector of the diffraction grating. The redirected light, given by k', only

appears when the incident light k matches this equation. Any other incident beam will not match

the necessary conditions and therefore will pass through the crystal with no coupling loss. The
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PRBS utilizes this volume hologram recording of a diffraction grating to redirect light with high

efficiency while still allowing light to pass through in any other direction without coupling.

The photorefractive crystal used for the PRBS is LiNbO 3 with an iron doping at a concentration

of 0.01%. The iron doping increases the number of donor atoms providing electrons to the grating

formation and thus improves the diffraction efficiency of the grating. However, doping the crystal

with too much iron will lead to higher absorption of optical energy and lower transmission. A

doping concentration of 0.01% compromises between the increase in both diffraction efficiency

and absorption loss. The LiNbO 3 crystal is an uniaxial crystal with refractive indices of 2.33 and

2.29 for the ordinary and extraordinary components respectively. LiNbO3 is also classified as a

tetragonal 3m crystal with its electro-optic coefficient r33 having a value of 32.6 x 10-2 mn/V.

Utilizing this electro-optic coefficient will provide a good modulation of its extraordinary refractive

index. The r 33 electro-optic coefficient requires that the z crystal axis be perpendicular to the

propagation direction of the optical energy and parallel to the light's polarization. The Fe:LiNbO 3

crystal used was an x-cut crystal and was ordered to have dimensions of 1x20x20 mm ± 0.5 mm

for the x, y and z axis. The x axis of the crystal was measured to be 1.45 mm, allowing the

effective grating depth to be - 1.28 mm. The thickness of the grating is not 1.45 mm exactly

because the intersection of the two recording beams does not occur over the entire 1.45 nmm

distance. This thickness does provide for a diffraction grating with a high angular selectivity

because of a more stringent Bragg matching condition. The crystal also has an anti-reflective

coating for 0.05 % reflectivity for 514.5 nm light incident at 35 degrees from the normal of the

crystal. This coating provides better transmission for off axis incident light.

The recording of the crystal was setup to create a transmission diffraction grating. The

recording beams from an Argon laser at a wavelength of 514.5 nm were co-directional and the

redirected beam diffracts from the opposite side of the crystal as the pump beam. The angular

selectivity increases when the diffraction grating has a shorter grating period. A theoretical

analysis of the crystal showed that the two recording beams at 45 degrees with respect to the

surface normal create a grating period of 0.36 Rm. This small grating period requires that the

recording setup be insensitive to all vibrations. Since the electrons in the photorefractive crystal

ionize in the bright bands of the interference pattern and recombine in the dark bands, any lateral

shift in the location of these bands deteriorate the diffraction grating and decrease its efficiency.

The part of the recording equipment consisting of a beamsplitter, mirrors and photorefractive

crystal were each placed on steel mounts and then all four mounts were placed on a single steel

baseplate. The steel provides better insensitivity to thermal expansion than normal aluminum and

the baseplate reduces the number of independent directional modes. Finally, the entire setup was

covered with a box to reduce the influence of the surrounding atmospheric conditions. By

replacing the photorefractive crystal with a second beamsplitter, a Michaelson interferometer was
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created to measure the stability of the recording setup. Examining the phase shift of the

interference pattern over time showed that the average phase of the pattern did not shift over an

hour of measurement; indicating that the steel mounts and baseplate would provide adequate

stability for the duration of the grating recording.

A second problem with the recording was determining when to stop the grating recording.

Formation of transmission gratings varies sinusoidally over time and so the recording needs to be

stopped at a peak in the grating formation when the diffraction efficiency is at a maximum. A He-

Ne laser probe was used to measure the grating's diffraction efficiency over time. The He-Ne light

was incident on the grating at an angle of 60.4 degrees; necessary to meet the Bragg criteria. A

photodetector with a 514 nm line interference filter was placed on the opposite side of the crystal

and the diffracted light from the He-Ne was measured and plotted over time to indicate when the

grating had reached a maximum.

The two recording beams at 514 nm were about 1 cm in diameter and each had about 75 mW of

power incident on the crystal. The recording time for the grating was about 26 minutes,

emphasizing the need for recording stability. The highest diffraction efficiency to date is about

68%. Measurement of the Bragg angular selectivity shows a FWHM of 0.04 degrees. This

proves that the thick diffraction grating can provide good redirection at a single angle and transmit

anything else not matching the strict angle selectivity. This experimental Bragg selectivity was

compared against the theoretical prediction for diffraction efficiency,

7 sin(Vz(Ob,Oi) + 2(nObI01 ) 2  3
77 "" ~X(Ob, Oi)2(37

1+

The X in this equation is the decoupling parameter and uses the Bragg and incident angles,

_ irt(0 1 Ob)
A(Ob) (3-8)

where t is the grating thickness, A is the grating period and the b and i subscripts correspond to the

Bragg and incident angles. The 4 in the efficiency equation is the modulation parameter,

n = Acos(O,)' (39)

where n' is the index modulation. For an index modulation of 1.053 x 10-4 , an effective grating

thickness of 1.28 mm and the Bragg angle inside the crystal at 17.998 degrees, the experimental

results match the theoretical predictions, as shown in Fig. 3-12.
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Figure 3-12. Experimental and theoretical comparison of the angular selectivity of the
diffraction grating. The experimental results show the transmission loss as the light becomes diffracted into the
first order. The theoretical predictions show almost a perfect match for an effective grating thickness of 1.28 m m
and a modulation index of 1.053 x 104.

Experimental results show that the PRBS has good diffraction efficiency and narrow angular

selectivity. Another experimental test was performed to determine how well light would transmit

through the crystal from a wide range of incident angles. The photorefractive crystal was placed

on a motorized rotation stage and slowly rotated while a photodetector measured the transmitted

light from a single beam. Results show that the PRBS has a transmission percentage range of 96%

to 76% for incident angles of 25 to 65 degrees. The same transmission test was also performed on

a polarizing beamsplitter to provide a simple comparison (shown in Figure 3-13) between the two

devices. Within the operational range of 25 to 65 degrees, the PBS showed a transmission

percentage range of 100% to 46%. These results show how angular dependence of the PBS

affects the transmission. For an incident beam 17.5 degrees off-axis (corresponding to an f# of

4), the PBS transmits as low as 49% of the light while the PRBS transmits 80%. Since the PBS

redirects 100% of the optical energy while the PRBS currently redirects 68%, the total

transmission efficiency for the previous example is about 58% for both optical devices. The

comparison shows that the PBS has a higher efficiency than the PRBS, but also has a larger

deviation.
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Figure 3-13. Transmission efficiency of both PRBS and PBS over the operational range
needed for a f/4 interconnection system.

An initial simple comparison between the PBS and PRBS showed roughly equal performance

for the two devices. More detailed measurements are needed for full characterization of the PB S

and PRBS transmissions, including multiple beam transmissions from a lenslet array. The

perormance of the PRBS may be further optimized by various approaches, such as using a

different crystal with higher iron doping, recording at a different geometry and an antireflective

coating at a higher angle from the normal, where the transmission curve decreases. These

improvements will make the PRBS's redirection and transmission efficiency comparable to the

PBS, but will include the currently smaller deviation in efficiency. A study into other possible

technologies, such as a wire grid polarizer,(3-12) needs to be done to see how well the PRBS

compares. Overall, this experimental study shows that the PRBS has the potential to provide a

good replacement for the PBS in free space optical interconnect systems and enables the systems to

be both compact and efficient.

50



Section 4
SPACE-TIME COMPANDER

One of the key functions of the space-time compander is to match fine-grain (e.g., 1024x 1024)

images with the coarse-grain (e.g., 128x128) processor array. The size matching is performed by

grouping every set of 8x8 pixels in the fine-grain image into a superpixel. Each superpixel is then

registered with the corresponding processor in the processor array. By either compacting 8x8

pixels into a superpixel or expanding a superpixel into 8x8 pixels, the STC provides a

bi-directional communication between a fine-grain image and a coarse-grain processor array. The

most straight forward approach is to have a buffer array to convert the 2-D spatial (parallel)

information into 1-D time (serial) information. This serial <z-* parallel buffer array structure can be

accomplished by the use of the charge coupled device (CCD) technology. This approach calls for
the development of a special Compander with serial €=- parallel CCD circuits on one side and an

LCD spatial light modulating layer on the other (as shown in Figure 4-1).

HIGH DENSITY SPACE-TIME 3-D
OPTICAL MEMORY COMPANDFR COMPUTING

>(1024x1024) (1024M/128) UNIT

OPT ELECT

(128 2-UNITS)

MICROBRIDGE READOUT BEAM

TO HIGH-RESOLUTION

lo •PORT (1024 x 1024)

• ~CD

12/12G8 MIRROR (SLM PORTION ONLY)
\HI-p SILICON

Si-EPITAXIAL LAYER

Figure 4-1. Schematics of one superpixel of the Space-Time Compander.
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4.1 CCD-BASED LIQUID CRYSTAL IMAGER/MODULATOR

Traditionally, Hughes CCD-LCLV relies an CCD array to distribute two-dimensional image

information to the LC modulation layer. (4-14-2) In principle, the same CCD array can also be used

to sense an input image, with the help of the through-wafer depletion operation scheme. This

operation scheme allows the conventional CCD-LCLV be used as an aerial imager. To achieve the

combined modulation/detection functionality, the device should be operated at two different

wavelengths for writing into and reading from a high resolution optical component (e.g., optical

memory, etc.). In the write-in phase, the optical beam is reflected from the mirror (for the reading

wavelength) and is modulated by the two-dimensional charge pattern information in the CCD array

for addressing the high resolution component. In the readout phase, the optical information from

the high resolution component can transmit through a specially designed leaky mirror (for the

writing wavelength). This will result in a two-dimensional charge pattern that can then be readout

by the same CCD array. The combined modulator/detector device permits a simpler optical design

to be used in the system. Although performance of both modulation and detection may have to be

compromised,, this approach is preferred for the binary information operation because of its

inherent simplicity. In addition, this approach permits a larger pixel size and thus supports a better

modulation transfer function (MTF).

4.2 CCD ARRAY FOR STC APPLICATION
Analysis indicates that we can obtain a combined modulator/detector device with a slight

modification of the current Hughes CCD-LCLV structure. To facilitate deep through-wafer

depletion, the 5 gm epilayer used on the p-Si substrate for fabricating the CCD gate structures is

replaced with a thin (about 0.2 gm) p-type sheet implant layer. We established the basic

architecture of the CCD circuits and together with the silicon foundry, defined the fabrication

process suitable for our high voltage requirement. The floorplan for the CCD circuit, as shown in

Figure 4-2, consisted of four quadrants, each of which had eight circuit chips and seven process

control monitors (PCM's). Two of the eight circuit chips and four of the seven PCM's would

have metal patterns fabricated by the foundry for pre-thinning circuit characterization purpose.
These two circuit chips would not be available as product chips. The other six circuit chips were

product chips which together with the three remaining PCM's would receive their metal patterns

after the wafer was scribed into quadrants and thinned down. To safeguard against process and

design uncertainties, two clock schemes (two-phase and three-phase) for the serial-CCD circuit had

been included on the wafers. The two-phase structure is desirable because it requires one less

clock driver arid the clock line width is slightly larger. However, it requires an extra implant and is

more critical regarding clock drive parameters.
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Figure 4-2. Floorplan of Space-Time Compander wafer.
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The other variations of the circuit chips were the output amplifier drive capabilities. Four

versions of chips were incorporated in the layout: the all-low drive, the all-medium drive, the all-

high drive and the mixed drive. Totally there were eight different versions of the circuit chips

incorporated in the floorplan of the whole wafer and one of each was available for pre-thinning

characterization. In each of the circuit chips, besides the 16x16 superpixels, there were test

circuits that could be used to characterize line resolution and transfer efficiency of the front-back

charge transfer process. There were also test circuits for testing the operation of individual super-

pixel, a shorter serial-CCD chain and a shorter parallel-CCD chain (the product had an 8x8 CCD

array). Figure 4-3 shows the floorplan of a typical Compander chip with test cells populating to

the right and below the 16x16 super-pixel array. Figure 4-4 shows the layout of the superpixel

containing an 8x8 CCD array. The masks of the layout design were fabricated and visually

checked to be free of gross feature errors.

4.2.1 Electronic Driver for CCD-Based Modulator/Imager

For the compander to be used as an imager it will be necessary to view the output data visually

to demonstrate proper operation. A computer program was written to display the active elements

of the superpixel array on a computer screen with the proper aspect ratio and spacing. The data in

selected superpixels could be dynamically updated on the screen as the CCD was read out. A

commercial 24 channel logic analyzer module was used to sample superpixels simultaneously and

to transmit data over a high speed serial link to the host computer. The'update rate was somewhat

less than the actual CCD frame rate, but the visual image would give the desired results.

A system level design was completed for driving the compander in both the imager and light

modulator modes. The logic analyzer module was used to accept data in the imager mode and

output it over the serial interface. The same signal lines were used to input data in the modulator

mode. A circuit board was added to the CCD clock timing generator to allow data patterns to be

generated for stripes and squares of various pixel sizes. The patterns were static but could be

changed through wiring options for each superpixel.

4.2.2 CCD Wafer Testing

Initially, only a very small sample of parametric data was collected by the foundry. These data

indicated good devices on the wafers tested but more tests were needed to cover all wafers and to

establish device yield confidence. The foundry had completed these tests that consist of measuring

the transistor threshold voltages, current factor, breakdown voltage, field threshold voltage,

diffusion and poly resistance, contact resistance and inter-layer shorts. These parameters were

collected from 18 of the 19 fabricated wafers. The device yields were found to be very high, except

for poly-3 to N+ diffusion shorts, which was only 50% for four wafers and 75% for other four
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wafers. No single wafer had gross inter-layer short problem. If process non-uniformity was the

cause of these shorts, we might expect yield impact on the CCD circuits.

We conducted functional testing of the circuits and found both the two-phase and three-phase

clock versions of superpixel test cells operational, albeit with somewhat different clock voltages.

This verified that the basic CCD design was correct. We also found functional superpixels in these

full arrays, verifying that the interconnects used in these full arrays were correct. In addition, light

sensitivity was observed when the STC was operated as an imager. Clearly, photo-generated

charges were collected and transferred through the silicon wafer. However, no definite resolution

pattern has been unambiguously observed in the CCD output signal.

4.2.2.1 Electrical Testing

Testing of the CCD chips was done at the wafer level using a standard probe station with a

binocular microscope (shown in Figure 4-5). Two separate probe cards were designed to match

the bonding pad layouts on the chips, one for the test devices and one for the main array. The

probe cards could be interchanged in the probe station and used the same drive signals. The test

devices were small scale subsets of the whole array that allowed specific parts of the CCD structure

to be tested separately. The electronics consisted of a bank of CCD pulse amplifiers controlled by

a 16-channel master clock generator. The pulse amplifiers allow continuous adjustment of the

voltage levels and rise times.

PC CLOCK PULSE PROBE STATIONAMPS

Figure 4-5. Electrical test setup for the CCD superpixel array.

Testing began with special test devices. The first device to show full CCD operation was a

three-phase 8x8 pixel array. A pulse on the input gate would appear on the output after a delay of

8 lines. Varying the width of the input pulse caused a corresponding variation in the output pulse

on a pixel by pixel basis. This indicated that both the horizontal and vertical CCD structures were

working properly with no charge smearing. The pulse amplitude could also be modulated to show

that the charge was continuously variable with no unusual thresholds or clipping.
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Testing of other 3-phase CCD test devices was also performed. Both the serial and parallel test

devices were functional. Wafer testing was performed to get an idea of the yield. It was found

that nearly every die worked except for those with the 2-stage output amplifiers. The bias voltage

levels required for the 2-stage amplifier generally led to breakdowns before they could bias

properly.

The 2-phase CCD array was also found to be functional with a different set of timing and drive

voltages. The signal handling capacity seemed to be less and it was more sensitive to clock timing.

Wafer testing was also done on the 2-phase die, with similar results to the 3-phase.

After verifying that the special test devices were working, the main superpixel arrays were

tested. The probe card for the main array was rewired to make it compatible with the test device

probe card pinout. A separate single probe with X-Y-Z translation capability was used to contact

the I/O pads on individual superpixels. Since the main array has 16x16 superpixels (256 total), the

capacitive loading on the clock signals went up considerably. This caused distortion in the form of

overshoots and level shifts, and adjustment of signals was necessary. The first array tested

(baseline three-phase) was found to be working. Testing of other arrays on the wafer, however,

showed no operation. Since there are 256 superpixels sharing the same signals, a defect in any

superpixel will wipe out the entire array. Only 'one superpixel array was found to be functional,

and it was subsequently damaged when a probe scratched the aluminum clock lines. Essentially at

this stage we are facing a serious yield issue.

Wafer testing was continued to determine what the overall superpixel yield was. With about

half the wafer lot tested, the yield appeared to be close to 33%. The defects were usually

associated with the parallel clock lines, as expected. The breakdown voltages of the gate oxides

were measured and appear to be right at the expected theoretical limit of 150 volts.

So far, all the wafer testing was performed on thick wafers processed by Orbit Semiconductor.

In reality, the wafers must be thinned down to a thickness of about 5 mils before they can be used

for the CCD-LCLV based compander. The thinning process consisted of a grinding and polishing

operation similar to optical polishing. The CCD side of the wafer was protected with a layer of
polysilicon prior to the thinning operation. After the back side of the wafer has been thinned and

polished, a processing cycle was performed to place an array of diodes on the back surface. These

act as charge collection points and keep the image from losing resolution. The polysilicon layer

over the CCD was then stripped off after the final polish. Noticeable degradation was found

between thinned wafers and thick wafers. This indicated that the thinning or back side processing

was damaging the silicon and affecting electrical properties.

None of the chips tested initially exhibited characteristics that were good enough for assembly

as a final compander. Some modifications were introduced to the back side processing in an

attempt to cut down on the possibility of damage. Different metalization materials were used at
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lower operation temperatures. Four more wafer quadrants were tested after the thinning process.

Some of these had a different type of appearance due to the metalization changes. Two of the

wafer quads were accidentally broken and had only a few die available for testing. Most of the die

had problems that prevented them from working, but two were found that had good responses.

One of them was excellent and was a good candidate for final assembly.

4.2.2.2 Optical Testing

Optical testing was also performed to see if the CCD arrays could perform as imagers. Shining

bright light on the CCD structure showed that the chips were light sensitive. The question was

whether the sensitivity could be maintained at resolutions down to the pixel level. This is

necessary if the device is to be used as an imager. A single mode fiber, 4 Rim core size, with

He-Ne laser input was used as a light-emitting optical probe to illuminate isolated pixels. No

discernible pattern could be detected, partly because the light intensity could not be controlled

accurately enough to prevent the CCD from saturating.

Further optical testing was continued using wafer quadrants on the probe station with an optical

beamsplitter underneath the wafer. . A test structure was designed to closely resemble the final

STC structure. Wafers were first thinned to the typical 5 mils. A counterelectrode was prepared

that had a continuous conductive indium-oxide coating together with an optical test pattern of 100

micron stripes. The optical test pattern would allow light to be transferred through the wafer and to

selectively activate pixels in the CCD structure. The counterelectrode was bonded to the CCD

substrate by the surface tension of a liquid crystal thin film. The output of the CCD would

hopefully show a modulation pattern corresponding to the optical test pattern. This assembly was

mounted in the probe station, as shown in Figure 4-6. A small beam-splitter cube was employed

so light could be projected, through the optical test pattern on the counterelectrode, onto the back

side of the wafer. The CCD array could then be probed from the top in the conventional manner.

PROBE STATION
~CCD CHIP

LENS _LASER DIODE

LASER
DRIVER

Figure 4-6. Optical setup for testing the image function of the CCD-based STC.
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The CCD was driven using a modified clocking scheme that had a "dead" period where no

clocking occurred. This period was intended to let photo-generated charge accumulate and be

captured by the CCD array. The CCD array was then clocked out in the usual fashion, and the

signal observed. The back side of the wafer was illuminated by a pulsed 839-nm laser diode with

a focusing lens. The counterelectrode could be pulsed with a signal that was synchronized to the

light pulse to aid in transferring the charge through the wafer. Light sensitivity was observed in

this manner, indicating that photo-generated charge was transferring through the wafer, but no

definite pattern was seen in the CCD output signal. The effect of driving the back surface counter-

electrode with a voltage was quite significant on the CCD array and not entirely understood.

Floating the CCD substrate electrically during charge injection was also attempted with no apparent

improvement. No modulation pattern was ever observed on the CCD output.

4.3 STC PACKAGING

One of the important issues in developing the CCD-LCLV based STC involves device

packaging. To directly communicate with processors, it is necessary to make electrically contact

from STC superpixels to corresponding nodes on the processor array. Ideally, an optically flat Si

substrate is desired in the CCD-LCLV to obtain a uniform liquid crystal layer and hence a uniform

output light intensity. At present, the Si substrate in the CCD-LCLV is flattened using our transfer

bonding technique.14-3 The Si wafer is first contact bonded temporarily to an optically flat glass

and the exposed side of the Si wafer is then epoxy bonded to a supporting glass substrate. After

curing the epoxy, the temporary optical flat is then removed and a Si surface as flat as the optical

flat is exposed, Consequently, any nonuniformity in the thickness of the Si substrate is embedded

in the epoxy. Unfortunately, individual conductive channels from superpixels to the outside

processor array are inevitably blocked by the presence of this supporting glass.

The necessary through-glass contact can be accomplished by using a special glass substrate

with high-density conductive feedthroughs. Conductive feedthroughs can be made by first forming

an array of holes in the glass and then filled those through-substrate holes with a silver fret glass.

The design concept of the freedthrough packaging is illustrated in Figure 4-7. The silver fret is

initially in a paste form and mechanically pushed through the holes. It is then fired at about 3000C

to form a solid conductive glass feedthrough. The holes in quartz substrate can be made by laser
drilling using a high power CO2 laser. Holes as small as 8-10 mils in diameter, which are within

the predetermined 448 jim superpixel size, can be made using this technique. It is also possible to

use fiber optic capillary arrays to form necessary through-substrate holes. The making of

conductive feedthroughs significantly complicates the device manufacturing process.

A simpler approach is to treat the CCD-based STC as a single 3-D wafer, thus it can

communicate with the 3-D computer through microbridges or metal bump technologies. This
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approach will be simpler to implement, but it lacks a precise control in the thickness uniformity of

the liquid crystal layer. Although this approach may suffer nonuniformity in output light

modulation, it is well suited for binary data modulation. And this is the approach we adopted for

the program.

GLASS COUNTER-ELECTRODE

% % % % %% %AO /" /P-Si

CCD PERIPHERAL DIELECTRIC MIRRORCONTACTS

COTCSn+-p W C IES Z-EPOXY
MICRODIODES P88 CCD PIXELS

SGLASS /Ii
SUPORT/I j\/II7H Yf

GLASS SUPPORT WITH
MICROBRIDGES 5f CONDUCTIVE FEEDTHROUGHS

Figure 4-7. Cross section of the STC with conductive feedthroughs in the supporting glass.

4.3.1 Z-axis Chip Bonding

To contact'between the processor array and the corresponding pads of the STC superpixels, we

used a special adhesive that is conductive only in one direction. As a result of embedded gold-

coated particles that are compressed along this direction during curing, this adhesive, which is

referred to as the z-axis adhesive, conducts only in the direction along its thickness. 4
-
4 There is no

conduction in lateral directions due to the low density of these particles.

To facilitate the Z-axis bonding of the CCD chip to the substrate, a special modified probe

station was developed. The probe card was replaced by a special clamping plate that was made for

holding the substrate while aligning and gluing it to the CCD chip. This required precise alignment

while applying high pressure and access for UV curing. Test substrates were fabricated with a

fanout signal line pattern to test the Z-axis gluing process and measure the electrical characteristics.

Experiments were conducted using the Z-axis adhesive to provide contact between the CCD

chip and the substrate. A mock-CCD chip was made that had the correct bonding pad layout but

had all pads shorted together on a common metal layer. The substrate had a fanout pattern with

one line to each bonding pad. If proper contact was made between the substrate lines and the

bonding pads, all the substrate lines should be shorted together through the CCD chip metalization.

Continuity testing showed most of the lines to be shorted together, which was the expected result,

but it did not rule out lateral contact between lines. A second experiment was conducted using a
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plain silicon chip with no shorting layer. In this case all lines measured open, indicating that no

lateral shorting was occurring.

Wafer flatness and pad alignment are also an issue concerning the Z-axis bonding process.

The first two chips bonded had very poor flatness and a possible wedge across the surface. The

probe station used for aligning during the bonding operation was redesigned using a flexible

rubber pad under the stage that was also heated. This allowed the CCD chip to conform to the

substrate even if they were not parallel. The heat lowered the viscosity of the Z-axis epoxy and

allowed it to flow easier, creating a thinner bonding layer and improving contact reliability.

Test results using plain silicon chips showed an improvement in flatness using the new stage.

The surface of the CCD chip was still not optically flat and it was possible to see an imprint from

the metal lines of the substrate coming through the silicon. It was also possible that the conductive

balls in the adhesive bunched up in areas and caused bulges.

A new mask pattern was developed to test for both Z-axis conduction and lateral insulation by

bridging every other bonding pad. The first attempt with the new mask showed open contacts in

the center area of the chip. It was assumed that the problem was probably related to particles on

the chip surface that were larger than the conductive balls in the Z-axis adhesive. A microscopic

examination of remaining chips showed some particles large enough to cause the problem. It was

concluded that the problems with flatness and bad contacts were probably the result of particle

contamination during the assembly process. Removing these particles proved to be very difficult

and frequently had to be done manually using a probe or "hair stick." The bonding operation was

subsequently moved to the assembly area of a clean room environment and careful cleaning of each

chip was done before bonding. This effort finally resulted in a chip that had all contacts intact and

reasonable flatness.

There was still concern as to the number and distribution of the gold contact balls between the

contact pads. To observe this distribution it was decided to use a substrate coated with indium-tin

oxide instead of metal. This would be transparent and would allow the distribution of the gold

contact balls to be visible. Continuity could still be measured to verify contact integrity. New

substrates were fabricated and tested for this experiment. Successful contacts were made and

about 12 balls could be seen in the contact areas (as shown in Figure 4-8). This increased the

confidence level of the Z-axis adhesive and the process was ready to be tried on an actual CCD

chip instead of a test device.

Curve tracer testing was done on a CCD chip that had been successfully bonded to the

substrate using the Z-axis adhesive. The contact to the superpixels appeared to be good, but most

of the drive signals showed a 200 ohm short to the CCD substrate. No cause could be found in

the bonding process so the possibility of a chip defect had to be considered. An unbounded chip

from the same wafer was tested and did not exhibit the same problem. It was decided that wafer
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testing should be conducted before assembly, at the risk of scratching the bonding pads with the

probe. Two new wafer quadrants were tested and no major defects were found. Neither wafer

exhibited good dynamic characteristics, however, so they were not considered as good candidates

for Z-axis bonding.

Figure 4-8. Typical microsphere distribution of Z-axis adhesive under the contact pad on the
CCD chip.

The probe station used for aligning and gluing the CCD chips showed a problem with the CCD

chips moving during the bonding process. The stage did not have a mechanism for holding the

chip in place. The conventional vacuum chuck would pull the chip down in the center and distort it

since the wafer had been thinned. Some micro-channel plates where obtained from Litton and used

as a flat porous surface over the vacuum chuck to keep the chip flat. A sheet of special porous

paper was used over the channel plate to prevent scratching the back of the chip. The first CCD

chip was bonded with this technique.

The results were still inconsistent regarding contact reliability. Only a small percentage of the

pads made contact, usually in certain areas near the edges. The cause of the problem had not been

identified but was probably related to flatness variations over the surface. The use of the vacuum

with the microchannel plate precluded the use of the flexible rubber pressure block that was used

previously. The rubber block allowed the glass substrate to tilt slightly and conform to the chip if

they were non-parallel. This may account for the decline in yield from the earlier test devices to the

current chips.
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Further tests were done using the Z-axis adhesive on working CCD chips to see if the process

was affecting the performance of the CCD. One chip was successfully bonded with nearly all pads

making contact. Curve tracer testing showed proper characteristics for the drive signals and

superpixels, indicating that no damage had occurred as the result of the Z-axis bonding. It was

finally possible to get reliable contacts on good CCD chips.

4.4 SPACE-TIME COMPANDER OPTICAL INTERFACES

Limited by the physical presence of microbridges in the 3-D computers and the nature of the

CCD structures, STC superpixels must be physically separated from each other with a fairly large

gap. This prevents us from using a simple magnify/demagnify optical system to bridge between

fine-grain images and the coarse-grain processors. The optical system in the STC must be capable

of grouping superpixels from continuous fine-grain images and matching those superpixels to

isolated coarse-grain processors. This function may be achieved with appropriate lens arrays. The

lens arrays were used to group the superpixels and physically separate them from a continuous

image. The concept is illustrated in Figure 4-9. Each lens in the array will image a portion of the

fine-grain image to the corresponding CCD sub-array. The design constraint is to prevent multiple

images from neighboring lenses overlapped on a single CCD imager. On the other hand, the

images are allowed to be overlapped in the area between the CCD arrays. Thus, a practical match

can be achieved by balancing the image magnification ratio (MR) and the coverage ratio (CR). Here

the coverage ratio is defined by the ratio of the size of input image "viewed" by a single lens to the

size of the supercell. The lens design must follow the constraint:

C•2-MR
CR < -MR (4-1)MR

here the magnification ratio is less than one; demagnification is required for the operation. Once the

lens array satisfies the imager requirement, it will automatically meet the need for the modulator

function. This is based on the fact that there is no information in the adjacent area between the CCD

arrays.

We also looked into the practical issues of implementing optical compander for interfacing the

3-D computers with various optical memory systems. Again as discussed previously for the

combined CCD modulator/imager approach (Section 4.1), the wavelengths for the write and read

operation must be fairly different to ensure proper STC functions. Since the dielectric mirror can be

tuned for close read/write wavelengths, the combined modulator/imager approach can properly

interface with high density optical data storage.(4-1)
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Figure 4-9. The concept of using microlens array for mapping optical images to physically
separated CCD arrays. The ideal case is to demagnify the necessary area in the optical image to the CCD
array. Image overlapping is allowed if the lens imaging constraint is followed.
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Section 5
EOCA SYSTEM ANALYSIS

The goal of the system-analysis study is to identify and analyze all the architectural

implications the Optical Transpose Interconnection System (OTIS) based architecture for locally

connected parallel electronic processors. The Optical Transpose Interconnection System provides

an efficient means of providing a particular set of global interconnections using optical

communications. The use of free-space optics allows efficient, high-density, high-speed long

distance communication. Using these interconnections, small groups with only local connections

can simulate networks with powerful global connectivity. In this study, we demonstrated that a

combination of optical and electrical technologies can simultaneously take the advantages of

optics connectivity as well as the routability of electronics.

By using the optical transpose global interconnections, large systems can be build up from

smaller subsystems. The OTIS-Mesh connects groups with 2-D mesh topology into a 4-D mesh.

This technique can reduce wire lengths in large systems. By connecting groups with hypercube

topologies with the OTIS, one produces the OTIS-Hypercube, which is capable of simulating a

hypercube connecting all nodes in all groups with fewer wires. This technique also allows large

expander graphs to be constructed in a scalable fashion by connecting many copies of a small

expander into the OTIS-Expander network. The same techniques used to construct these

scalable expanders can be used to construct large splitter graphs, for use in multibutterfly routing

networks.

We have also been developing models for both electronic and free-space optical interconnect

technologies that will allow us to regions of superiority between electrical and optical

interconnects, and determine some of important trade-offs. . In this report, we compare the speed

performance and energy cost of a class of electrical and optical interconnections for use in large-

scale digital computing systems. On-chip, off-chip, and free-space digital interconnections based

on Multiple-Quantum-Well (MQW) or Vertical Cavity Surface Emitting Lasers (VCSEL) have

been evaluated. The study shows that free-space optical interconnects using MQW modulators or

VCSELs as transmitters offer a significant speed advantage over both off-chip and wafer-scale

on-chip electrical interconnects.

The cost of a computer architecture depends on the costs and yields of the underlying

technology along with the systems' physical organization. To compare architectures constructed

with optics and electronics, we first builded cost models for the underlying technology for active

devices: CMOS, MQW modulators and VCSELs. As an example, we found that a multichip 256

element VCSEL array is lower cost than the monolithic alternative. For MQW modulators, the
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cost models predict that the flip chip hybrid CMOS-SEED technology is lower cost than the

monolithic FET-SEED integration. Then the active device models are combined with models for

passive elements such as MCMs and optomechanics to produce process flows for complex

systems. The cost models also contain architectural features such as the shuffle-exchange wire

layout area, the number of parallel channels, and the number of computational nodes. Using

these models, we show that an optoelectronic VCSEL/CMOS/MCM/Optics implementation of a

shuffle-exchange network is lower cost than the all-electronic CMOS/MCM for greater than 20

nodes.

5.1 OTIS ARCHITECTURE STUDIES

In principle, optical interconnect technologies offer several advantages over electrical

systems. Connections can be made at higher speeds with less crosstalk and less power

consumption than electrical channels. The power required is nearly independent of the length of

the connection, at least over the lengths of connections involved within a parallel machine.

While some routing of optical links is possible using lenses and computer-generated holograms

(CGH), arbitrary connections are more difficult to implement as space-variant optics than as

wires on a VLSI circuit, multi-chip module or printed circuit board. In this study report, we

attempt to demonstrate how a combination of optical and electrical technologies can achieve

many of the advantages of optics as well as the routability of electronics.

The studies focus on fine-grained, massively parallel systems, consisting of many chips with

many processing elements (PEs) per chip. Using the optical transpose global interconnections,

we show how large systems can be built from smaller subsystems. These smaller pieces could

then be implemented on individual chips, with connections made with on-chip electrical lines.

Beginning with several copies of simple 2-D mesh topology, we show that the addition of the

OTIS connections actually help create a more powerful 4-D mesh topology. In a similar fashion,

the optical connections allow many small hypercube networks to simulate a large hypercube. The

same techniques can be used to construct large expanders, randomly wired graphs useful in many

routing applications. Normally, the random connections of these graphs would prohibit large-

scale implementations. Finally, the same techniques can be applied to construct crossbars which

switch entire words in parallel by connecting bit-serial crossbar chips using the optical transpose.

5.1.1 OPTICAL TRANSPOSE INTERCONNECTION SYSTEM

The Optical Transpose Interconnection System (OTIS) is an optoelectronic Multistage

Interconnection Network (MIN) developed for parallel processing systems.(5-1) In an OTIS based

free-space optoelectronic MIN, electronic bypass-and-exchange switches are required to perform

the local routing. It has been shown that for an optoelectronic MIN with N2 inputs and N2
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outputs, the bandwidth and the power consumption of the network are optimized if the electronic

switch planes are partitioned into N switches. 5 -2) Thus, in an OTIS-based parallel system, N2

processor nodes are logically divided into groups of N nodes each. In practice, these groups can

be thought of as being implemented by a single chip, or perhaps a small number of densely-

connected chips. Connections between groups are achieved via free-space optics: each processor

node has an optical transmitter/receiver pair with which it sends and receives optical signals.

Transmitters and receivers are connected via two planes of lens arrays each consisting of N

lenses (See Fig. 5-1). These optical links connect the pth processor of the gth group to the gth

processor of the pth group: a transpose of group and position coordinates. These optical

connections also can be thought of as higher-order generalizations of the shuffle edges in the

perfect shuffle (See Fig. 5-2).

Input

Processing Poesn
Plane: Plane:
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Figure 5-1. The OTIS System.

The OTIS implementation offers several advantages for large scale interconnection networks.

In general, optical technology offer the advantage that the bandwidth and power requirement of a

link are independent of the length of the link. For example, it has been shown(5 3'5-4' 55) that for line

lengths greater than a few millimeters free-space optical interconnections require less power for

a given bandwidth. In addition, free space optoelectronic systems also facilitate electronic layout

due to the fact, that the I/O is performed over the 2-dimensional area of the chip and is not limited

to the 1-dimensional boundary of the chip.

The OTIS topology offers some additional advantages: the system can be folded to establish

connections from a chip onto itself, it can be made bi-directional to provide interconnections

between two processing planes, or it can be cascaded to accommodate successive processing

planes. It can also accommodate any arbitrary optoelectronic layout as long as the layout of all

the groups are identical. Finally, the optics in OTIS can be designed to all6w bit-serial and/or

bit-parallel communications between node (g, p) and node (p, g) in the system.
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Figure 5-2. OTIS Interconnections.

OTIS relies on optoelectronic flip-chip bonding technology and free-space optics. The
integration of 8,000 optical transmitters and detectors on a single 0.8 micron silicon chip using
flip--chip bonding has been demonstrated. 5 -6) A simple free-space optical system for which

4096 bi-directional channel connections has also been demonstrated.(5 1 )

Extensive modeling of an OTIS based switching system using the OTIS-Hypercube topology
has also been performed. (5-7) Performance of the system in terms of throughput and cost in terms
of system power consumption, area, volume, and maximum power dissipation per unit area have
been computed (see Table 5-1). The modeling includes the VLSI switches, the optoelectronic
receivers and transmitters, the optical interconnection system, and the main laser required to
power-up the modulators and its associated optics. Note that in this modeling, it is assumed that
the VLSI switches contain circuits to detect hot spots and allow the OTIS network to resend data
packets that have been dropped due to contention.(58 ) This modeling also assumes a single
switch plane and the required optics to fold the interconnections back onto the chips.
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Table 5-1. OTIS Modeling.

Total Throughput 1 Tbits/sec

Total Power Consumption 55 W

Optical Power at the plug 10 W

Electrical Switch Power & 10 W

Total Silicon Area 8.8 cm'

Longest electrical wire 2.2 mm

Power/channel 13 mW

Area/channel 460x460 microns

Power Density 5.6 W/cm 2

The modeling results of the OTIS-based switching system are very encouraging in terms of

the feasibility of a large scale implementation (4096 channels) of the system. Although the

required silicon area is quite large (8.8 cm 2), it can be tiled into smaller chips since the longest

wire is only 2.2 mm long which makes Multi Chip Module (MCM) implementation relatively

easy. In addition, a total power requirement of 55 W is low for such a large system and the

power density,projections (below 10 W/cm2) remain within the limit of air cooling. If packaging

issues related to integrating free-space optics with optoelectronic chips can be resolved at a

reasonable cost, this system would prove competitive with electronic alternatives.

5.1.2 Terminology

In order to keep the notation simple, N refers to the size of a group in OTIS (i.e., OTIS

networks have size N2). Also, OTIS processors will be referred to by pairs (g, p), where g

represents the group the processor belongs to and p represents the position of the processor

within the group. The basic topologies used (mesh, hypercube, expander) refer to the

connections within each group. The optical transpose links, which connect nodes (g, p) and

(p, g), provide the only connections between nodes in different groups. We also make a few

additional assumptions for carrying out the emulations. All links are assumed to be bi-

directional. The mesh and hypercube networks are assumed to run in Single Instruction Multiple

Data (SIMD) 'fashion; that is, each node is allowed to send along only one of its edges at any

time, and this choice must be uniform for all processors. Since such a definition would not make

sense for the OTIS-expander, we assume a stronger property that each node can process a

message per edge. If this assumption is made in general, the other two networks can be used in

Multiple Instruction Multiple Data (MIMD) fashion. If the optical links run at the same speed as

the electronic links, this MIMD simulation will be slowed by contention for the optical links. If
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the optical links can run D-times faster for a degree D network, no additional slowdown will be

incurred. Faster optical communication speeds are certainly supported by the current and

projected technologies; the difference between the two speeds. in an integrated system is more

difficult to ascertain.

5.1.3 OTIS-MESH

Consider each group of OTIS has having a very simply 2-D mesh topology: each PE is

connected to PEs which lie to the north, south, east, and west of it within the same group. Since

each PE has degree at most four, and every connection is short, meshes are simple and can be

implemented with a single level of electronic wiring. However, for the same reasons, the mesh

topology is quite weak, having large diameter and (relatively) small bisection width. The OTIS-

Mesh architecture consists of N groups, each of which is an N-node (i.e., -VNx -'N1) 2D-mesh.

The OTIS interconnections provide communication between groups, connecting processors (g, p)

and (p, g) for all 1 < p, g < N.
Theorem 1: OTIS-Mesh can simulate a 4-dimensional (-\NJ x -N x [Nx -N ) mesh with a

slowdown of at most a factor of 3.

Proof: For each PE on the OTIS-Mesh, interpret its address (g, p) as (g", gy, p., py) by

dividing the bits representing the group and position into two equal pieces. With this

interpretation, the mesh within the group g connects (gx, gy, p, py) to the four PEs (g, gy, px- +

1, py) and (gx, gy, p, px, ± 1), except at the boundaries. Now, each of gx, gy, p., and py will be a

coordinate of the 4-D mesh address. Using the mesh connections within each group as

described above, we can simulate the two last dimensions of the 4-D mesh. To simulate

communication across the remaining two dimensions, we will need three steps. First, send

the data across the optical transpose links of OTIS. The information initially stored in PE

(gx, gy, p., py) is now stored in PE (px, py , gx, gy). Then, using the mesh connections, this data
can be moved to PE (Px,, py, gx ± 1, gy) or (px, py, g, gy ± 1), depending on the intended

destination. Finally, use the optical transpose again, bringing the data to (gx ± 1, gy, p, py) or

(gx, gy ± 1, px, py), which is precisely the desired connectivity.

Figure 5-3 shows how connections across three of the four dimensions is accomplished.

Node (gx, gy, px, py) communicates with its four neighbors within the same group using the

mesh connections within the group. To communicate with (gx, gy + 1, p, py) or (gx, gy - 1, p, Py),

the transpose connections are used to simulate the higher-dimensional links of the 4-D mesh.
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Figure 5-3. OTIS-Mesh Simulation.

This simulation allows more efficient solutions to problems which have faster algorithms on

higher-dimensional meshes, like routing and sorting. However, it can also be viewed as a way to

minimize wire lengths in large systems. By using a folded OTIS system, any two points on

different chips can be connected with only wires across two chips. Using the same ideas as in

the proof above, a signal is routed across the first chip to the location of the optical link to the

destination chip. Then the signal is sent across the optical link, and routed across the destination

chip to the desired location. With this technique, a long off-chip line across a PCB or MCM is

replaced by an optical link plus on-chip wires to route the signal from the source to the

transmitter and from the receiver to the destination.

5.1.4 OTIS-Hypercube
The hypercube or N-cube is a versatile network for multiprocessor architectures. The

hypercube architecture can simulate many other important topologies, such as meshes, meshes-

of-trees, butterflies, and even PRAMs. Also many problems such as sorting and routing have

efficient hypercube algorithms. 5 -91 Several practical implementations of the hypercube are
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available as commercial products. However, it is difficult to construct larger-dimensional

hypercubes using electronic technology. Since the degree of a node is log N, and not constant,

the number of wires leaving each chip or group of chips must grow as the size of the network

increases.

The OTIS-Hypercube consists of small hypercubes linked by an interconnection pattern

which is significantly sparser than that of a hypercube. Each node in an N2-node OTIS has

degree (log N) + 1: log N connections to other nodes in its group and one optical link. An N2-

node hypercube would have degree 2 log N. In a manner similar to the shuffle-exchange graph,

OTIS can be used to simulate the connectivity of a full hypercube. The OTIS-Hypercube

network is also closely related to the hierarchical cubic network (HCN) proposed by Ghose and

Desai. 5--'0 The OTIS-Hypercube lacks the 'diameter' links of the HCN, but this does not affect its

ability to simulate the hypercube.

Let n = log N. Label the OTIS node (g, p) by g, ... g, P1 ... Pn, where g,... gn is the binary

representation of g and p1 ... p, is the binary representation of p. We will show how to connect

(g, p) to every node which differs from it in exactly one bit position. If the bit position in

question lies in the second half (i.e., the bits corresponding to the position within the group), then

there is direct connection since all the processors (g, * ) form a hypercube group. If the bit

position lies in the first half (i.e., the bits of the group address), then we first perform an optical

transpose. This will interchange the bits of the group and the bits of the position. Now, if the bit

to be changed lies in the second half, so by the same argument as before, the nodes to be

connected are now linked by an electrical wire. Finally, another optical transpose restores the

nodes to their original position.

An example showing that this allows routing to all the log N hypercube neighbors is given in

Fig. 5-4. More formally:

Theorem 2: An N2-node OTIS-Hypercube network can simulate an N2-node hypercube with

a slowdown factor of at most 3.

Proof: Label the OTIS nodes by 2n-bit strings xl ... x2n as above. The hypercube edges we

wish to simulate are of the form:
X1 -' Xi "'" X2n _> X1 "'" Xi "'" X2n

For i > n, these are the connections provided by the electrical hypercubes.

For i <n, we use the following routing path:
" From x ... x... X2.
" to xn+1 ... X2n X 1 .. x1 ... x via optical transpose
" toxn+i ... x2n x1 ... xi.*. x, via hypercube edges

"* to X1 ... x.. X2. via optical transpose.
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Figure 5-4. OTIS-Hypercube Simulation.

This factor of three slowdown in the proof is needed to ensure that the right 'parity' is

preserved; that is, that the group and position coordinates have returned to their original roles. In

some cases, this is not necessary, and the simulation can run correspondingly faster. In

particular, the optical transpose is necessary only when the communication switches between the

low (1, ... , n) and the high (n+l ...1, 2n) dimensional edges of the hypercube. Thus, problems in

which this happens seldom, like routing, can be done quite efficiently. For example, butterfly

routing (subject to blocking) using an OTIS system with two processing planes experiences some

additional latency (compared to routing on a full hypercube), but no additional loss of

throughput, by the use of pipelining. The first log N coordinates are routed exactly as before.

Then the optical transpose takes place (which is much simpler and faster than the routing stage),

while a new set of inputs are sent to the first plane. The last log N coordinates are then routed on

the second plane and output, while the new inputs are routed by the first plane and transposed.

The technique can also be applied to algorithms which make more than one pass over the edges

of the hypercube. For example, sorting using Batcher's sorting network(5"1 ) requires I log2 N
2

steps. However, only 2log N switches between high and low dimensional edges are required, so

the overhead in simulating this algorithm on an OTIS-Hypercube is relatively small. Finally,

using known network emulations (see Ref. 5-9 for details), such a network can be used to

simulate meshes of any even dimension, meshes-of-trees, and butterflies.

5.1.5 OTIS-Expander

In a similar fashion to the OTIS-Mesh and OTIS-Hypercube constructions, we will show

how to construction large randomly-wired graphs known as expanders in a hierarchical fashion.
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This will make the construction of large expanders more feasible; normally the random wiring of

expanders does not scale as the size of the graph becomes large.

Unlike the mesh and the hypercube, expander graphs do not refer to an explicit set of

connections. Rather, they refer to any graph which has the property that any for any set of nodes

with ISI < oaN, the neighborhood of S has size at least c ISI, for some constant c > 1. An expander

graph G with N nodes is one with constant degree, d, which has the property just described. We

will use the notation (N, ox, c)-expander to denote such a graph. The constant-degree restriction is

intended to capture some notion of efficiency; without it, the complete graph on graph on N

nodes would be an (N, a, 1/u)-expander. While there are explicit constructions of graphs of this

kind, the graphs with the strongest form of this property (i.e., large values of c) are constructed

by choosing graphs at random. For large enough values of N, one can show that a random

choice of G is likely to have c close to d, for values of a satisfying c ac < 1.

The OTIS-Expander is constructed from N identical copies of a fixed (N, aX, c) expander,

which are connected to one another using the transpose connections of OTIS. With this

definition, we can show:

Theorem 3: Let G be an A1 OTIS-Expander constructed from N copies of an (N, a, c)

expander. Then G can simulate an (N2, o&, c/2) expander with a slowdown of a factor of two.

Proof: To show that a graph has expansion, we need to show that any sufficiently small set

of nodes expands to a much larger set by following the edges of the graph. The intuition

behind this theorem is that expansion will happen as long as the sets involved are not too

large, and that the sets before and after the optical transpose cannot both be large.

Let S be a set of nodes of size at most (X
2N2. We will divide the nodes into two classes: those

which begin in 'big' groups, (groups with more than ax N elements of S) and those which

begin in 'small' groups (groups with at most a N such elements). Since every node is in

exactly one of these categories, one category contains at least half the nodes in S. The proof

considers these two cases, illustrated in Fig. 5-5 and Fig. 5-5, individually.

If the 'small' groups have more nodes, ignore all nodes in large groups. By doing so, we only

decrease the size of the set of neighbors of S and underestimate the expansion of the graph,

because the size of the neighborhood of S is a monotonic function of the nodes of S. Consider

the nodes of S group by group, and let Si denote the number of nodes of S in group i, not

counting the nodes in large groups that we ignored. Because we only consider nodes in small

groups, for all i, IS)I is at most axN. Therefore, the neighborhood of each Si has size at least clSil,

and the neighborhood of S has size at least IlSil. Since at least half of the nodes in S were in

small groups, 1IS)1 > ISI/2. This implies that the neighborhood of S has size at least cISI/2, and

thus the graph has expansion at least c/2.
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Figure 5-6. OTIS-Expander - Large Groups Case.
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If the 'large' groups have more nodes, ignore all nodes in small groups. There are at most a

N large groups, because each group we did not ignore has at least aX N nodes of S, and S has size

at most ox2N2. From each such node, follow the optical link. The OTIS connections provide only

one link between each pair of groups, so each group can only receive at most one node from each

other group. However, since before the transpose there were at most a N groups containing

nodes, during the transpose each group receives at most one node from each non-empty group, or

at most oxN nodes. Then, we can a similar argument to the one used in the small groups case

above: each groups has at most oaN nodes, so within each group, the neighborhood is larger by a

factor of at least c. Since the number of nodes we did not ignore is at least IS1/2, the size of the

neighborhood across all the groups has size at least c ISI/2, and the graph has expansion at least

c/2.

5.1.6 Scalable Multibutterfly Construction
It may seem counterintuitive that random or near-random wiring could be helpful, there are

several results which demonstrate that randomness or expander graphs are useful in many types

of routing or sorting problems. For example, Valiant and Brebner demonstrated that choosing

random intermediate destinations prevent worst-case behavior in butterfly routing. Instead of

using randomness on-line, results involving expanders utilize the random-like connections of the

network to obtain good worst-case performance from deterministic routing algorithms. The

AKS sorting network(5' 2
1 used expander graphs to demonstrate that sorting could be done in

parallel in c logN steps, for a sufficiently large value of c. More practical work on using

expanders for routing has centered on the multibutterfly network studied in [5-13] and [5-14]. In

a butterfly network, the each bit of the destination address is used to divide the packets into two

classes, and so each node has an up wire and a down wire to nodes in the next stage

corresponding to these two possibilities. These connections are made in a regular fashion: at the
ith stage node x, ... xn is connected to the same node of the next stage as well as node x ... xi.

x.. In a multibutterfly, the address bits are used to partition packets into two classes, and each

node has wires to each class in the next stage. However, each node will have several such

connections, and they will not form a regular pattern as in the butterfly. At level i, the nodes can

be naturally divided into 2' partitions based on the address bits followed to that point. In a

multibutterfly, the bipartite graphs formed between each partition and either of the partitions

connected to it in the next level are expander graphs. Bipartite graphs with this property are

called splitters because of their applications to routing. This two-way expansion property

guarantees that in order to cause a few nodes at level i to be blocked, many nodes at level i+l

would need to be blocked. By using this reasoning level-by-level, one can show that it is

difficult to cause the inputs to become blocked, even in the presence of faults.
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However, circuits which provide the connectivity of expander graphs are quite difficult to

implement. While explicit constructions of expander graphs are known, they produce small

values of c relative to d, which limits their usefulness. As mentioned above, random graphs are

likely to have good expansion properties. However, if we attempt to partition a large random

graph across many chips, we expect that nearly every edge of the graph will connect nodes on

different chips. As the size of the required expander becomes larger, each chip requires more

pins. The OTIS-Expander addresses this problem by producing an expander which can be

partitioned into smaller pieces with manageable communications between the pieces.

Graphs of this type, referred to as hierarchical expanders, were first considered in [5-15]

There, the authors show how one can build large expander graphs without increasing the number

of different wires required. Essentially, each chip or module has a small number of cables, and

each cable is made 'thicker' as the number of nodes is increased. Here, however, the optical

transpose provides wires from every group of nodes to every other group of nodes without the

explosion in wiring complexity that the construction in [5-15] sought to avoid. At the same time,

that construction relies on many different, independent random choices of wiring. For the

systems of boards connected by cables that the authors envisioned, this can be accomplished

simply by connecting cables to boards in a random fashion. However, at the finer scale of

parallelism we envision, this would require the fabrication of many different chips, each with its

own random wiring, greatly increasing the cost of such a system. However, the OTIS-Expander

allows hierarchical expanders to be constructed using many copies of the same randomly-wired

chip.

To construct a multi-butterfly using the OTIS-Expander, we use a similar construction. Here

we describe the construction of the first stage, later stages use similar designs on smaller scales.

As in the OTIS-Expander, each group is a copy of a single expander graph. However, each group

will have N inputs, N/2 up outputs, and N/2 down outputs. The connections between the inputs
and the outputs form a splitter; that is, any set S of at most (x N inputs is connected to at least

c ISI up outputs and c ISI down outputs. We refer to such a graph as an (N, ax, c/2)-splitter.

Obviously, this implies that c a must be smaller than 1/2. The OTIS connections will be used to

connect the input nodes of different groups, rather than to connect input nodes to output nodes.

That is, the pt" input of the gth group is connected to the gth input of the pth group via OTIS.

In order to show that this network can simulate a multibutterfly, it is necessary to show that

any small set S of input nodes is connected to at least c' ISI output nodes, for some constant

c'> 1. The simulation of a stage of the multibutterfly will require three steps. In the first step,

each input node communicates with every output node to which it is connected, and also to the

node to which it is connected by the OTIS transpose link. In the second step, every input which

received a message from the optical link in step one communicates that message to the outputs to
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which it is connected. Finally, in the third step, the packets at the output nodes are sent via OTIS

connections to the next stage. This simulation, shown together with the butterfly stage it is

related to, is illustrated in Fig. 5-7.

S1 1

Butterfig Stage

OTIS

OTIS

OTIS Multibutterfig Stage

Figure 5-7. Multibutterfly Construction.

Theorem 4: Let G be an OTIS-Expander constructed from N copies of an (N, a,c)-splitter.

Then G can simulate an (N2, a, c/2)-splitter with a slowdown of a factor of three.

Proof: The same argument used to show that the OTIS-Expander has expansion will show

that both the up and down edges have expansion, or equivalently, that the graph is a splitter.

Since in either stage, packets with different destinations never contend for the same edge, we

consider only the packets traveling upwards. We then show that for any set S of inputs nodes

which begin with packets traveling upwards. As in the OTIS-Expander proof, we examine

two cases, depending on the initial distribution of packets or input nodes.
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In the first, case, the majority of these packets are in groups with less than (X N other packets

traveling upwards. Ignoring the groups with more than ox N nodes, the number of nodes in each

group expands by a factor of c during the first stage, as the inputs communicate with the outputs

via the expander connections. Since at least half of the numbers were in small groups, this

demonstrates expansion c/2. In the second case, the majority of these packets are in groups with

at least oxN such packets. We ignore the nodes in groups with less than cc N nodes. Each group

will receive at most one packet from each other group while communicating across the OTIS

transpose edges. Thus, at the beginning of stage two, each group will have at most (x N packets

that have neither been ignored or been transmitted to the outputs. This ensures that during stage

two, each group will expand by a factor of c as it communicates with the outputs. Since we

ignored at most half of the packets initially, this implies that graph has expansion at least c/2.

At this point, packets traveling upwards have gone through some expander edge have now

been sent to some of the first N/2 outputs of some groups. Likewise, packets traveling

downwards have been sent to the last N/2 outputs of each group. Now, we use the OTIS

connections once more, this time to connect the outputs of the different groups together rather

than the inputs. Passing the data though these OTIS connections on the output nodes, packets

traveling upwards reach the nodes in groups 1 through N/2, while packets traveling downwards

finish in groups N/2+1 through N.

At the end of the first stage, the nodes traveling up are sent to one set of groups, and the

nodes traveling down are sent to a different set of groups. To construct a complete

multibutterfly, the same construction would then be applied separately to each of these sets of

groups, continuing in a recursive fashion until each set contains only one group. At this point, no

communication between different chips is necessary, and a single-chip multibutterfly can be used

to perform the routing in the final stages.

5.1.7 Bit-Parallel Crossbar

In the OTIS applications considered thus far, we have only discussed implementing networks

which correspond to connected graphs; that is, networks in which it is possible for any node to

communicate with any other node, possibly by routing the messages through intermediate

destinations. However, there are applications in which this is not necessarily required. If each

processor wishes to communicate an N-bit word, it not necessary for the first pin on any

processor to be able to reach the second pin of any other processor. For this application, we have

N sources, each of which begins with an N bit word and the address of another source. The goal

will be to route the data so that the first bit of the word destined for source q arrives at the first

pin of q, the second bit at the second pin, and so on. We will assume that the desired routing is a
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permutation to avoid discussing the effects of blocking; the same techniques will apply to the

blocking case.

In this section, we will show how this routing can be facilitated by the use of transpose

connections. The Bit-Parallel Crossbar consists of two planes, each with N groups of N optical

1/0 pins. The first plane corresponds to the N I/O pins of each of the N chips (referred to as

sources to distinguish them from the single-bit PEs considered earlier) to be connected. There

are no connections between any of the pins in this plane. Each of the N groups in the second

plane is an identical copy of a graph (possibly with more than N nodes) capable of realizing all

permutations of its N inputs. In practice, a chip with crossbar connectivity would likely be used.

We assume that these chips are self-routing; that is, each node must start with the destination

address to which it should route its information.

Theorem 5: Let G be the topology of the routing chips, and let TG be the number of bit--steps

G requires to route an arbitrary permutation, including the time necessary to load the

message bit and destination address for each input. Then the Bit Parallel Crossbar

constructed from G can route any permutation of the input words in TG + 1 bit--steps.

Proof: Initially, the OTIS node (i, j) of the first plane holds the value of the jth bit of the ith

source's word. The destination of the word held by the ith source is 7t(i). In the first step,

each OTIS node (i, j) of the first plane sends its bit across the optical link, followed by the

bits needed to specify the destination nt (i) (note that these steps are included in TG). In the

process, the jth group of the second plane receives the j bit of each of the words, as well as

the information needed to specify the routing ir. By assumption, the routing chips are

capable of performing this routing, along with the loading of values and addresses, in TG

steps. At the end of this routing, the bit which began in source i, position j is now located in

OTIS node (j, 7t(i)) of the second plane. Another optical transpose moves this to node (it(i),j)

of the first plane, as desired, causing one additional step of overhead.

Here we have described a packet-switched mode of operation; each source sends address

information along with one word, the word is routed, and arrives at its destination. However, the

same technique could be used to establish a circuit-switched path. After the first bit is sent as

described above, no new address bits are sent, and all subsequent message bits follow the same

path as the first one.

5.2 COMPARISON OF ELECTRICAL AND OPTICAL INTERCONNECTION

The scaling of VLSI technology has dramatically increased microelectronic device densities

and speeds. However, the interconnection technology between these devices did not advance

proportionally. One of the main reasons is the limited availability of interconnection materials

that are compatible with VLSI and electronic packaging technologies. The increased wire
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resistance as a result of smaller feature size, the residual wire capacitance due to fringing fields,

and the fields between interconnect wires are among other factors that prohibit more significant

improvements in electrical interconnect performance. Consequently, the overall performance of

VLSI systems become increasingly dominated by the performance of long interconnects. To

overcome this limitation, free-space optical interconnections have been suggested, where long

electrical interconnects are replaced by an optical link consisting of a light transmitter,

interconnection optics, and a photodetector.(5 16 to 5-23) This scheme, although devoid of electrical

interconnection parasitics, has its own difficulties. The unavailability of monolithically

integrated optical transmitters on silicon imposes hybrid integration schemes with large parasitic

capacitance and increased cost. In addition, the transformation of information from electrical to

optical domain and vice versa introduces inefficiencies into the energy budget.

Therefore,' it is essential to identify the regions of superiority between electrical and optical

interconnects, and determine some of important trade-offs. This would help system designers

choose the proper interconnect technology for a given system application. In this report, we

compare the speed performance and energy cost of a class of electrical and optical

interconnections for use in large-scale digital computing systems. A similar analysis, comparing

free-space optics and electrical interconnects was presented by Feldman et al. (5-24) about ten years

ago. The study presented here expands that analysis in many ways. It includes more

comprehensive interconnection models and, in addition to on-chip interconnections, it also

evaluates off-chip electrical interconnects.

In this study on-chip, off-chip, and free-space digital interconnections based on Multiple-

Quantum-Well (MQW) or Vertical Cavity Surface Emitting Lasers (VCSEL) are evaluated.

Different interconnect technologies are compared after they are analyzed in detail and optimized

for minimal delay. In the free-space case, the following considerations are included: the MQW

modulator saturation phenomena, the dependence of the VCSEL output power on speed, the

dependence of the VCSEL threshold on output power, and the effects of parasitics due to the

hybrid integration of silicon devices with optical transmitters. In the case of off-chip electrical

interconnects, the effects of both series and parallel termination schemes are discussed. In all

cases, superbuffers are designed to minimize the propagation delay between minimum logic and

off-chip line -drivers. An optimum repeater design is adopted to maximize the speed of

distributed on-chip interconnections. Finally, both return-to-zero (RZ) and non-return-to-zero

(NRZ) transmission schemes are used where appropriate in order to minimize energy dissipation.
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5.2.1 Assumptions

Throughout the following sections, we use the term "interconnection" to refer to the physical

medium used for digital communications between electronic sub-systems. Below are the

assumptions under which we analyze such interconnections here (Al through A12):

Al. The application range that we are considering can be defined as "large-scale digital

computing systems using dense interconnections." This leads to the assumption that in the

electrical domain, only silicon CMOS VLSI technology (chip or wafer scale) and Multi-

Chip Module (MCM) technologies are considered. This restricts our analysis to a certain

class of on-chip and off-chip digital interconnections. Off-chip interconnections are those

that interconnect chips on an MCM substrate, whereas on-chip connections start and end

on silicon within a chip or a wafer. Since the interconnection line length is an independent

parameter in our analysis, increasing the on-chip line length automatically extends the

analysis to the wafer scale integration (WSI) domain.

A2. We do not consider a certain type of computing algorithm or architecture to calculate the

required interconnection line lengths or fanout in a particular system. We consider
interconnection length (Lint) and as an independent variable. Although the derivations are

carried out for both one-to-one and fanout cases, we only consider one-to-one connections

in the comparative results, as they are representative of the respective merits of the

technologies. More comprehensive results that include fanout considerations as well as

clock distribution networks, and also include Lead Lanthanum Zirconium Titanate (PLZT)

modulators as an alternative free-space transmitter technology can be found in [5-25].

A3. Analog fan-in is not considered due to the assumption of digital communication.

A4. We analyze on-chip and off-chip electrical interconnections separately. The performance

of systems that use both types of interconnections in the same channel can be estimated by

combining the results of the independent studies.

A5. To ease the communication protocol, we assume synchronous communication where data

is forced to the transmitter end of the interconnection by the rising edge of a global clock

signal. It is sensed at the receiver end of the interconnection by the falling edge of the

clock. Thus, the sum of the delays of the various channel components as well as the

maximum clock skew determines the minimum clock period (maximum frequency of

synchronous operation.)

A6. We assume static CMOS logic design with rail-to-rail voltage swings. However, the same

analysis methodology could be applied to dynamic or reduced voltage swing logic designs

by proper adjustments of voltage swings and currents in the analysis.

A7. We do not include the scaling analysis of VLSI technology. We use 0.5-micron CMOS

technology parameters for numerical illustrations. However, in Section 5.2.6 we discuss

82



the first order effects of technology scaling on both electrical and optical interconnect

performance.

A8. We only consider free-space optics in our optical interconnection analysis. However, we

do not carryout any in-depth design of the optical routing sub-system, rather, we model it

with an optical time-of-flight delay and an optical power transfer efficiency. The time-of-

flight delay varies as a function of the interconnection length while the power efficiency is

assumed independent of the interconnection length.

A9. For the optical interconnections, we assume that the light transmitters (MQW modulators

or VCSELs) are flip-chip bonded to silicon, and that integrated reverse-biased silicon p-n

junctions are used as photodiodes.

A10. For the series terminated off-chip electrical interconnection as well as for the modulator-

based optical interconnections, we assume "Non-Return-to-Zero" (NRZ) communication.

In this case, the channel logic level is not altered unless a new data bit to be transmitted is

different from the previously transmitted data bit. For the parallel terminated electrical

interconnection and the VCSEL-based optical interconnection cases, we assume "Return-

to-Zero" (RZ) transmission scheme. This is because the DC power consumption due to the

parallel termination resistor or the laser current is much higher than the power

consumption of the interconnection due to switching.

Al1. In the optical interconnection channel, we assume that a required bit-error-rate can be

achieved by requiring a certain voltage swing at the photodiode output, which, in turn,

requires a certain input optical power. In our calculations, we assume a photodiode output

voltage swing of 330 mV, which is approximately equal to the transition width of a CMOS

inverter transfer characteristic for 3.3 V power supply voltage in 0.5 tm CMOS.

A12. In the off-chip interconnection case, we assume that the interconnection conductor is

lossless: this approximation holds within the limits of the independent parameters used.

5.2.2 Definition Of Interconnection And Estimation Of Energy

Based on assumptions Al and A2, we define an interconnection in our scope as follows: "an

interconnection is the physical implementation of a 1-bit wide digital communication channel

within or between digital VLSI subsystems (chips, wafers), involving parasitics of the medium

as well as active and passive design components used to force, restore, enhance, route (optical)

and sense the data in the channel." This definition is illustrated in Fig. 5-8. Note that we require

the interconnection to connect minimum geometry gates due to the large-scale integration

requirement.
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Figure 5-8. Definition of interconnection discussed in the context of this section.

Let us now consider the average energy requirement of a 1-bit data transmission through the
interconnection. Since, in CMOS design, any logic gate (or a combination of gates) can be

represented electrically with an equivalent inverter; we will consider the simple inverter circuit
shown in Fig. 5-9. This inverter represents all the logic devices in the interconnection, whereas
the capacitance Ctot represents the total capacitance switched during data transmission. As the

input to the inverter switches from Vspto ground, a current flows from power supply through
the PMOS transistor. Some of the average value of this current is used to charge Ctot (capacitive

component), while the remaining part flows to ground through the NMOS transistor, which is

partly ON during switching (short-circuit component). The instantaneous capacitive current is

given by:

T y VDD VDD

Vsup 1
Vsup keff,-VT

GNDIsc Ic Iss
GND Req

II

I -- C tot

tr keffVT I I *

Figure 5-9. Electrical model of interconnection for the calculation of energy requirement. An inverter models
all the logic devices in the interconnection, and a resistor models all the devices that require steady-state power.
Ctot is the total interconnection capacitance that is switched during the transmission of a digital bit.
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dv
ic = Ctt- (5-1)

C totdt

The supply power associated with this current is:

P =Cto dv (5-2)
C = c SU totdt Vsup

The energy is the integral of the power over the period of time that the power is dissipated:

E = p dt (5-3)
t

Using Eq. (5-2) in Eq. (5-3) with the integration range over the full voltage swing (based on

assumption A6), the capacitive component of the energy drawn from the power supply is given

as:

EC Ctot Vs2up (5-4)

From the electrostatic theory, we know that half of this energy is stored on Ctot while the

other half is dissipated as heat over the PMOS transistor's resistance during the charging of Ctot.

During the switching of the input from zero to Vsup, the inverter does not require any capacitive

energy from the power supply. This is because the capacitive discharge currents originate from
the energy stored on Ctot and not from the power supply. Therefore, Eq. (5-4) represents the

total capacitive energy requirement from the power supply, during a period of the input signal

involving two opposite transitions.

On the other hand, the average short-circuit current of a CMOS inverter (caused by the two

switching transitions in one period; assuming equal rise and fall times) is given as: (5-26)

S 12 V(Vsup - 2VT) 3 trI sc - keff v7 (5-5)
12 Vsup

In Eq. (5-5), keff is the effective transconductance parameter (modeling the equivalent

transconductance of all the gates in the interconnection). VT is defined as the transistor threshold
voltage and tr and T are the rise time and the period of the input signal respectively. Multiplying

Eq. (5-5) by Vsup to calculate the power, and applying Eq. (5-3) over the period yields the short-

circuit component of the energy drawn from the power supply as a result of two opposite

switching transitions of the input signal:
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Esc _1kefftr(Vsup - 2VT)3 (5-6)
12

So far, we have considered the energy due to the capacitive and short-circuit currents. Some

circuitry in the interconnection may also consume considerable steady-state current due to

termination, biasing or high leakage. Covering such cases, we can express the total energy (per

period of the input signal) as:

El T = EC + Esc + Ess (5-7)

where Ess represents the energy consumed due to the steady-state currents:

E = Vsup(IHTH + ILTL) (5-8)

In Eq. (5-8), IH and IL are the average steady-state currents from power supply to ground during

the steady state high and low levels of the input signal. TH and TL are the durations of the high

and low logic levels.

Let us now consider Fig. 5-10, which shows the average scenario of a 4-bit serial data

transmission, based on assumptions A4 and A10. From Fig. 5-10a, we observe that, in the non-

return to zero case, the channel experiences only one pair of opposite switching (low-to-high,

high-to-low) per 4 bits of data transmission. Thus, TH and TL are each equal to 2 clock periods.

The average energy per bit can then be expressed as:

Enrz bit Ec + ESC + (5-9)
4 4 4

where:

Essnr = 2 VsupT(IH + I) (5-10)

In the return-to-zero case (Fig. 5-10b), the channel performs two pairs of switching per 4 bits

of data transmission, and TH and TL are equal to 1 and 3 clock periods respectively. In this case,

the average energy per bit is then:

Erz/bit _ EC EC+ Essrz (5-11)
2 2 4

where:

Essrz = VsupT(IH + 3L) (5-12)
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Figure 5-10. Average 4-bit transmission through the channel, (a) non-return to zero, (b) return to zero.

For a parallel terminated electrical interconnection, where the termination impedance is

located at the end of the line, one must take into account the finite time-of-flight delay (tf) of the

electrical waveform in the energy calculation. Specifically, tf should be subtracted from the high-
level duration of the data TH at the driver chip output. This is because it is only after a tf delay of

the waveform that the signal reaches the termination and creates a current through it. When the

channel switches back to zero at the transmitter output, the parallel termination resistor continues

to conduct current. However, the source of this energy does not come from the supply (since the

transmitter driver output is disconnected from the power supply), but it comes from the energy

stored in the transmission line.

Equation (5-4), Eq. (5-6), Eq. (5-9), and Eq. (5-11) are necessary and sufficient to calculate
the energy requirement of the interconnection. Besides the technology parameters Vsup and VT,

the evaluation of these equations require that the following five parameters be known:
1. Ctot, total capacitance switched during transmission,

2. keff, effective transconductance of all active devices in the interconnection,
3. 1H, IL, high and low level steady-state currents during data transmission,

4. tr, rise time of the signal in the interconnection,

5. T, period of the synchronous system clock.
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In order to calculate the above five parameters, we will apply well-established circuit techniques

used to minimize the propagation delay through interconnections, such as the use of

superbuffers, optimum repeaters, or transmission line terminations. Once the interconnection is

designed using these techniques to operate at the highest possible speed, we will estimate the

energy requirement of a 1-bit data transmission through the channel.

5.2.3 Speed And Energy Of Off-Chip Electrical Interconnections

Figure 5-11 illustrates the off-chip interconnection scheme. The transmitter chip involves an

electronic sub-block composed of dense minimum-size devices necessary for large-scale

computation or storage. This block is followed by a superbuffer to drive a large size line driver

where a global off-chip interconnection is needed. The line driver forces the data into the off-

chip conductor via an output pin. The data propagates along the conductor and is received by the

various receiver chips. In the one-to-one connection case, there is only one chip at the end of the

conductor. Each receiver chip is connected to the off-chip conductor via an input pin, which is

then connected to a minimum-size inverter to receive and restore the data for use in the following

electronic block. If a parallel termination scheme is used, then the off-chip conductor is
terminated with a parallel termination resistor RT. If a series termination is used, then the line

driver output resistance is matched to the off-chip conductor's impedance.

Lint

R ~nSUERBUFER CHIP 
1.....pRECEIVER CHIPS

Lsp

Figure 5-11. Model of off-chip electrical interconnection.

Because of the large width and thickness of off-chip conductors and the low resistivity of the

materials used, such off-chip connections offer very low unit-length resistance (<1 ohm/cm). For

practical purposes, they can be considered lossless. For short interconnection lengths, the

transmission line behavior can be neglected, and the line acts as a lumped capacitor. In this

regime, the optimum superbuffer (to minimize the propagation delay) can be designed based on

the total load capacitance of the driver chip.5-27
) The interconnection can be treated as a lumped

capacitor when: (5-28,5-29)
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tr > '5tf (5-13)

where tr is the rise time of the data signal in the interconnection and tf is the time-of-flight delay

of the signal propagation through the interconnection conductor. For long interconnection
lengths, such that tr < 2.5tf, the transmission line phenomena becomes dominant.15

-
2 1 To enable

the continuity of the analysis, we will use a stricter criteria in this study, and assume that the

transmission line phenomena needs to be considered when:

tr < 5tf (5-14)

5.2.3.1 Interconnection in the lumped capacitor regime (tr > 5 tf)

In this regime, a superbuffer is necessary and sufficient to drive the total load capacitance of

the driver chip with minimal delay.(5 27,5-28 ) The load capacitance of the driver chip can be

estimated (Fig. 5-11) as:

CL = Cdr + Lint Cint off + NCrc (5-15)

In Eq. (5-15), Lint and Cintoff are the off-chip interconnection length and interconnection

capacitance per unit length, and Cdr and Crc are the driver chip output and receiver chip input

capacitances:

Cdr = Cpin + Csb,o (5-16)

Crc = Cpin + Cmin,i (5-17)

where Cpin is the chip package pin capacitance given by the packaging technology, Cmin,i is the

minimum inverter input capacitance given by the on-chip integration technology, and Csb,o is

the last superbuffer stage output capacitance given by Eq. (B-5) in Appensdix B. Using

Eq. (5-15) in Eq. (B-3) (see Appendix B), solving n, the number of superbuffer stages from
Eq. (B-5) in Appensdix B, and equating to Eq. (B-3) in Appensdix B provides CL as a function

of the technology parameters and independent variables:

CL =_ Cpin + Lint Cint off + NCrc (5-18)
1- Cmin,o

fCmini

where Cmin,o is the minimum inverter output capacitance and /3 is the superbuffer tapering

factor (see Appendix B for details). From Fig. 5-11, we see that the interconnection length as a

function of the number of chips (N) is:
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Lint Leff(N + 1) (5-19)

where:

Lef= LC + L (5-20)

In Eq. (5-20), Lc is the side length of a chip and Lsp is the spacing between subsequent chips.

Using Eq. (5-19) in Eq. (5-18) gives the total load capacitance of the driver chip:

c0 - Cpin + LeffCint*off + N(LeffCintoff + Crc) (5-21)1 Cmin, o

f3Cmini

For one-to-one connection, i.e. N = 1, Eq. (5-18) reduces to:

C Cpin Lint qnt off +Crc

1 min, o

f3Cmin, i (5-22)

Substituting Eq. (5-21) or Eq. (5-22) for load capacitance in Eq. (B-3) (see Appensdix B) gives

the required number nl,N of stages in the superbuffer. Using this result in Eq. (B-6) (see

Appensdix B) provides the total parasitic superbuffer capacitance Csb. The total capacitance of

the interconnection is then:
c1,N off + N (5-23)

lot - -sb -t pin intCint off +I NCrc (-3

The effective transconductance keff of the interconnection is equal to the sum of the

transconductances of the superbuffer stages, and is calculated by substituting nlN in Eq. (B-3)

(see Appensdix B). Because there is no biasing or termination resistor, there is no steady-state

current consumption in this regime of operation and:

IH =IL = 0 (5-24)

The rise time of the signals in the superbuffer is estimated by Eq. (B-4) (see Appensdix B). The
superbuffer propagation delay is found by substituting nl,N in Eq. (B-l) (see Appensdix B).

Finally, based on the synchronous operation assumption, the minimum clock period TCLK is

required to be as long as the superbuffer propagation delay:

TCLK = tsb,p (5-25)
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This concludes the calculation of the five parameters of the interconnection (listed at the end

of Section 5.2.2) necessary to estimate the speed performance and energy requirement of the

interconnection in the lumped capacitor regime. Next, we extend the analysis to the case of long

off-chip interconnections which behave as transmission lines.

5.2.3.2 Interconnection in the transmission line regime (tr < 5 tf)

In this regime, a series or parallel termination scheme is used to minimize reflections and

spurious transitions. Figure 5-11 illustrates these termination schemes. In the case of series

termination, the driver output resistance is matched to the impedance of the interconnection

conductor. Due to the equal impedance of the conductor and the driver, the initial voltage

transfer to the line is only half the supply level. To achieve full supply level across the

conductor, the signal has to bounce from the receiver end, and propagate back to the driver site,

thus requiring a round-trip propagation of the signal on the conductor. In the parallel termination

scheme, the receiver end is terminated with a resistor equal to the line impedance. This way, no

reflections occur from the receiver end, but the driver has to initially provide a high (or low)

enough logic voltage to the line. Because only a one way trip of the signal is needed, a parallel

termination scheme provides faster data transmission than the series termination, but it also

requires more energy due to the steady-state current consumption through the parallel

termination resistor. Since both termination schemes require larger than minimum geometry

drivers, a superbuffer is needed to connect the minimum size logic to the line drivers and

minimize the propagation delay.

In the case of one-to-one connection, the interconnection line is unloaded, and the

characteristic line impedance can be calculated by:(5-28)

_ 1
Z1 -(5-26)

VCnt off

where v is the propagation speed in the medium and Cintoff is the parasitic off-chip line

capacitance per unit length. In the case of fanout, the line can be treated as distributed if the

spacing between the receivers is short. Under this assumption the total loaded line impedance

can be calculated as: (5-28)

ZNZ (5-27)
1+ C~nt

CNi t off

where CN is the fanout capacitance per unit length, which from Fig. 5-11, is seen to be:
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CN = Crc (5-28)L r
Leff

Similarly, the time-of-flight delays for one-to-one and fanout connections are estimated as:

t - Lint (5-29)
f V

N N+ Crc (5-30)
V Leffint off

Note that in Eq. 5-27 and Eq. 5-30, we have neglected the increasingly smaller effect of the

output capacitance of the driver chip as the interconnection length increases. Now, we are in a

position to estimate the boundary of the lumped capacitor and transmission line regimes. Using

Eq. 5-29 and Eq. 5-30 in Eq. 5-13 and Eq. 5-14, and solving for Lint provides the region of

transmission line operation:
try

Lin,1 v (5-31)2.5

trv
Lint, N' > (5-32)

2.5 + c
L effCint off

In the case of series termination, the output resistance of the last superbuffer stage in the

driver chip should match the characteristic line impedance (Zl in one-to-one and ZN in the

fanout case):

RdrsN = ZlN (5-33)

In the parallel termination case, while the buffer impedance does not have to match the line

impedance, it should be low enough to provide the necessary high level voltage across the

parallel termination resistor:

N = RT (a VDD - 1) = Z1,N( DD 1) (5-34)
VH VH

where RT is the termination resistor whose value is matched to the line impedance, and VH is the

minimum acceptable logic high level voltage.
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After the resistance of the last superbuffer stage is calculated, the entire superbuffer can be
designed. The size S of the nth (the largest) buffer stage is: S = j3n-1 - Rmin/Rdr where Rmin is

the minimum size inverter output resistance. This allows the calculation of the total number of

stages in the superbuffer:

nser, par= 1 In Rmin (535)
, N In f Rdrser,par 

(1, N

and, from the biggest to the smallest, the stages diminish in size by a factor of B. After the

number of stages is determined, the effective transconductance keff of the line is calculated from

Eq. (B-7) (see Appensdix B). The total capacitance of the superbuffer (Csb) is obtained by

substituting 5-35 for n in Eq. (B-6) (see Appensdix B). As in the lumped capacitor regime, the

total interconnection capacitance is calculated as:
ctt1, N = lb,N- + 1N,5-6

Cttser, par = ser,N +Cpin + LintCint off NCrc (5-36)

In the series termination case, there is no steady state current consumption. In the parallel

termination case, there is a steady state current as long as the logic level of the interconnection is

high:

1 ,N VH ."IN -o (5-37)
H, par - IH, ser

Z1,N

I1,N '= 0; II'N = 0 (5-38)
L, ser Lser

Since the interconnection is driven by the superbuffer, the rise time of the data signals in the

interconnection is calculated by Eq. (B -4) (see Appensdix B). The minimum clock period TCLK

is equal to the sum of the superbuffer propagation delay given by Eq. (B-i) (see Appensdix B),

and the one-way or round-trip time-of-flight delay for parallel and series termination,

respectively:
=1,N 1N

TCLK =tsb,p + m.ty (5-39)

where m = 1 for parallel, and m = 2 for series termination. In Eq. (5-39), we assumed for

simplicity that the last superbuffer stage propagation delay is equal to the propagation delay of a

previous stage, although its size is determined by the matching condition rather than the output

capacitance. In Eq. (5-39), we also neglected the rise time of the signal at the receiver end, which

is quite small due to the small flip-chip bond and receiver input capacitance. In Eq. (5-39), the

superbuffer propagation delay is different for series and parallel termination cases. However,
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this difference is small. This is because the minimum high level voltage Vh is generally around

half the supply level, requiring a buffer size as big as a buffer designed for the series termination

case.

For short interconnection lengths, estimations of the interconnection speed with the lumped

capacitor or transmission line models provide close results. Thus, we will only plot the speed

performance estimated by the transmission line theory for all interconnection lengths. The

technology constants used in the numerical illustrations are presented in Table 5-2. Figure 5-12

illustrates the maximum clock speed and energy per bit transmitted as a function of

interconnection length for one-to-one connection. Because of Eq. (5-29) and Eq. (5-30), the

speed decreases with interconnection length, from above 1 GHz to around 300 MHz (series

terminated 20 cm long line) in the slowest case. The speed of parallel-terminated lines is higher

mostly due to the one-way trip delay of the signal.

Table 5-2. VLSI and electrical packaging constants.

Symbol Description Value
VDD VLSI power supply voltage level 3.3 V
VT Transistor threshold voltage 0.5 V
VH Minimum acceptable logic high-level voltage VDD/2

Rmin Minimum-size transistor average resistance 8700 ohm
RCmin Minimum-size inverter internal propagation delay 100 ps
kmin Minimum-size transistor transconductance parameter 80 gtA/V2
Cmin,i Minimum-size inverter input capacitance 6 fF
Cmin,o Minimum-size inverter output capacitance 6 fF

Optimum superbuffer tapering factor 5
Cpin, Flip-chip bond capacitance (also used as pin capacitance in the 20 fF
Cbond text)

Lc Side length of a chip in MCM packaging 1 cm
Lsp Spacing between MCM chips 0.2 cm
v Speed of wave propagation on MCM substrate 15x10 9 cm/s

Cintoff Off-chip interconnection capacitance per unit length 1 pF/cm
Rintoff Off-chip interconnection resistance per unit length 0.8 ohm/cm
Cinton On-chip interconnection capacitance per unit length 1.4 pF/cm
Rinton On-chip interconnection resistance per unit length 90 ohm/cm
CminN,i Minimum NMOS transistor input capacitance 3 fF
CminN,o Minimum NMOS transistor output capacitance 2 fF
Wmin Off-chip conductor minimum width 25gin
Cff Off-chip conductor fringing field capacitance per cm lpF/cm
don Side length of an electronic block (on a wafer) to which clock is lcm

routed
doff Side length of a chip (on an MCM) to which clock is routed lcm
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1-1 CONNECTION, SPEED AND ENERGY
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Figure 5-12. Speed performance and energy requirements of off-chip electrical interconnections as a function
of interconnection length for serial and parallel terminated lines in the case of one-to-one connections.

The strongest dependence of the delay on the interconnection length comes from the time-of-

flight delay, which increases linearly with line length. For short interconnections, as suggested

by Eq. (5-31) and Eq. (5-32), the line is in the lumped capacitor regime. In this regime, the

energy requirement increases linearly with the interconnection length due to the linear
dependence of both Ctot and keff on Lint As interconnections get longer, the transmission line

phenomena becomes dominant. This yields a sudden increase in energy at the boundary of this

regime. This increase is small in the series termination case, since this scheme requires nothing

more than a slight increase of the line driver size. In the parallel termination case, however, the

jump is drastic since this scheme requires a parallel termination resistor that consumes high

steady-state power. Note that the boundary between lumped-capacitor and transmission line

regimes is not, precisely defined due to the approximate separation of the two regions by Eq. (5-

13), and Eq. (5-14).

For short interconnections, the biggest contribution to the total energy comes from the

termination resistor. As line lengths get longer, the capacitive component becomes quickly the

dominant component, constituting up to 70% of the total energy. For short interconnections, the

short-circuit component of the energy is about 20% of the other components. As line lengths get

longer, its effect reduces to about 10%.

Because the line impedance is independent of line length, once the line impedance is

matched (in the series termination case) the superbuffer size remains constant as interconnections

get longer. However, as the line length increases, the total interconnection capacitance increases
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linearly, resulting in an overall linear increase of energy. In the parallel termination case, the

slope of the energy increase is higher than in the series termination case. This is because, in

addition to the linear increase of the interconnection capacitance with line length, the energy

requirement of the parallel termination resistor also increases with line length. Indeed, longer

interconnections reduce the transmission speed of a bit, which results in power dissipation at the

termination resistor over a longer period of time.

5.2.4 Speed And Energy Of On-Chip Electrical Interconnections

Figure 5-13 illustrates a typical on-chip (wafer) interconnection configuration. In this case,

the distributed line behavior is dominant, since an on-chip conductor is lossy (Rint = 100

ohm/cm) Thus, for short interconnection lengths, a superbuffer is sufficient to drive the

interconnection with small delays.

CLK r=RinS NR

driver A.. 
...

SUPERBUFFER : : * I I

I I II

periodic load
20fF/100gtm
2OfF/200gm
20fF/400gjm

Figure 5-13. Model of on-chip interconnection.

As interconnection length gets longer, the line resistance becomes non-negligible. The

propagation delay through the interconnection can only be minimized by using optimally sized

and spaced repeaters.(5 -2 8) Since a repeater is large, a superbuffer is still needed to drive the first

repeater. We consider three different fanout loading conditions: a minimum inverter input load

every 100, 200, and 400 gm. Again, assuming distributed load behavior, the extra loading due to

fanout can be absorbed in the parasitic line capacitance. Given the line parasitics per unit length

and the minimum inverter parameters, the optimum number (NR) and size (SR) of the repeaters

can be calculated as: (5-28)

,0.4Rinton(Cinton + CN)

VJ ORminCmin~o (5-40)

SR Rmin ( Cinton +t CN)
SRR=im n Cmniin (5-41)
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where Rinton'and Cinton are the on-chip interconnection resistance and capacitance per unit

length. Rmin and Cmin,o are the output resistance and input capacitance of a minimum size

inverter, and CN is the extra capacitance per unit length due to fanout. The resulting propagation

delay through the interconnection (including the delay of the repeaters) is found as: (5-28)

tpRP = 2.51/ Rmin(Cinton + CN)RintonCmino (5-42)

Based on typical 0.5 grm technology parameters, there has to be one repeater (150 times larger

than a minimum geometry inverter) approximately every centimeter of on-chip interconnection

length in order to minimize the propagation delay (in the one-to-one connection case). Since the

repeater size is much larger than a minimum size inverter, the first repeater has to be driven by a

superbuffer. The input capacitance of a repeater is calculated as:

CR, in = SRCmin, i (5-43)

The superbuffer load capacitance is equal to the sum of the input capacitance of a repeater

given by Eq. 5-43 and the output capacitance of the last superbuffer stage:

Csb, L = CR,in + Csb,o (5-44)

Substituting Eq. 5-44 in Eq. (B-3) (see Appensdix B) for the load capacitance and solving for n
with the help of Eq. (B-5) (see Appensdix B) yields the number of superbuffer stages nsb,on. The

total superbuffer capacitance Csb,ofn and the propagation delay tsbp,on are calculated by Eq. (B-i)

and Eq. (B-6) (see Appensdix B). Generally, a two-stage superbuffer is sufficient to drive the

repeater. The superbuffer effective transconductance is calculated by Eq. (B-7) (see

Appensdix B). The effective transconductance of the interconnection is then estimated as:
keff - kb + NRSRkmin (5-45)

The total capacitance of the interconnection is then:

keff (Cmini-+ Cmino)-+ Lint (Cinton + CN)Ctot = kmin (-6

Since there is no termination or biasing requirement, there is no steady state current

consumption.

Because of the use of a superbuffer cascaded with repeaters in the interconnection, the rise

time of the signals varies slightly throughout the interconnection. The biggest contribution to the

energy (for long connections) comes from the repeaters. Thus, for simplicity, we will use the

signal rise time at the input of a typical repeater for the entire interconnection. This rise time can
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be estimated by weighing the distributed RC terms (between two successive repeaters, i.e. about

a centimeter) by 1 and lumped ones by 2.3: (5-28)

JRmtr = RintonCinton+ 2"3 S n (Cinton +CN + CR,in)+ RintonCRin}
L SR(5-47)

Finally, the minimum clock period is calculated to be:

TCLK = tsbp,on + TpRP (5-48)

Unlike in the off-chip interconnection case (i.e. in transmission line regime), keff is a function

of the interconnection length, since longer interconnections involve more repeaters. This results
in a faster increase of the energy requirement as a function of 'int. Figure 5-14 illustrates the

results of the analysis. As can be seen in Fig. 5-14, the effect of loading on the speed is small.

The energy requirement increases linearly due to the linear dependence of the number of
repeaters as well as the line capacitance on Lint. The biggest contribution to the energy comes

from the capacitive component, while the short circuit component constitutes only 25% of the

overall energy. The energy requirement of the on-chip interconnection is comparable to that of

an off-chip interconnection. While there is no need for terminations, on-chip interconnects
require periodic repeaters because of the lossy nature of the interconnection conductor. For the

same reason, on-chip interconnections are also slower than their off-chip counterparts.

SYSTEM SPEED ENERGY
MHz nJ

800 1 1 1 0.6

0.5

600 A

i0.4 Increasing loading El 13'

400 ~~Increasing loading 03•'
400 0.3 -

200'- VL x

0.1 x

0 I 0 J
0 5 10 15 20 cm 0 5 10 15 20 cm

Interconnection Length Interconnection Length

(a) (b)

Figure 5-14. Speed performance and energy requirement of on-chip electrical interconnections as a function
of interconnection length for different loading conditions (no load, 50fF/mm, 100fF/mm, and 200fF/mm), a)
speed, b) energy.
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5.2.5 Optical Interconnections
Figure 5-15 shows the typical optical interconnection model considered in this study. As in

the electrical interconnection case, a superbuffer amplifies the minimum logic to drive the optical

transmitter driver, which in turn switches the optical transmitter device. The transmitter is

modeled by a current source and a capacitor. For a VCSEL, the current source models the laser

current needed to produce the required laser output power. For an MQW modulator, the current

models the current due to absorption. The transmitter capacitance includes the transmitter driver

output capacitance, the transmitter device capacitance, and the flip-chip bond capacitance (based

on Assumption A9).

S• clamping thresholding

Optics

CL5 VTR

WIL=1 W/L=[fWL[r I-/---cR Optics
R=Rmin SUPERBUFFER-.-V

LASERI Po/sysOUT I•PTi,•• PoTRout

PeSYS

Figure 5-15. Model of interconnection using free-space optics. On the transmitter site, the interconnection
includes a transmitter, a transmitter driver, and a superbuffer in the case where the transmitter is too large to be
driven by minimum logic. The receiver site includes a photodiode with a thresholding current source, clamping
diodes to limit the voltage swing, and a minimum-size inverter to amplify the photodiode output signal and restore

the logic levels.
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The minimum logic that drives the interconnection uses the logic-level power supply voltage

VDD. Due to the transmitter device requirements, the transmitter itself, the transmitter driver, and

the superbuffer all use a separate supply level VTR, which is generally larger than VDD. We

assume that VTR is less than the breakdown voltage on the chip, such that no special circuitry is

needed in these stages. Furthermore, if VTR is only a couple of times larger than VDD, an inverter

in the logic is capable to drive a properly-biased, higher voltage inverter (first inverter in the

superbuffer), since this inverter would provide the necessary gain. Note that the first inverter of

the superbuffer never turns off completely due to the limited voltage at its input, resulting in

steady-state power dissipation. Alternatively, the superbuffer could be operated at the VLSI

supply level VDD, and the amplification could be performed by the transmitter driver. In this "late

amplification" scheme, the superbuffer consumes less energy due to the reduced supply level, but

the transmitter driver consumes more energy because the transmitter driver does not switch off

completely. Since the transmitter driver is generally larger than minimum, the energy

requirement is higher than that of the first superbuffer stage. In the "early amplification" case,

where the amplification is performed by the first inverter of the superbuffer, the superbuffer

consumes more and the transmitter driver consumes less energy. A detailed analysis shows that,

for transmitter voltages below 10V, the "early amplification" scheme is more energy efficient. In

a dynamic design, or in cases where the transmitter driver does not have to be large, "late

amplification" would be more beneficial.

In some cases, the transmitter may need to be biased at a certain voltage for optimum

operation: a separate supply voltage Vb is used for this purpose (see Fig. 5-15). If a modulator is

used as transmitter, the optical power needs to be routed to each modulator from an optical

power supply, as is depicted in Fig. 5-15.

The free-space optical interconnections route a transmitter output to N receivers. They are

modeled by a time-of-flight delay and a power transfer efficiency (see Table 5-3) At the receiver

site, a current source models the absorbed photocurrent in a reverse-biased p-n junction. The

current source' (II) models the photodiode load current. Two clamping diodes are used to limit the

photodiode output voltage to about 330mV (based on Assumption All) and obtain fast

switching. A minimum size inverter is used to threshold the photodiode output and restore the

logic levels.
Table 5-3. Optical routing/power supply constants.

Symbol Description Value

TiOSRlas. VCSEL-based optical interconnection power routing efficiency 0.7

rqOSRmod Modulator-based optical interconnection power routing efficiency 0.5

Tidis Optical power distribution efficiency 0.9

ilL,sys System laser, current-to-optical power conversion efficiency 0.3 W/A
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Independent of the type of transmitters used, the design of the interconnection always starts

with the estimation of the required photocurrent dynamic range at the receivers. This

photocurrent depends on the technology parameters, the operation speed, and the photodiode

voltage swing. After the detector photocurrent dynamic range is determined, the transmitter

output power dynamic range can be estimated based on the detector responsivity and the optical

link power transfer efficiency. This is followed by the design of the particular transmitter used.

5.2.5.1 MQW modulator as transmitter

For optical interconnection applications, optical intensity modulation can be directly

achieved in a Multiple Quantum Well (MQW) structure through electrically modulating the

excitonic absorption. This effect is commonly referred to as the quantum-confined Stark effect.(5-

30,5-31) The MQW modulators are, potentially, high-speed devices and their use in free-space

optoelectronic interconnection systems has been demonstrated. (532) The modulator contrast ratio,

insertion loss, and absorption saturation are important issues, which constrain the applications of

these modulators. 5 33
) It has been observed experimentally that the contrast ratio and the insertion

loss of an MQW modulator saturate at high optical intensities.(5 34
) This saturation has been

attributed to carrier screening in the material and analyzed in the past.(535 • In this section, we will

neglect the saturation effect by sizing the devices appropriately as a function of optical power

requirement.

5.2.5.1.1 Analysis of MQW modulator interconnect

In the case of optical interconnection using MQW modulators, the driver design should take

into the absorbed modulator current account. In addition, the size of the MQW modulator should

be a function. of the input optical power to avoid the saturation phenomena. Higher speed

requires more modulator power, thus resulting in a larger modulator with bigger capacitance and

current, affecting the design of the driver. The transmitter itself also contributes to the total

steady-state current due to absorption. Appendix F presents the details of the MQW modulator

driver design. Based on the input capacitance of the driver given in Eq. (F-12) (see

Appensdix F), a superbuffer can be designed as before if needed. The total capacitance Ctot is

then;

Ctot = [ Csb + CTR,i + CTR]ATR + NCrc (5-49)

where Csb is the superbuffer total parasitic capacitance, CTR,i and CTR are the transmitter driver

input and transmitter capacitances given by Eq. (F-12) and Eq. (F-10) (see Appensdix F),
respectively, and Crc is the receiver capacitance. The effective interconnection transconductance

is;
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keff = kesff + kdr (5-50)

where kdr is the transmitter driver transconductance given in Appendix F. The high and low level

steady-state currents are calculated as;

IH ITR + IMQWH + ILoad+ IRC (5-51)

IL ITR + Iph,L + IRC (5-52)

where ITR and IRC are the transmitter and receiver site steady-state currents due to amplification

(estimated in Appendix D), IMQW,H is the MQW driver high level current given by Eq. (F-6)

(see Appensdix F), and the photodetector currents are the same as in the previous section. The

minimum clock period of the interconnection can be estimated as;

T = tsb,p + tdr,p + tp,MQW + tfopt + tp,ph + tp,det + RCmin (5-53)

where tp,MQW is the MQW modulator internal propagation delay, tdr,p is the modulator driver
propagation delay which can be approximated as half the signal rise time tr given by Eq. (F-9)

(see Appensdix F).

There is an additional energy requirement for an external system laser to optically drive the

modulators. The electrical power requirement in the system laser due to a single MQW

modulator is calculated by:

Popt,in = (7JMQW, H - flMQW, L)-I " DRopt (5-54)

The technology parameters used for numerical illustrations in the next sections are presented in

Table 5-4 and Table 5-5.

Table 5-4. Photodetector constants.

Symbol Description Value
AVd Photodiode output voltage swing 330 mV
Aph Photodiode area 50 Itm2

Adiode Clamping diode area 10 tm 2

Cph Photodiode device capacitance per unit area 0.2 fF/gm2

Cclamp Clamping diode capacitance per unit area 0.2 Mf/gm 2

Rph Photodiode responsivity 0.3 A/W
tp,ph Photodiode internal propagation delay 100 ps
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Table 5-5. MQW modulator technology constants.

Symbol Description Value
VTRMQW MQW modulator supply voltage 10V
rMQW MQW modulator responsivity 0.53 A/W
VL MQW modulator low level logic voltage 0.5V
Is(Vm) MQW modulator saturation intensity at the modulation voltage 800 W/cm2

Is(0) MQW modulator saturation intensity at zero voltage 244 W/cm2

Km MQW modulator absorption slope ratio 4
k(0) MQW modulator absorption slope at zero voltage 0.2
CMQW MQW modulator device capacitance per unit area 0.12 fF/gtm 2

tp,MQW MQW modulator internal propagation delay 30 ps

5.2.5.1.2 Comparison To Off-Chip Electrical Interconnects

Figure 5-16 illustrates the comparison between MQW-based optical and off-chip electrical

one-to-one interconnections. The behavior of the curves indicates a superior optical speed

performance. This can be attributed to the need of smaller buffer requirement for the MQW has

a smaller device capacitance. The break-even line length for equal energy requirement is around

3 cm compared to parallel or series terminated electrical interconnects. For both system energy

and processing plane energy requirement, MQW-based optical interconnects offer a

simultaneous speed/energy advantage for one-to-one connection. For long interconnects, the

MQW optical interconnects require almost 6 times less processing plane energy and yet operate

faster than the fastest electrical interconnect. In terms of overall system energy, the energy

efficiency of 'the optical interconnects drops to less than twice better than their electrical

counterparts. Note that by operating the optical light detectors 10 times slower than the speed of

minimum inverter, optical interconnects could be more energy efficient than even series

terminated electrical interconnect for long interconnections, and yet operate faster. The biggest

contribution to the system energy requirement comes from the external light source. The biggest

contribution to the processing plane energy requirement comes from the steady-state modulator

currents due to absorption.
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Figure 5-16. Speed and energy comparison between off-chip electrical and MQW-based optical interconnects
for one-to-one connections: a) speed, b) total system energy requirement, c) processing plane energy
requirement. Curves related to electrical interconnect are illustrated with symbols. The performance of optical
interconnects is illustrated at different detection speeds (tde,) to allow comparison to electrical interconnects
running at the same speed.

5.2.5.1.3 Comparison To On-Chip Electrical Interconnects

Figure 5-17 illustrates the comparison between MQW-based Optical and on-chip electrical

one-to-one interconnections. There is a break-even line length of about 4 cm for equal system

energy. It is interesting to note that, faster optical interconnects require less on-chip energy per

bit. This is due to the smaller contribution of the steady-state components. In this case, the break-

even line length is only about 2 cm. For long wafer-scale interconnects, the simultaneous

speed/energy advantage of the MQW-based optical interconnect exceeds an order of magnitude.
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Figure 5-17. Speed and energy comparison between wafer-scale electrical and MQW-based optical

interconnects for one-to-one connections: a) speed, b) total system energy, c) processing plane energy. Curves
related to electrical interconnect are illustrated with symbols. The performance of optical interconnects is
illustrated at different detection speeds (tpd,,) to allow comparison to electrical interconnects running at the same
speed.

5.2.5.2 VCSEL as Transmitter

Compared to light modulators, the use of Surface-Emitting Lasers (SELs) as the optical

transmitters in a free-space optical interconnection system significantly simplifies the optical

system design, by eliminating the requirement for an external laser source and associated optics.

Thus, SELs have the potential for improving the optical link efficiency and the system stability

and robustness. In particular, vertical-cavity surface-emitting lasers (VCSELs) are very

promising for 2-D array applications.(5 36' 5-37) A great amount of work has been performed lately
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to improve the uniformity of laser arrays, reduce the threshold currents, and increase the

maximum power output.(5 38 ' 5 39' 5 40 ) The threshold voltage and electrical to optical power

conversion efficiency, along with the series resistance, are the main characteristics of lasers that

influence the device performance in the applications of digital interconnection.(5-41' 5 42)

5.2.5.2.1 Analysis of VCSEL Interconnect

The details of the VCSEL transmitter driver design is presented in Appendix G. Based on the

input capacitance of the driver given in Eq. (G-12) (see Appensdix G), a superbuffer can be

designed as before if needed. The total capacitance Ctot is then;

CtOt, VCSEL = [Csb + CTR'i + CTR]ATR + NCrc (5-55)

where Csb is the superbuffer total parasitic capacitance, CTR,i and CTR are the transmitter driver

input and transmitter capacitances given by Eq. (G-12) and Eq. (G-10) (see Appensdix G),

respectively, and Crc is the receiver capacitance. The effective interconnection transconductance

is:

sb
keff = keff + kn (5-56)

where kn is the transmitter driver transconductance given by Eq. (G-8) (see Appensdix G). The

high and low level steady-state currents are calculated as:

IH = ITR + IVCSEL,H + ILoad + IRC (5-57)

L= 'TR + Ith + Iph,L + IRC (5-58)

where the VCSEL transmitter high level current is given by Eq. (G-7) (see Appensdix G),
VCSEL threshold current Ith is given by Eq. (G-6) (see Appensdix G), and the receiver currents

are the same as in the previous section. The minimum clock period of the interconnection can be

estimated as:

T= tsb,p + tdr,p + tp,VCSEL + tfopt + tp,ph + tp,det + RCmin (5-59)

where tp,vcsEL is the VCSEL device propagation delay, td, is the laser driver propagation delay

which can be approximated as half the signal rise time tr given by Eq. (G-9) (see Appensdix G).

Unlike in the modulator cases, there is no need for an external light source since each

VCSEL is a light source itself. VCSEL parameters are shown in Table 5-6.

106



Table 5-6. VCSEL constants.

Symbol Description Value
VTRlas VCSEL supply voltage 10 V
(P VCSEL, slope of threshold current/laser diameter characteristic 0.7 mA/gm

7 VCSEL, slope of output power/laser diameter characteristic 0.5 mW/gm

'ILI VCSEL, slope of output power/laser current characteristic 0.3 W/A
Vth VCSEL threshold voltage 2 V
tp,VCSEL VCSEL internal propagation delay 30 ps
Clas VCSEL device capacitance per unit area 0.2 fF/gm2

5.2.5.2.2 Comparison To Off-Chip Electrical Interconnects

Figure 5-18 illustrates the comparison between VCSEL-based and off-chip one-to-one

interconnections. The speed of the VCSEL-based interconnection is slightly lower than in the

MQW case due to the larger driver requirement of the VCSEL because of the high laser current.

The break-even line lengths for equal energy is around 1 cm. For 20 cm long interconnects,

VCSEL-based interconnect requires an order of magnitude less system energy and operates two

to four times faster. Note that with improvements in the VCSEL technology, the numbers

reported in this report are expected to improve further.(5 42) Also not that compared to the MQW

modulator cases, the fastest VCSEL-based optical interconnect requires less system energy.
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Figure 5-18. Speed and energy comparison between off-chip electrical and VCSEL-based optical
interconnects for one-to-one connection: a) speed, b) system (processing plane) energy. Curves related to
electrical interconnect are illustrated with symbols. The performance of optical interconnects is illustrated at
different detection speeds (t,,de) to allow comparison to electrical interconnects running at the same speed.
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5.2.5.2.3 Comparison To On-Chip Electrical Interconnects

It can be observed from Fig. 5-19 that the break-even line length is less than a centimeter.

Compared to the wafer-scale electrical connections, VCSEL-based optical interconnects yield a

drastic speed and energy advantage: In the case of long interconnects, an optical interconnect is 4

times faster and yet 10 times more energy efficient. Note that even for very short interconnects,

optics still provides faster operation.

SYSTEM SPEED (MHz)

2500 SYSTEM ENERGY (pJ)

2187.5 200 on-chip

180
1875

160

1562.5 140

120
1250

100
937.5 - 80

625 tp,det=RCmin 60
tp,det=RCmin

5 40
312.5 tp,det=IlORCmin 24

on-chip0 o 0 tp,det=10RCmin

0 5 10 15 20 0 5 10 15 20

Interconnection Length (cm) Interconnection Length (cm)

(a) (b)

Figure 5-19. Speed and energy comparison between wafer-scale electrical and VCSEL-based optical
interconnects for one-to-one connection, a) speed, b) system (processing plane) energy. Curves related to
electrical interconnect are illustrated with symbols. The performance of optical interconnects is illustrated at
different detection speeds (tp,,de) to allow comparison to electrical interconnects running at the same speed.

5.2.6 Effects Of Technology Scaling

Here we discuss, from a qualitative point of view, the potential effects of VLSI scaling

(reduced minimum feature size) on the different interconnect technologies. From a general point

of view, scaling down the VLSI technology usually yields faster circuits that consume less

power. It yields reduced parasitics as the transistor areas get smaller. However, it also yields

increased resistance of the metal wires on a VLSI chip.

5.2.6.1 Electrical Interconnects

Assume two VLSI chips interconnected via an off-chip interconnection line of impedance

ZO. As the technology scales down (assuming ideal scaling), the transistor resistance remains

constant to a first order. This is because the transconductance increases linearly with the scaling

parameter s and the supply voltage VDD decreases linearly with s. Thus, the minimum gate
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delay decreases with s, because the resistance remains constant and the parasitic capacitances

decrease with s. Therefore, the interconnect technology scaling allows the off-chip

interconnection line width to be decreased to a first order by s. If this is done along with VLSI

scaling, then the line impedance ZO increases by s. An increased line impedance makes a line

easier to drive, but because the number of stages in a superbuffer is a logarithmic function of the

output load, the effect of increased line impedance on the superbuffer driver performance is

minimal. However, because the minimum gate delay scales down as s, the overall superbuffer

propagation delay decreases as s. Scaling ZO up, however, may increase the propagation delay

through the line if the line connects to large lumped capacitances, since the charging capability

of the line is proportional to its impedance. If the line is practically unloaded, then the

propagation delay is equal to the inherent time of flight, which is independent of the line

impedance. Therefore, to a first order approximation, we can say that technology scaling (s)

decreases the interconnect propagation delay by s if the line is unloaded, whereas the

propagation delay remains roughly constant (or decreases less than s) if the line is loaded.

On the other hand, the energy of data transmission decreases significantly with scaling. The

superbuffer and the interconnect capacitances decrease as s. Because the supply voltage also

decreases by s and because the dominant capacitive component of the energy is proportional to

the square of the supply voltage, the energy requirement scales down as s3 (Note that the short-

circuit component scales as s3 , and the parallel termination component scales between s and s3).

In the case of on-chip interconnects, the scaling of a repeater-based interconnect needs to be

considered. When an interconnect is scaled down, the line capacitance decreases but the line

resistance increases. Thus, the RC time constant of the line remains constant (unless other

measures are taken to keep the resistance low). The repeater propagation delay however, scales

down with s due to the decreased gate capacitances. The overall interconnection propagation

delay, which is a function of both line RC delay and the repeater propagation delay, decreases

only as sO.5. If, while the line width is scaled to reduce the capacitance, the line thickness is

increased to keep line resistance constant, then, the propagation delay decreases with s. This

approach, however, is in contradiction with the VLSI trends to increase the number of

interconnect layers. Increased line thickness also increases line to line as well as fringe

capacitances and results decrease in line capacitance with line width that is less than s.

As in the off-chip interconnect case, the energy requirement of on-chip interconnects scales

down as S3, due to the decrease in both supply voltage and capacitances. Therefore, the energy-

delay product of electrical data transmission scales down between s3 and s4 .
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5.2.6.2 Optical Interconnects

The energy requirement of optical interconnect is mostly dominated by static currents. As the

VLSI technology scales down, the parasitic capacitance driven by a photodiode decreases by s.

The gain of the amplifier following the photodiode increases with s because of the increased

transconductance and the reduced current. Since the supply voltage also reduces by s, the voltage

swing requirement at the output of the photodiode reduces as s2. Therefore, for the same speed,

the required photocurrent reduces as s3 because of the reduced capacitances along with a reduced

voltage swing. Following the photocurrent, all the transmitter optical power and currents scale as
s3 . Because the voltage supply reduces by s, the energy requirement of optical interconnect

scales down by s4 (better than in the electrical interconnect case) without assuming any

improvement in the efficiency of transmitters and interconnect optics. Because we assumed

constant speed, the energy-delay product scales as s4 (as good as the best electrical case). The

comparison results of the scaling effects are summarized in Table 5-7.

Table 5-7. Effect of scaling the VLSI on the various interconnection technologies.

Interconnect Energy/Delay Improvement
Off-Chip sJ

On-Chip < s'
Optical s4

5.2.7 Conclusions

We have compared both electrical and free-space optical interconnections in terms of speed

performance and energy cost for digital transmission in large-scale systems. Free-space optical

interconnects using MQW modulators or VCSELs as transmitters offer a significant speed

advantage over both off-chip and wafer-scale on-chip electrical interconnects. Compared to the

fastest off-chip electrical interconnects (parallel-terminated lines) and for lengths up to a few

centimeters, optical interconnects provide as much as twice better speed performance. For

medium length off-chip interconnections (5 to 15 cm), the speed advantage of the optical

interconnect is about 50%. Finally, compared to long off-chip interconnections, the speed

advantage reduces to around 20-40%. Compared to series terminated off-chip electrical

interconnects which require much less power than their parallel terminated counterparts, optical

interconnects provide at least twice better transmission speed even for very long interconnects

(up to 20 cm). MQW-based optical interconnect provides the best one-to-one speed performance

while VCSEL-based interconnects follow with small differences. This is due to the smaller

driver requirement of the MQW modulators owing to their much smaller transmitter current

requirement compared to the VCSEL.
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In comparison to wafer-scale VLSI connections, optical interconnects provide increasingly

better speed performance as the line length gets longer, reaching 4 times faster transmission

speed. In case of long on-chip connections of length up to 2 cm, optical interconnect provides

twice faster interconnect speed.

The processing plane (on-chip) energy requirement of one-to-one optical interconnects is

generally less than 50 pJ per bit transmitted. For electrical interconnects, it is on the order of

several hundred picojoules. The break-even line length between optical and electrical

interconnects for equal energy is on the order of a few centimeters. For applications where a

large processing plane is needed, optical interconnects provide simultaneous speed and energy

advantage over electrical interconnects reaching a combined factor of 20.

Modulator-based optical interconnects require more overall system energy than VCSEL-

based optical interconnect due to the requirement for an external system light power source.

VCSEL-based optical interconnects offer the best energy requirement, but also require the

highest on-chip energy dissipation.

Our analysis in this report did not include the area requirement of the devices in the

interconnection. Our main emphasis in this report was to design the interconnects to operate at

the fastest speed they can, and then compare the energy requirements. This approach results in

large area requirement by the electrical interconnects compared to the optical ones. In the off-

chip electrical interconnect case, line drivers as well as line terminators, and in the wafer-scale

connection case, the repeaters occupy a substantial amount of area on the processing plane. For

comparable area, there is enough room on the optical side, to, for example, improve the light

detector circuitry and reduce the input optical power requirement i which considerably reduces

the overall energy requirement of an optical interconnect. While more complicated detector

circuitry may increase the detector propagation delay, the overall link delay may benefit since

this may decrease the transmitter propagation delay because of reduced transmitter power

requirements. 5-42 Also, in some systems, slower than maximum speed optical interconnects can

be designed to provide much less energy requirement than their electrical counterparts, while still

operating faster then them. In such cases, there is room for increased detector delay, to obtain

even better energy efficiency. Improved light detection, possibly with more complicated circuitry

is therefore an important issue that should be addressed in the future.(5-43)

5.3 MANUFACTURING COST MODELING

The optically enhanced computer system is composed of a variety of technologies that

contribute to system cost and yield. This study is to investigate the impact that cost and yield

have on the organization of optically interconnected computer architectures. The method used

was building analytic abstractions of the economics of the manufacturing process - cost models
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- parameterized in terms of the individual fabrication step costs and yield, and the physical and

logical architecture characteristics. For example, a physical characteristic is the semicondutor

integrated circuit size and an architectural parameter is the number of computational nodes in a

parallel processor.

The critical features of the analytic abstraction of the fabrication process shown in Table 5-8

- costs, yield models, and defect rates - come from sources ranging in reliability from

measurements, industry standards, and scientific papers, to educated guesses. Thus, the

numerical results are not necessarily representative of what occurs in practice, but are specific to

the choice of model parameters for the hypothetical processes. For each cost model plot in this

report, the Mathematica code that includes the models and parameters is given in the

Appendix H.

Table 5-8. Cost, yield and architecture parameters.

PARAMETER VALUE

Channel width w = 64 bits

Si size 1 cm 2

Si defect rate 0.3 /cm 2

Wafer process $1,250/wafer

GaAs cost $ 247/cm2

GaAs defect 1000/cm 2

VCSEL size 50x10-8 cm 2

GaAs size 1.28x10 3 /cm 2

CMOS cost $ 3.85/cm 2

MCM wire pitch 0.0125 cm

MCM-D cost $ 4.80/cm 2

Solder cost $ 35/wafer

Solder yield 0.99998/bump

Flip-chip bond $ 5/chip

CGH cost $ 4/cm 2

Optomechanics $1 0/alignment

Die attach $ 0.25

Test cost $ 1
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We begin with a discussion of semiconductor yield models, and then use them in cost models

of active components including CMOS and VCSELs. Next we add cost and yield models for

MQW modulators and solder integration to compare monolithic vs hybrid impementations.

Finally, we compare VCSEL-based optically interconnected shuffle-exchange networks with the

all-electronic alternative. The choice of VCSELs simplifies the optics which makes complete

optoelectronic system cost analysis more tractable.

5.3.1 Yield Models

Yield is the probability that a device meets its specifications. In this report, we will deal with

fatal defects that prevent the device from operating at all, as opposed to parametric defects,

which measure the suitability of the device parameters for a particular application. The former

fatal defects are detected by tests during the manufacturing or burn-in procedures.

Once a process has been refined, typically the remaining fatal defects occur probabilistically

based on underlying fundamental physical processes. In CMOS silicon processing, the

fundamental defect mechanism is particulate contamination. For instance, dirt causes regions to

not be exposed during lithography, creating opens or shorts. Dirt also causes material to not be

implanted to the proper doping density, or materials to adhere properly.

The two main semiconductor yield models are Poisson and negative binomial in the critical

area. Poisson, yield occurs when the point defects are independently and identically distributed

over the surface of the wafer. Negative binomial yield occurs when the defects are clustered."5 44"

Figure 5-20 compares the yield predicted by these two models as a function of chip area.

The clustering parameter typical for CMOS processes is from [5-45]. The defect rate is for 1994

from [5-46]. The fill factor of 80% is the fraction of chip area that is susceptible to defects: the

critical area.

Yield
Binomial

0.9
- - - Poisson

0.8

0.7

0.6

0.5 " ",.

0 .6 . .. . .- Area [cm2 ]
1 2 3 4

Figure 5-20. Comparison of negative binomial and Poisson yield models for a 1994 CMOS process.
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The figure shows that the Poisson yield model predicts a lower a yield than the negative

binomial for large chips. Since particulate distribution in MOS processes have been shown to be

clustered, we will use the negative binomial for CMOS yield. The Poisson yield model will be

used when there is no evidence of clustering, like with VCSELs.

5.3.1.1 CMOS

CMOS production is well-characterized in terms of costs and yields. Besides defect rates

used in the previous section, the SIA roadmap also contains the cost of $4/cm2 for industry

standard silicon production at high volume. Combining this cost with the negative binomial

yield model produces a CMOS cost model that determines cost as a function of chip area as

shown in Fig. 5-21.

Cost [$]
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20

Area [crC
1 2 3 4

Figure 5-21. The cost of 1994 high volume CMOS as a function of chip area including yield.

The optoelectronic vs MCM system comparison at the end of this report uses the CMOS

model along with models for solder bumps and MCMs. In addition, the optoelectronic hardware

uses cost models VCSELs, which is addressed in the next section, and for optomechanics.

5.3.1.2 VCSELs

The cost model for VCSELs has a similar form to that for CMOS. However, the epitaxially

grown VCSEL wafers are very expensive ($ 5000 for a 2 inch wafer) and the yield is dependent

on the rate of dislocation defects in the crystal lattice.

In a laser, dislocation defects are centers for non-radiative recombination of electrons and

holes. Such recombination decreases the cavity gain, which in a highly tuned structure like a

VCSEL can be disasterous. The net effect is that the threshold current is greatly increased or the

gain may be so low that the device may not lase at all; it will be an LED.
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The dislocation density of commercial epitaxial grown wafers is in the 2000 defects per

square centimeter range. The hypothesis that these defects lead to device failure has been

supported by dark current failure of pin detectors. (547)

The VCSEL cost and yield forms a cost model that can predict the cost of a VCSEL array as

a function of the array size as shown in Fig. 5-22. Just as in CMOS, the yield produces a

nonlinear increase in cost as a function of the chip size. Note that these chips are much smaller

than the previous CMOS chips; the 256 element VCSEL array occupies an area of 0.16 cm 2.

Chip Cost [$]

80

60

40

20

VCSELs/Chip

50 100 150 200 250

Figure 5-22. Cost of a 250 g.m pitch array of 50 gtm 2 VCSELs on a single chip as a function of the array size
(or number of VCSELs in the array).

A large VCSEL array can be produced using a single chip or multiple chips bonded to an

MCM substrate. Finding the optimum chip size is known as the partitioning problem, which

requires adding cost models for the MCM and chip-to-MCM connector.

Figure 5-23 depicts the case when equal-size VCSEL chips are first tested and the good ones

flip-chip solder-bumped to an MCM to produce a 256-element VCSEL array. There is a separate

electrical connection for every VCSEL. The solder bump yield is very high, 0.99998 per bump,

but the accurate alignment of the chips to the module with the flip-chip bonder is relatively

expensive ($ 5).

The result is that a 256-element VCSEL array is lower cost to manufacture as a multichip

array than monolithically. Recall that the partitioning problem definition requires that the

number of chips per module must be an integer. Mathematica interpolates between a set of

points to produce the curve in Fig. 5-23. In this case, a 256-element VCSEL array is cheapest to

fabricate as 2 or 3 separate chips bonded to a common substrate.
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Figure 5-23. Cost of a 256-element VCSEL array as a function of the number of chips solder bumped in the
array.

5.3.1.3 Multiple Quantum Well Modulators

This section compares the costs and yields of the various parts of the hybrid process that

Lucent uses to solder bumps and flip chip attach GaAs multiple quantum well modulators

(MQW) to silicon integrated circuits. The wafer costs are roughly the same as for VCSELs.

However, MQW modulator yield is much higher because they are not significantly degraded by

dislocation defects; only MBE spitting defects with a density of 100 defects/cm 2.

Figure 5-24 compares the yield of the silicon, solder bumps, and modulators. The

modulators are on a 125 by 62.5 micron pitch grid. The graph shows that the modulators are the

yield limiting technology.

Yield
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Figure 5-24. Yield of solder bumps, silicon and MQW modulators.
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Next we compare the monolithic FET-SEED and the hybrid CMOS-SEED processes in terms

of cost. The main yield difference between them is that the GaAs MBE spitting defects will

damage the HFETs, while the CMOS circuits have a lower defect rate. The material cost

differences are also significant due to the high cost per unit area of the epitaxial GaAs wafers.

Figure 5-25 shows that for all reasonable chip sizes, the hybrid integration approach is lowest

cost. Note that the low modulator yield means the optimum chip size is quite small. And the

high GaAs cost makes the chip cost higher than simple CMOS.

Cost
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Figure 5-25. Cost comparison of monolithic HFET-SEED GaAs vs. hybrid CMOS-SEED as the chip size
increases.

5.3.2 Shuffle Comparison

The shuffle exchange is the underlying data flow graph for a number of important algorithms

including switching, bitonic sorting, FFT, Viterbi trellis decoders, and data encryption standard

decoders. Thus, low-cost hardware implementations of shuffle exchange networks will have a

significant impact on signal processing, communications, and computer systems.

The perfect shuffle possesses many properties that motivate an optical implementation. The

regular structure makes the optical system simple; spreading the cost of a lens over many parallel

channels. On the other hand, the globality makes the 2-dimensional MCM layout occupy a large

area. Because MCM yield is inversely exponential in the area, large layout areas are

prohibitively expensive.

The assumptions of the technology comparison were the following. The chips were 1 square

centimeter with cost and yield parameters from the SIA Roadmap. The shuffle and exchange

channels were 64 bits wide. As shown in Fig. 5-26, the electrical implementation used chips that

were solder bumped to a MCM-D substrate that contained the shuffle and exchange channels.

117



1 cm

p w edge channels

I I
w

shuffle MCM-D substrate with n chips
channels

Figure 5-26. The architecture of the MCM-D layout.

The layout of the shuffle-exchange network on an MCM requires (n/log n)2 area, where n is

the number of chips or nodes. There is an additional w2 expansion of the area for the w-wide

parallel channels. There are w/4 power/ground pins per chip along with the shuffle and exchange

communication channels, and there is no routing underneath the chips. The solder bonds to the

chips have a low failure rate.

This process flow shown in Fig. 5-27 illustrates solder bonding known good die to an

MCM-D substrate. The silicon costs and defect densities are from the SIA roadmap.?- 48 The

silicon yield model is from [5-44, 5-45]. The solder cost is the ARPA sponsored goal of $35 per

wafer,(5 49) and the die attach cost and MCM cost(55 °) are from the MCM literature. The MCM

yield is assumed to follow the same model as the silicon, with the effective rate reduced due to

the fewer lithography steps.

The optical implementation had a glass MCM substrate for the exchange channels and a

simple free-space optical setup for the shuffle channels as shown in Figs. 5-28 and 5-29. To keep

the cost of the optical shuffle exchange implementation as low as possible we consider a system

with VCSELs and simple optomechanics.

The optical interconnect system begins with a micro-lenslet array fabricated by etching a

computer generated hologram (CGH) which cost $4/cm 2.(5- 51 ) The VCSEL output propagates

through the beamsplitter and until it meets the second CGH, which acts as four macro-lenses to

perform the folded shuffle. The fold mirrors reflect the light back to the beamsplitter. The

beamsplitter reflects the light back through the micro-lenslet array and onto the detectors. To

reduce the optical crosstalk, polarizors and waveplates can be used with a polarizing

beamsplitter.
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Figure 5-27. Process flow for a module for CMOS chips flip-chip solder-bumped to MCM-D.
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Figure 5-28. Architecture of optoelectronic MCM.
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Figure 5-29. Architecture of free-space optical shuffle network.

The beamsplitter and fold mirror cost the same per area as the CGH, and the four

optomechanical mounts and alignment costs $10. It is not a coincidence that the silicon, MCM

and the optics cost nearly the same per unit area, since they are made by lithography on similar

quality material. The difference with the all-electronic MCM case is that in the optical system,

the MCM area is smaller and the yield is not a function of area for the optics.

The cost model addresses solder bonding VCSELs onto commercial silicon using the process

sequence shown in Fig. 5-30. The VCSELs are on epitaxially grown GaAs/AlGaAs wafers.

After hybridization and testing, the known good die are solder bumped to a glass substrate that

provides the exchange power and ground connections. The shuffle signal I/O is through the

VCSELs.

The main result of the final system analysis is that for more than 20 nodes, the models predict

that the cost of the optical implementation of the shuffle-exchange network will be less than an

all-electronic MCM (see Fig. 5-31).
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Figure 5-30. Process flow for optoelectronic MCM manufacture.
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Figure 5-31. Comparison of manufacturing cost of VCSEL/CMOS (dashed line) and CMOS chips (solid line)
interconnected by the shuffle-exchange network with optics/MCM or an MCM, respectively.

5.3.3 Conclusions

This program demonstrated that cost models for computer architectures can be constructed

that contain fabrication costs and yields as well as system architecture parameters. The models

depend on industry standard costs and yield models, as well as physical insight into fabrication

processes and device operation. First we built cost models for the fundamental technologies such

as CMOS and VCSELs. For the VCSELs, we determined the optimum chip size to fabricate a

multichip laser array with 256 lasers. For MQW modulators, the cost models predicted that

solder bump hybrid CMOS-SEED was lower cost than the monolithic FET-SEED integration.

Then we showed how the individual models can be combined with an architectural model to

produce a cost representation of complex systems. Using this representation, we performed a

technology tradeoff analysis that determined that an optoelectronic VCSEL/CMOS/MCM/Optics

implementation of the shuffle-exchange network is lower cost than the all-electronic

CMOS/MCM alternative for greater than 20 computational nodes.
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Appendix A

1. PROBABILITY, P1 , OF INPUT ARRIVING AT STAGE I:

stage i probability =pi

0 1
1 4/5
2 2/3
3 4/7
4 1/2
5 4/9
6 2/5
7 4/11
8 1/3
9 4/13
10 2/7
11 4/15
12 1/4

2. THE LENGTH OF WIRE BETWEEN PARTNER HALF-SWITCHES AT

STAGE I IN TERMS OF A (I.E. LENGTH OF WIRE AT STAGE I IS = F, *

A):

i fi (S=8) fi (S=12)
0 1 1
1 2 4
2 2 4
3 1 2
4 1 2
5 2 1
6 2 1
7 1 4
8 -- 4
9 -- 2
10 -- 2
11 -- 1
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Appendix B
SUPERBUFFER DESIGN

A superbuffer, that is, a chain of inverters with increasing sizes is widely used to reduce

propagation delays when driving large capacitive loads. In this appendix, we use some of the

results of a superbuffer design reported in [5-27]. A superbuffer circuit with a tapering factor 6 is

illustrated in Fig. (B-1).

1 2 n

1 n CL

Figure B-1. An n-stage superbuffer used to drive large capacitive loads.

The minimized propagation delay through the superbuffer is given as:(527)

tsb,p = n.RCnmn -a (B-i)

where n: number of inverter stages, RCmin: minimum logic RC time constant, and a is defined as:
a- + p(fl- 1), (B-2)

Cmin,o
where B: tapering factor, p = Cmin+minp , Cmin,i = minimum inverter input capacitance,Ci + Cmin,•

Cmin,o = minimum inverter output capacitance.

The number of stages n (excluding the minimum first stage) can be calculated as: (5-27)

n Iln CL -I
flnfl c LCi•f

n Cminj J(B-3)

where CL is the output load capacitance of the last superbuffer stage.

Because the signals within the superbuffer can be treated using the lumped capacitor
approximation, the rise time tr of the signals in the superbuffer is approximately twice the

propagation delay of a single stage:
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tr =2.RCmin• a (B-4)

The output capacitance of the last superbuffer stage, which is Bn-1 times larger than minimum, is

calculated as:

Csbo=3 Cmine (B-5)

The total capacitance of the superbuffer on the signal path is the sum of the input and output

capacitances of all the stages:

n-1 /mn-i_/ 1

Csb (Cminj + Cmind)Xi. (Cminj + Cmino)P
i=l /3--1 (B-6)

The effective transconductance of the superbuffer, which we define as the sum of the

transconductances of all the stages, is calculated as:

keff -" k min =kmin (B-7)
i=1 (31

where kmin is the transconductance parameter of minimum geometry inverter.
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Appendix C

DETECTOR REQUIREMENTS

In this appendix, we express the detector photocurrent dynamic range requirement as a function

of detector parasitics and speed of operation. Figure 5-15 illustrates the detector circuit considered.

Figure C-1 shows the presumed detector transfer characteristic, where the optical input transition

between a low and a high intensity level is linear, thus resulting in a linear photocurrent signal

transition through the photodiode.

Iphit) Vdet(t)

iph,- - VDD V V

ILoad 7
S,'4 , t VDD VVd

Iph,L: 2 2

t1 t2 t3 2 2

! ! I

tr 4et

a: trdt >e tr'2S -2

Iph(t) Vdett)

Iph,H. VDD VV2
2 I 2

ILoad 4P-----

IphLI t VDD VVd

tl t2t3 2 2
• I,
tr et

trTR

b: 'r,Aet< 2

Figure C-1. Photodetector input/output waveforms used in the calculations. (a) The transmitter

rise time is less than twice the detector rise time, (b) otherwise.
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If the optical interconnection system does not alter the timing characteristics and the photodiode

device limits are not pushed, the photocurrent rise time is equal to the rise time of the optical signal
at the transmitter output. This is illustrated in Figure C- 1, where tr,TR denotes the transmitter (or

photocurrent) 0% to 100% rise time. Figure C-1 illustrates the detector operation where the
photodiode output voltage rise time tr,det is larger than or equal to the half transmitter rise time.

Applying the capacitance charging equation to the photodiode output node yields:

2 2 t2 t3f dV =-• f [il(t) -IL ]dt + f [i2(t)- IL ]d t
2 2 t2 (C-i)

where
ilt)= IL + t -t----l (Iph,H - IL)

t2 -tl

i2(t) Iph,H - IL

and V Vd is the photodiode output voltage swing, Cdet is the total photodiode output capacitance

and ILoad is the photodiode load current. Integrating Eq. (C-1) and using the definitions of rise

times (in Fig. C-la) yields:

2 VVd " Cdet
Iph,H -Iph tr,det tr,TR

4;
trrddet (4-;

S r , f o t r , d e t 
> 

t ,/T 
R

2

S(C-2)

Similarly, for tr,det < tr,TR]2:

2i2F- [ t2
2 2d V =- Z 1 [i3 ( t) - IL ] d t]

MQ - M Cddet t tl
2 2 (C-3)

where ;

i3(t)= IL +t (Iph,H - IL)

Integrating with the help of Fig. C- lb results in:

Iph,H -ph,L
2 VVd Cdet trTR

tr,det
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tr,det < rT
d 2 (C-4)

In Fig. C-2, we plotted Eq. (C-2) and Eq. (C-4). As observed from Fig. C-2, operating the

detector at a shorter rise time than that of the transmitter requires increasingly large optical power

dynamic range, whereas operating the detector slower than the transmitter results only in a small

power saving. Therefore, operating at equal transmitter and detector rise times is nearly optimal in

terms of speed and energy. This is the region of operation defined by Eq. (C-2).

16"

......... ..... [ n..e c..n.] ... ............... ......... ........... ...... .._
12 o .......... . . .......Ineglecting

transmitter1 0° .. . . ................................... .................. ... ...... .

"1rise time

8- .. ... ....... .......... i................... ...........................................

6 - ..... ...............

4 -r ........ ......... .... ........... ... .......... ................................ ..................... ... . -

0 0.5 1 1.5 2 trTR

Figure C-2. Plot of Eq. (C-2) and Eq. (C-4).

Also plotted in Fig. C-2 is Eq. (C-2) when neglecting tr,TR. We observe that in the interested

region of operation, neglecting the rise time of the input signal to the detector causes only a small

error while simplifying the calculations. Therefore, for practical purposes, we can assume that the

photocurrent dynamic range DR, can be represented by:

DR, = Iph,H - IphL = 2VVd
tr'det (C-5)

and the photodiode propagation delay can be approximated as

trdet
tp'det 2 (C-6)
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Appendix D

TRANSMITTER AND RECEIVER STEADY-STATE
CURRENTS DUE TO AMPLIFICATION

Consider the interconnection model illustrated in Fig. 5-15, the first inverter of the superbuffer

at the transmitter site has to amplify its input signal (driven by a minimum logic gate) from the

VLSI supply level to the transmitter supply level. This is generally around 10 V to achieve an

acceptable optical modulation depth. Since this value is only a few times larger than the VLSI

supply levels (3-5V), a single inverter is sufficient to perform the amplification. Similarly, at the

receiver site, the thresholding inverter consumes steady-state currents due to the amplification of

the photodiode output voltage whose swing is limited to around 330 mV by the clamping diodes.

In any case, a steady-state current results from the fact that the input voltage swing of an

inverter is limited around half supply level. If the input voltage swings by an amount around mid-

supply level, then it is possible to show that the average steady state current through the receiver

site inverter is:

IRC=---n-(VDD / 2- AV- VT)2
2 (D-1)

For the receiver site, where we assumed 330 mV voltage swing, AV =AVd/2= 165 mV. For the

transmitter site, we replace VDD in Eq. (D-1) with VTR:

ITR= _in ( R--VV- VT 2  (D-2)

where AV =VDD/2.
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APPENDIX E

ESTIMATION OF OPTICAL
TIME-OF-FLIGHT DELAY

We assume that two points on a plane separated by Lint can be interconnected optically via an
optical element located at a distance Lint from the plane in the third dimension (see Fig.E- 1). Thus,

the length of the optical path between the two points is calculated as;

opt = /Lini 2 +(Lint )2 = 2.2Lnt 2 (E-1)

which results in an optical time-of-flight delay of:

tfopt= Lopt
C (E-2)

where c is the speed of light propagation in the medium.

processing plane
optical interconnection

plane

Figure E-1. Geometrical assumptions of the optical interconnect scheme.
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Appendix F

MQW MODULATOR DRIVER DESIGN

In this appendix, we design an inverter stage to drive the MQW light modulator, as illustrated

in Fig. F-1. The size of the inverter depends on the MQW current because of optical absorption,

device, integration parasitics, and speed of operation. The MQW modulator input -to-output optical

power efficiency (for high and low voltage states) is given as: (5-4 1)

MQW
modulator

PiMQW

VTRMQW

B1 1  ~VMQW

VTRMQW

BI CTR,MQWIptransmitter
capacitance

transmitter
driver

Figure F-1. CMOS MQW modulator driver circuit.

-lMWQ, H - k(0)Km; VMQw=VH (F- 1)

+ + Pi, MQW

AMQ WIS (VH)

T1MWQL = M;VMQw=VL--0 (F-2)

1+ Pi, MQ W VMW L=
AMQW1 S (0)

where VH and VL are the high and low level voltages across the modulator, k(O) is the absorption

slope at zero voltage, Km is the absorption slope ratio, Pi,MQW is the input optical power to the

136



modulator, AMQW is the modulator area, and Is(V) is the saturation intensity as a function of the

modulator voltage. To make the efficiency independent of the input optical power or modulator

area, we will make the following practical assumption:

Pi,MQW =0.2
AMQW X Is(VH) (F-3)

Note that reducing the above ratio further results in a larger modulator area for a given power

with only a small gain in efficiency. Therefore, when the output power requirement from the

modulator increases, the area of the modulator is also increased according to Eq. (F-3) in order to

keep the modulator efficiency constant. Using Eq. (F-3) in Eq. (F-I) and Eq. (F-2) yields:

77MQwH =0 .83. k(0). Km (F-4)

77MQWL = 0.9- k(O) (F-5)

On the other hand, the modulator high level absorption current can be estimated as:

IMQW,H = rMQW" Pi, MQW" flMQW,H (F-6)

where rMQW is the modulator responsivity. The NMOS transistor of the driver inverter should be

large enough to sink this current in order to satisfy the DC condition VMQW > VH. Equating

Eq. (F-6) to the NMOS current in linear region, and solving for NMOS transconductance yields:

knDC IMQW,H
n _ . 2

(VTR-- VT)Vdslow -O. 5 "Vdslow (F-7)

where VTR is the transmitter power supply voltage, VT the transistor threshold voltage, and

Vdslow = VTR-VH.

In addition to the DC requirement, the driver should also satisfy the switching speed, or AC

requirement. If the NMOS transistor is in the linear region of operation during switching, its

resistance can be estimated as:

2
RNMOS = A C

kn " (VTR- VT) (F-8)

where we included a factor of two to better approximate the transistor resistance, since during

switching, the average value of the input voltage is less than VTR, and the PMOS current

confronts the NMOS current. The rise time of the signal at the driver output can then be estimated

as:

137



tr,r ='2 .3 RNMOSCTR (F-9)

where CTR is the total transmitter capacitance composed of:

kA C
CTR = Cbond + AMQwCMQw + kL Cmin,0

min (F-10)

where Cbond is the flip-chip bond capacitance, CMQW is the modulator capacitance per unit area,

Cmin,o is the minimum inverter output capacitance and kmin is the minimum transistor

transconductance parameter. It is not meaningful to operate the driver faster than a minimum

inverter stage. Thus, equating Eq. (F-9) to the rise time of the signals at the output of a minimum

inverter (driving another minimum inverter), using Eq. (F-8) and Eq. (F- 10) in Eq. (F-9), and

solving for the transistor transconductance gives:

Cbond + AMQWCMQW
kAC=

0.5RCmin (VTR-- VT) Crmino
kmin (F- 11)

The NMOS transistor is therefore sized based on the stricter of the DC and AC conditions

given by Eq. (F-7) and Eq. (F- 11). To complete the driver design, the PMOS transistor is sized

twice as big as the NMOS transistor to compensate for its lower mobility. The design of the driver

gives the transmitter driver input capacitance as:

kdr
CTR, i -= Cmin, i (F- 12)

kmin

where kdr is the larger of the DC and AC transconductances, and Cmin,i is the minimum-size

inverter input capacitance
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Appendix G

VCSEL DRIVER DESIGN

The laser driver circuitry considered is shown in Fig. G-1, where a single NMOS transistor is

used to switch the laser diode. The driver should satisfy the DC and the minimum switching speed

requirements: the NMOS transistor should be large enough to conduct the high-level laser current,

and switch the laser in no more than one minimum inverter propagation delay. In this analysis, we

will assume that the laser is operated at the maximum output power level for a certain laser

diameter. Therefore, the laser diameter is increased to achieve higher optical output power from the

laser, as needed to accommodate larger fanout or faster operation. We assume that the output

power vs. laser diameter and the threshold current vs. laser diameter characteristics are linear:

Po,LASVTRLAS -

laser diod. VLAS

VTRLAS -

0 "T R FCTRLAS Ip transmitter
capacitance

transmitter
driver

Figure G-1. CMOS VCSEL driver circuit.

POH = yD (G- 1)

Ith = (pD (G-2)

where POH is the optical output high power level, Ith is the laser threshold current, D is the laser

diameter, and " and ýO are the slopes of the characteristic curves. The laser Current to Power

characteristic is assumed as:
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POH = (ITR- Ith)flLI ITR> Ith (G-3)

Pon = 0 3ITR < Ith (G-4)

where 77u is the slope of the laser L-I curve.

For a given laser output power requirement, laser diameter, threshold current, and operating

DC current are found using (G-l) to (G-4) as follows:

D= PoH

7' (G-5

Ith P OH
(G-6

ITR = POH( + (G-7)

The NMOS transistor should satisfy the DC condition IDS = ITR. Equating (G-7) to the

linear region transistor current, neglecting the small quadratic term, and solving for the transistor

transconductance yields:

kn = ITR(VTRLAS- VT)VL (G-8)

where VL is the NMOS drain voltage when it's "ON". Due to the low efficiency of the optical link,

the resulting laser current is high. For this reason, we will assume that the design of the switch

transistor based on (G-8) also satisfies the minimum switching speed requirement. If the transient

capacitive current is approximately one fourth of the high-level laser current ITR, then the rise time

of the signal at the driver output can be estimated as:

tr = 4 CTRLA ITR

's TR (G-9)

where VH is the high-level driver output voltage; VH=VTR-Vth, and CTR is the laser driver output

capacitance composed of flip-chip bond capacitance, NMOS transistor junction capacitance and the

laser device capacitance:

C+ kn Cmin N,i + Alas" Clas
kmin (G-10)
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where CminN,i and kmin are the minimum NMOS transistor junction capacitance and
transconductance, Clas is the laser device capacitance per area and Alas is the laser area;

Alas =z D (G- 11)

Finally, the laser driver input capacitance can be calculated as:
kn

CTR, i= km CminN]
'Snin (G-12)

where CminN,i is the minimum NMOS transistor input capacitance.
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Appendix H
MATHEMATICA CODE

This appendix contains the Mathematica code that was used to represent the cost models and

produce the figures.

Figure 5-20. Comparison of negative binomial and Poisson yield models for a

1994 CMOS process.

poisson := E^(- rate area fillfactor)

negativebinomial := 1 / (1 +

rate area fillfactor/cluster)^cluster

cluster := 4

rate := 0.3

fillfactor := 0.8

Plot[{negativebinomial,poisson}, {area, 0.1, 4},

PlotStyle ->{GrayLevel[0], Dashing[{.03}]j,

PlotLegend -> {"Binomial", "Poisson"), LegendPosition -> (0,0),

AxesLabel->{"Area[cm^2]","Yield")]

Figure 5-21. The cost of 1994 high volume CMOS as a function of chip area

including yield.

runcost 38000

wafers 20

waferdiameter := 8 2.54

negativebinomial := 1 / (1 + rate area fillfactor / cluster)^cluster

cluster := 4

rate := 0.3

fillfactor := 0.8

chips := wafers (Ceiling[Pi waferdiameter^2 / (4 area)] -

Ceiling[Pi waferdiameter/Sqrt[area]])

chipcost := (runcost / chips)/(negativebinomial)

Plot[fchipcost},{area, 0.1, 4),

AxesLabel -> {"Area [cm^ 2]", "Cost [$]"}]

Figure 5-22. Cost of a 250 grm pitch array of 50 gm2 VCSELs as a function of the

array size.
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wafercost := 5000

runcost := 1250

waferdiameter := 2 2.54

density 1000

spacing 250 10^-4

vcsel 50 10^-8

area lasers spacing^2

yield E EA(- density vcsel lasers)

chips (Ceiling[Pi waferdiameter^2 / (4 area)] -

Ceiling[Pi waferdiameter/Sqrt[area]])

chipcost := (runcost + wafercost) / chips /yield

Plot[{chipcost},{lasers, 16, 256},

AxesLabel -> ("VCSELs/Chip", "Chip Cost [$1'}]

Figure 5-23. Cost of a 256-element VCSEL array as function of the number of

chips solder bumped in the array.

wafercost := 5000

runcost 1250

waferdiameter := 2 2.54

packagecost := 5

density 1000

spacing 250 10^-4

vcsel 50 10^-8

area lasers spacing^2

yield E^(- density vcsel lasers)

chips (Ceiling[Pi waferdiameter^2 / (4 area)] -

Ceiling[Pi waferdiameter/Sqrt[area]])

chipcost := ((runcost + wafercost + soldercost) /

chips + testcost)/yield

substratecost := chipspermodule area 4.8

bonds 2 + lasers

lasers 256 / chipspermodule

solderfailure 1 - .99998

soldercost := 35

testcost 1

dieattach 0.25
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bondyield E^(- solderfailure bonds)

modulecost ((chipcost + packagecost + dieattach) chipspermodule +

substratecost + testcost +

soldercost chipspermodule/chips )/ bondyield^chipspermodule

Plot[modulecost, {chipspermodule, 1, 41,

AxesLabel -> {"Chips/Array", "Module Cost [$]"},

PlotPoints -> 200, PlotRange -> All]

Figure 5-24. Yield of solder bumps, silicon and MOW modulators.

solderyield := E^(- solderfailure bumps)

bumps := 2 area fillfactor / (0.0125 0.00625)

solderfailure := 1 - 0.99998

negativebinomial := 1 / (1 + rate area fillfactor/cluster)^cluster

cluster 4

rate := 0.43

fillfactor := 0.8

modyield := E^(-subdefect bumps /2 modarea)

subdefect := 100

modarea 0.002 0.005

Plot[{negativebinomial, solderyield, modyield}, {area, 0.1, 4),

PlotStyle ->{GrayLevel[0], Dashing[{.015}], Dashing[{0.05)]},

PlotLegend -> {"Silicon", "Solder", "MQW"),

LegendPosition -> (0.6,-0.25), AxesLabel -> {"Area [cm^2]", "Yield")]

Figure 5-25. Cost comparison of monolithic HFET-SEED GaAs vs hybrid CMOS-
SEED as the chip size increases.
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solderyield E^(- solderfailure bumps)

bumps :=2 area filifactor / (0.0125 0.00625)

solderfailure :=1 - 0.99998

soldercost :=5

negativebinomial :=1 / (1 + rate area fillfactor/cluster)"cluster

cluster :=4

rate :=0.43

filifactor :=0.8

d 2 2.54

aw Pi (d/2)^2

gaaswafercost :=5000

monolithicprocess :=1250

w 6

t 35

dr 2

ad nn (t 10^-6 + w 4 l0A -6 + dr 2 10^~-6) m i

nnl Ceiling[area mn / 0.000441]

usablechips :=Ceiling[aw/area] - Ceiling[(Pi d)/Sqrt[areall

ct 5

b 7

cp monolithicprocess + gaaswafercost

lambda 100

yield E A(_ lambda ad)

Min 1

chipcost (cp / usablechips + ct) / yield

inodyield E A (subdefect bumps /2 modarea)

subdefect 100

inodarea :=0.002 0.005

fillfactor 0.8

siruncost 25000

siinetalcost :=200

runcost (siruncost + simetalcost wafers)

wafers 20

sidiameter :=8 2.54

gaasdiameter :=2 2.54

gaaswafercost :=5000

gaasprocess :=1000

gaascost :=(gaaswafercost + gaasprocess) (sidiameter

/gaasdiameter)A2 wafers
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chips :=wafers (Ceiling [Pi sidiameter^2

/(4 area)] - Ceiling[Pi sidiarneter/Sqrt[area]])

goossencost :=((runcost + gaascost) / chips + soldercost)/

(negativebinomial solderyield modyleld)

Plot[{chipcost,goossencost), {area,0.04, 0.3),

AxesLabel >{"Area [cm^2]",Cost [$1"), PlotRange -> All,

PlotStyle -> GrayLevel[0), Dashing[{0.03]}],

PlotLegend -> Monolithic","Hybrid"), LegendPosition -> {-0.6, 0}

Figure 5-31. Comparison of manufacturing Cost Of VCSELICMOS (solid line) and
CMOS chips (dashed line) interconnected by the shuffle-exchange network with
optics/MCM or an MCM, respectively.

w :=64

sicost :=1250

sidlaineter :=8 2.54

area :=1

negativebinomial 1/(1 + rate area fillfactor/cluster)^cluster

cluster :=4

rate :=0.3

fillfactor :=0.8

chips :=(Ceiling[Pi sidialneterA2 / (4 area)])

Ceiling[Pi sidiarneter/Sqrt[areal])

testcost :=1

soldercost :=35

chipcost.: ((sicost + soldercost) / chips +

testcost) /(negativebinornial)

mcmsub :=30 / 2.54'ý2

incmYield :=E^(- rate mcinlayers mcmcrit)

d :=0.0125

mcmlayers :=4/20

Incmcrit (n w d/Log[2,n])V2

mcmarea (n w d/Log[2,n])A2 + n area

incmcost (rncmarea incmsub + soldercost + testcost) /mcmyield

solderyield :=E^(- solderfailure bumps)

bumps :=2 w + w/4

solderfailure 1= 1 0.99998

dieattacb : 0.25
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modulecost :=(n (chipoost + dieattach) +

rncmcost + testcost)/solderyield~n

vcselyield EA(-subdefect w vcselarea)

subdefect 1000

vcselarea 0.002 0.005

gaasdiameter :=2 2.54

gaaswafercost :=5000

gaasprocess :=1250

gaascost (gaaswafercost + gaasprocess + soldercost)

gaasarea 2 w vcselarea

gaaschips (Ceiling[Pi

gaasdiameter"2 / (4 gaasarea)] -

Ceiling[Pi gaasdiameter/Sqrt[gaasarea]])

sicost 1250

sidiameter :=8 2.54

area :=1

negativebinomial :=1 / (1 + rate area fi11factor/cluster)^'cluster

cluster :=4

rate :=0.3

filifactor :=0.8

chips (Ceiling[Pi sidialneterA2 / (4 area)] -

Ceiling[Pi sidiaineter/Sqrt [area]])

testcost :=1

soldercost 35

hybridyield E^(- solderfailure w 2)

chipcost ((sicost + soldercost) / chips +

testcost + dieattach + gaascost / gaaschips)/

(negativebinornial hybridyield vcselyield)

glasssub :=10 / 2.54^2

glassyield E^(- rate glassfactor critarea)

d :=0.0125

glassfactor 2/20

chipspace 0.1

critarea 2 d n Sqrt[area] + w d chipspace

glassarea n area

glasscost (glasssub glassarea +
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soldercost + testcost) / glassyleld

solderyield.: E^(- solderfailure bumps)

bumps :=w/4 + w

solderfailure :=1 - 0.99998

dieattach :=0.25

cghcost :=4

optomount 10

opticscost (n (chipcost + dieattach) +

glasscost + testcost)/solderyield~n + 4 (n cghcost + optomount)

LinearLogPlott{modulecost,opticscost), {n,2, 64),

PlotStyle ->{GrayLevel[0], Dashing[{ .03}] },

PlotLegend -> {'1mcln", "optics"}, LegendPosition -> f-0.5,0.25},

AxesLabel->{ 'Chips","$}]l

*U.S. GOVERNMENT PRINTING OFFICE: 1998-610-13061158
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