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1.0 Introduction 

As modern day computing systems continue to advance, it is apparent that for many 
applications the ultimate capability of the system may be limited by memory (either 
primary, secondary or tertiary) performance parameters and not the computer's processing 
power or speed. Thus, the need for high capacity, fast data transfer rate (I/O) storage 
systems becomes critical in areas such as image storage and analysis and digital video 
servers. Optical data storage systems are very promising due to the potential for ultra- 
high storage densities and parallel I/O [1]. Currently, state of the art two-dimensional 
optical data storage disc systems (such as DVD) have capacities of 4.7 GB, with near- 
term expansion to 17 GB, and throughput rates of 10 Mb/s [2]. Unfortunately, these 
systems record data on only one or two planes and are sequential in nature. The next 
logical step in achieving orders of magnitude increase in capacity and throughput rates is 
expected to involve some form of a three-dimensional, parallel access memory. 

By definition, a three-dimensional memory is a single memory unit where three 
independent coordinates specify the location of stored information. By storing 
information in volumetric media, very high densities (~1 Tb/cm3) can be achieved. In 
three-dimensional memories, read, write and erase operations are performed on the entire 
bit plane, giving rise to a tremendous data capacity increase over conventional two- 
dimensional bit-oriented memories. Through the inherently parallel nature of data 
manipulation, high-speed reading and writing of an entire memory plane becomes feasible. 
These considerations make three-dimensional memories very compatible with emerging, 
highly integrated parallel array processors and optoelectronic multiprocessors. Three- 
dimensional memory systems include two-photon absorption, holographic and spectral- 
hole burning. In this report, numerical models are used to study beam propagation effects 
in a two-photon absorption based memory. 

1.1 Two-photon optical data storage systems 
The basic premise of a two-photon recording system is the simultaneous absorption of two 
photons whose combined energy is equal to the energy difference between the initial and 
final states of the recording material [3-5]. This simultaneous absorption results in a 
change in the molecular structure of the material. This structural change alters various 
properties of the material, including index of refraction, the absorption spectrum and the 
fluorescence spectrum. Therefore, by intersecting two optical beams, spatially and 
temporally, the material's optical properties can be altered locally and are addressable 
anywhere within a three-dimensional space. Digital data is written in this fashion, with the 
ultimate limitation on storage capacity set by diffraction effects in the optical system. Data 
readout is accomplished by probing the material with a single read beam to measure a 
change in one of the material's optical properties. 
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Figure 1 The recording (a) and readout (b) systems used for a two-photon memory. 

Rome Laboratory is currently working with Call/Recall, Inc. in San Diego, California to 
develop this technology. A schematic of the current Read Only Memory (ROM) system 
architecture is shown in Fig. 1. The system uses picosecond pulses of the first and second 
harmonic (ki = 1064 nm, X2 = 532 nm) of a Nd.YAG laser. Data recording is shown in 
Fig. 1(a), while data retrieval (readout) is shown in Fig. 1(b). Digital information is 
recorded in the two-photon material as pages of digital data, the data planes separated in 
the axial (z) direction. The input (data) arm of the system (A, = 1064 nm) is spatially 
modulated with a Spatial Light Modulator (SLM) and imaged to the proper plane within 
the cube. A second, addressing beam (k = 532 nm), propagating orthogonal to the input 
beam, is cylindrically focused throughout the cube. A page of data is recorded when the 
input beam and addressing beam simultaneously illuminate the image plane. The axial 
resolution is limited by the divergence of the addressing beam, while the lateral resolution 
is determined by diffraction effects and aberrations in the input arm. Readout is 
accomplished by measuring the fluorescence of the material. The input beam is blocked 
and the 532 nm beam is cylindrically focused to read the proper data page. For the 
unwritten material, the 532 nm beam is unabsorbed and passes through the system. 
However, for the written form of the material, the readout beam is absorbed, exciting a 
fluorescence at a longer wavelength. The readout plane is then imaged through a 
wavelength selective filter onto a Charge Coupled Device (CCD). Thresholding of the 
individual pixels of the CCD is performed to digitize the data. 
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Figure 2 The absorption (a-b) and fluorescence (c) spectrum for two different types of SP compositions. 

A variety of recording materials have been proposed. The proper material must posses 
several key characteristics in order to be considered. These characteristics include: 
photocromism (the change of chemical structure after excitation by light), a fluorescence 
in one of the two chemical states, stability of both states at room temperature, ability to 
read data 106 times without loss of information, high quantum efficiency of the read form 
fluorescence, and a wide enough wavelength shift between the read beam and peak of the 
fluorescence spectrum to prevent cross-talk. One of the more promising candidates, 
Spirobenzopyran (SP) is discussed in the following paragraph. 

Spriobenzopyran molecules are composed of two distinct molecular components linked by 
a sp3 hybridized carbon. Simultaneous absorption of a 532 nm photon and a 1064 nm 
photon alters the chemical state of the material, as shown by the absorption spectra in 
Figs. 2(a) and 2(b). (In Figs. 2(a) and 2(b), the absorption spectra of two different species 
of the material, (i) and (ii), are shown.) The unwritten form, Fig. 2(a), is colorless in 
appearance and shows strong absorption in the ultraviolet (k < 400 nm) portion of the 
spectrum. However, the written form, Fig. 2(b), is colored in appearance and shows 
strong absorption in the 550 nm spectral region. Transitioning between these two 
molecular states results in localized changes in the optical properties of the material, 
including index of refraction (real and imaginary part) and the fluorescence spectrum. The 
fluorescence spectra of SP, shown in Fig 2(c), is peaked around 600 nm. This peak is 
sufficiently separated from the read wavelength to prevent cross-talk during readout. To 
fabricate solid, stable recording materials, the SP is dispersed in polymers such as PMMA. 



1.2 The scattering problem 
As mentioned earlier, the diffraction limited spot size can yield potential data densities of 1 
Tb/cm3. However, optical aberrations and scattering effects will result in a re-distribution 
of the electric field (E) at the desired read/write location. This may result in lower data 
densities and slower read/write speeds due to a reduction in the beam quality and the peak 
optical power at the desired spatial location. Optical aberrations can be analyzed, and 
largely corrected, using ray-tracing techniques. Scattering effects, however, are more 
difficult to quantify. In this report, numerical models are used to analyze the effects of 
scattering in a two-photon system. Specifically, the problem is broken into two distinct 
parts: (1) scattering effects from the rough entrance surface of the storage media and (2) 
scattering from previously written planes of data marks. The first problem can be 
simulated using conventional scalar diffraction theory. The second problem, requires 
more complicated vector-based methods. In this report, a scalar-based angular-spectrum 
beam propagation method is used to quantify the effects of surface roughness. The results 
are presented in Section 2. A hybrid finite-difference-time-domain (FDTD)/angular 
spectrum approach is used to study the effects of scattering off of previously written pages 
of data. A description of the method and some results are presented in Section 3. Finally, 
a summary and relevant conclusions are presented in Section 4. 

2.0 Surface scattering effects 
Early experimental results have shown irradiance fluctuations in the recorded pages of 
data. It is believed that these fluctuations are caused by non-perfect, rough surfaces at the 
face of the material where the optical beam enters. Figure 3 shows a surface profilometry 
measurement made on one surface of an SP cube. The x-axis corresponds to the lateral 
direction, while the z-axis corresponds to the normal direction (height). Figure 3(b) is 
over a smaller range of x. It is assumed that the surface profile in the other transverse 
direction (y) is very similar. While these measurements will not be directly used in this 
work, they do give an order of magnitude estimate on the range of potential surface 
roughness. It is important to note that this cube's surface was fabricated using a polishing 
technique. Call/Recall is currently planning to transition to an injection molding process, 
and expects to see significantly smoother surfaces. 
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Figure 3 Surface measurement of SP recording material. 

2.1 Numerical model 
The model used in this section is designed to study and understand how the addressing 
beam is affected as it propagates through a rough surface. The field is assumed to be 
Gaussian in the x-direction with a beam waist defined by its FWl/e2 value and collimated 
in the ^-direction. In the ^-direction, the beam also has a Gaussian profile, with a FWl/e2 

value of 8 mm. The FWl/e2 value in the x-direction is related to the plane-to-plane 
spacing of data pages. The beam waist is 5 mm beyond the front surface of the cube, in 
the z-direction. The field is first computed at the waist, and then backwards propagated to 
the front surface of the cube. The complex-valued field at the surface is then multiplied by 
the transmittance function of the surface, given by: 

f(x1y) = exp{-jfc//(xly)}, (1) 

where k=2%/\, and /*(xj>) is the surface height (deviation from the nominal height at each 
xj> location). After multiplication by t(xy), the beam is then re-propagated to the waist 
through the SP material (unwritten form). For each run, a nominal case is also performed, 
with a perfectly flat surface (h(xy) = 0). For all of the work presented in this report, the 
wavelength, X, is 500 ran. The surface is modeled as a purely phase perturbing structure 
with uniform amplitude transmittance. For simplicity, the program is broken up into two, 
two-dimensional problems assuming a separablility of the field and transmittance in x and 
y. The code is written in MATLAB and runs on a PC. 



2.2 Scattering from random surfaces 
In this section, the cube's surface is modeled as a randomly varying surface. The value of 
/»(xj/) is found using MATLAB's random number generator (using a normal probability 
density function). The height is found by 

h(x) = Gaus(x/bx) * randnormal^a/) 
h(y) = Gms(y/by) * randnormalO^a/), 

(2) 

where the Gaus function is a Gaussian function defined by Gaskill [6], and randnormal 
indicates that a random number is chosen at each x (or y) location with a variance of ox 

(a/). The function is then convolved with a Gaussian of width bx (by in the y case) to 
provide smoothing (i.e. low pass filter h(x) or h(y).) Therefore, the value of ox

2 (cy
2) is 

related to the variance of the height, while the parameter bx(by) determines how smoothly 
varying the surface is. 

In Fig. 4, a computed surface profile is shown for the x direction.    The parameters used 
for this plot are cx

2 = 7J10 and bx= 50 urn. 

Figure 4 Computed surface profile in the x-direction. The value of h(x) is normalized by the wavelength. 

In Figs. 5(a) through (e), the field at the waist is shown for a beam waist FWl/e2 (BW) 
values of 5 um, 10 (im, 20 um, 40 um and 80 |im, respectively. For statistical purposes, 
three cases were run for each beam waist value, corresponding to three randomly chosen 
surfaces. The three cases are shown by the broken lines, while the solid line corresponds 
to the nominal case of a flat surface. 
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Figure 5 Beam profile at the beam waist when scattered off of a rough surface. The x profile is shown. 

In examining Figs. 5(a) through (e), it is apparent that surface scattering plays a major role 
in both the spatial distribution of the field and also the centroid of the energy distribution. 
It seems that the effects become greater for larger beam waists. One possible explanation 
for this, is that the beam with a smaller waist diverges much more rapidly and, therefore, 
has a wider beam print at the front surface of the cube. For example at the entrance face 
of the cube, the FWl/e2 is 333 urn when BW= 5 \xm, but only 82.6 urn when BW= 80 
urn With a wider beam at the entrance surface of the cube, random variations in the 
surface are more likely to be averaged out. 

In Figs. 6(a) through (d), the y-profile of the beam is shown with the surface parameter by 

= 250 \im. The value of a/ is changed in each plot. The values are 1/2, 7J5, A/10 and 
A/25 for (a) through (d), respectively. 
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Figure 6 Beam profile at the beam waist when scattered off of a rough surface. The.y profile is shown. 

Again, it is clear that scattering plays a fairly substantial role in the beam quality, even in 
the collimated (non-focused) direction. For the _y-direction, however, there is little shift in 
the centroid of the beam. For large surface variations, fairly significant oscillations (10- 
15% modulation) are observed around y = 0. This may be the cause of the irradiance 
variations observed experimentally. 

In order to study the errors more quantitatively, the RMS error was calculated for seven 
different values of a/. For each value of a/, the computations described above were 
repeated for eight randomly chosen surface profiles h(y). The bar chart in Fig. 7, shows 
the RMS error versus a/. The solid line through the bar chart shows a line through the 
mean RMS error (in percentage) for each value of a/ (normalized by X). 
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Figure 7 Histogram of RMS beam error versus surface amplitude variations in the ^-direction. 

The RMS error versus surface height is nearly linear, with a slope of approximately 
3.5%/X. 

2.3 Spatial frequency analysis 
The previous section showed that surface errors play an important role in determining the 
field distribution near the beam waist. In this section, a more quantitative analysis is 
performed. Only scattering effects in the x-direction are studied. Using Fourier analysis, 
the surface can be thought of as a superposition of various sinusoidal phase gratings at 
different spatial frequencies fx and different amplitudes A. The value of h(x) is now given 
by 

h(x) = A cos(2izß<x), (3) 

and t(x) is again given by Eqn. (1). For this study the five different values of BW were 
used: 5 urn, 10 u,m, 20 urn, 40 ujm and 80 urn. The results are shown in Figs. 8-12. Two 
parameters were studied for each value of BW. First, the ratio of the on-axis peak 
irradiance for the cosinusoidal surface versus the flat surface is calculated. The square 
root of this ratio is shown in the upper plots. This ratio is similar to the Strehl ratio used 
in aberration theory. In the lower plots, the square root of the diffraction efficiency is 
shown. The diffraction efficiency is computed by integrating the irradiance from the 
values of -BW< x < BWaxiü normalizing to the total irradiance in the beam. Therefore, 
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Figure 9 On-axis irradiance fall-oflf and diffraction efficiency for BW= 10 um. 
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Figure 11 On-axis irradiance fall-off and diffraction efficiency for BW= 40 um. 
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Figure 12 On-axis irradiance fall-off and diffraction efficiency for BW= 80 \im. 
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the diffraction efficiency is a measurement of the percentage of energy transmitted into the 
central lobe of the beam. 

It is apparent that the beam quality degrades quickly for even minimal (-A/10) surface 
errors. It is not surprising that the least aberrated spot occurs when the surface varies 
slowly, and the peak-to-peak amplitude is low. As shown in the previous section, the 
beam quality is more sensitive to surface variations when the beam print on the front 
surface is smallest (BW= 80 u,m). 

It is also instructive to plot the field at the waist. Figures 13(a) through (d) and 14(a) 
through (d) show the field at the waist for values of A = A/25, A/10, A/5 and A/2, 
respectively. The solid line corresponds to the beam passing through a flat surface, while 
the broken line is for the case of a cosinusoidal surface. In Figs. 14(a) through (d), BW is 
20 (j.m axvdfx is 100 cycles/mm. In Figs. 14(a) through (d), BW\s 80 \xm and^ is 10 
cycles/mm. (There is no particular significance to these values.) 

Figure 13 Field profile at beam waist when scattered off of a cosinusoidal phase grating.  For this case 
BW= 20 |im andfx = 100 cycles/mm. 
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Figure 14 Field profile at beam waist when scattered off of a cosinusoidal phase grating. For this case 
BW= 80 um and^i = 10 cycles/mm. 

Unlike a cosinusoidal amplitude grating, a cosinusoidal phase grating exhibits many 
diffraction orders. In Fig. 13, the diffraction orders are widely separated. Within the 
central lobe of the beam the only apparent effect is a loss in amplitude. In Fig. 14, 
however, the orders are not as widely separated and there are large oscillations within the 
central lobe. These oscillations result from interference fringes between the different 
diffraction orders. It is important to point out that all these models assume a perfectly 
coherent beam. By reducing the coherence length of the beam, the interference fringes 
would be less severe, and it is expected that the observed oscillations will be reduced. It is 
important that the beam's coherence be reduced in a method that does not reduce the 
overall optical throughput of the system. Otherwise, writing times may increase. This is 
an area of on-going research. 
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3.0 Scattering from previously written data marks 
Another principle area of concern is the effects of scattering within the SP cube as the 
beam propagates. The scattering may be due to imperfections in the material itself 
However, a more likely cause is index variations (both in the real and imaginary part) 
which are caused by previously written data marks in the material. As the beam 
propagates through previously recorded planes (pages) of data it is scattered from local 
index variations induced by the molecular transition which occurs during the writing 
process. Propagation through hundreds of planes of data, may result in severe 
perturbations on the beam's spatial properties. Because of this, the noise floor of the 
recorded data may increase. In addition, the read process may suffer due to readout with 
aberrated beams. Unfortunately, proper analysis of this problem requires a rigorous, 
vector-based technique, due to the small spatial dimensions of the data marks (on the 
order of a few wavelengths). In this section, a rigorous-vector based numerical method is 
used to analyze the effects of scattering from previously written data pages. 

3.1 Numerical model 
In Fig. 15(a), the physical setup of the problem is shown. A beam is focused through the 
SP cube, propagating through randomly written pages of data. To simulate this, a hybrid 
angular-spectrum/FDTD method is used [7]. The complex-valued field is taken at the exit 
pupil of the system (NA = 0.6), as shown in Fig. 15(b). The model is capable of including 
optical aberrations, but for this report only unaberrated beams are studied. The field is 
first propagated to a plane 10-20 um from focus. During this propagation, the index of 
refraction is assumed to be the unwritten index of refraction (nw). At this plane the field 
is sampled (amplitude and phase), and written to an output file. The complex-valued field 
is then used in a two-dimensional FDTD program to solve for the steady-state 
electromagnetic energy distribution in the focal region. Within this region, randomly 
written data marks exist. The FDTD code is written in FORTRAN and runs on a SPARC 
20 workstation. The data marks are assumed to be supergaussian in shape (n = 4), with a 
full-width at half-maximum (FWHM) of 1 um in the x-direction and a plane-to-plane 
spacing of 1 urn in the z-direction. Within these marks, the peak index of refraction is 
denoted by nw. To simulate the absorption of the material, the proper conductivity, a w is 
used (the conductivity for the unwritten material is assumed to be zero). As a benchmark, 
the FDTD code is also run when no data marks are present. The difference between these 
two cases is used to study the effects of scattering. 

19 
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Figure 15 Physical setup (a) and setup of two-dimensional model (b). 

For this work, only TE-polarization (E = Ey) is used. In addition, an index difference (|/v 
TiuJi) of four times that of the SP material is used. This is done to enhance the scattering 
effects. Because of this, the results presented below are an exaggeration of what is 
expected in the material currently used by Call/Recall. 

3.2 Results 
In Figs. 16 through 18 computed results are presented. In Fig. 16, the steady-state value 
of |E|1/2 is shown. The square root of |E| is shown to enhance the contrast between 
features in the main lobe of the beam versus those in the side lobes. In Fig. 17, the phase 
of E is shown. Finally, in Fig. 18, a snap-shot in time of the field, after 150 optical cycles, 
is shown. In each of these plots, the nominal field (no data marks) is plotted in (a), the 
randomly chosen bit pattern is shown in (b), the field with data marks is shown in (c), and 
the difference between (a) and (c) is shown in (d). In (d), contours of the data marks are 
also shown. Also in (b), black areas correspond to written regions of data, while white 
regions correspond to unwritten regions. For all cases, the focal plane is at z = 10 (im. 

The results are very interesting. In Fig. 18(d), the difference of the two waves indicates 
that the major error is not purely random, but a largely deterministic focal shift resulting in 
a diverging wave. Further analysis shows that the RMS error between the focused spots 
with written and unwritten data is approximately of 0.6% when the index change is that of 
SP, 2.7% when the index change is four times that of SP, and 7.5% when the index 
change is ten times larger than the change in SP. It appears that the defocusing observed 
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Figure 16 x-z profiles of )E| near-focus. 
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Figure 18 Snapshot in time of x-z profiles of E near-focus. The snapshot is taken after 150 optical 
cycles. 
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Figure 19 Computed OPD using FDTD/angular spectrum model (solid line) and a 
simple theoretical model (broken line). 

in Fig. 18(d) indicates that the beam propagating through randomly written data planes 
sees a nominal index of refraction which is slightly different than that propagating through 
unwritten regions. To show this the Optical Path Difference (OPD) between the two 
cases is shown in Fig 19. The OPD is found by differencing the on-axis phase terms 
(piston error), and dividing by k. The results are shown as the solid line. A simple 
theoretical model is also used, and the results are shown as the broken line. This model 
assumes a nominal index of refraction for the written case equal to the average value of nw 

and Wuw. 

Very nice agreement is observed between the two cases. Of course, this is done over a 
very limited range of z. To better simulate this effect, propagation through hundreds of 
planes of data should be analyzed. Direct application of the FDTD/angular spectrum 
approach, unfortunately, requires far-greater computing power. Alternative approaches, 
including a sliding FDTD window, are currently being investigated. It should also be 
pointed out that this nominal index change will effect the nominal NA of the system and 
possibly the amount of optical aberrations in the system, specifically spherical aberration. 
However, the largely non-random portion of these effects is correctable by providing 
slight active adjustments to the optical system. 

24 



4.0 Summary and Conclusions 
It has been shown that both surface and bulk scattering plays a significant role in designing 
a three-dimensional optical memory system. Surface scattering leads to fairly large 
perturbations in both the quality and centroid position of the addressing beam. In the 
focused direction, the error is greater for a beam whose width is smaller at the cube's 
entrance face. In the collimated direction, a nearly-linear relationship exists between the 
RMS beam error and the magnitude of the surface roughness. Two possible solutions for 
minimizing surface roughness effects are (a) transitioning to an injection molding process 
to reduce the roughness and/or (b) reducing the spatial coherence of the beam. This will 
reduce interference effects from the multiple diffraction orders scattered from the surface. 

Propagation through random data marks also plays an important role in the spatial 
properties of the beam. It has been shown that the amount of random noise is fairly small. 
It is important to point out that the simulations presented here are somewhat limited for 
analyzing random noise because of the limited z-range. However, the modeling in this 
report clearly indicates that by introducing previously recorded pages of data, the beam 
can be viewed as propagating through a nominal index of refraction that is roughly equal 
to the average of the written and unwritten indices of the material. The errors induced by 
this index change can be largely compensated for by providing active control of the optical 
system. While the index change is fairly small in SP, it will probably be more significant in 
other multi-layer technologies such as DVD. 
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