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1.0    INTRODUCTION 

This report describes the results of experimental and numerical 

investigations of fluid mechanics in reacting and high-speed nonreacting 
flows. For these experiments the primary focus was on the development 
and application of advanced laser-based diagnostics for quantitative meas- 
urements of temperature [coherent anti-Stokes Raman spectroscopy 
(CARS) of N2 and molecular filtered Rayleigh scattering (FRS)], species con- 
centration [OH, CH, NO, CO, and acetone laser-induced fluorescence (LIF)], 

and velocity [particle-imaging velocimetry (PIV) and FRS]. 

The research conducted for this program resulted in eight publica- 

tions and presentations (included in the Appendix to this report); further- 

more, four to six publications are in the planning or preparation stage. In 
addition to these publications and presentations, Dr. Carter was invited by 
Dr. J.-P. Taran (of ONERA, France), Chairman of the 1995 Gordon 
Conference on the Chemistry and Physics of Laser Diagnostics in 
Combustion, to make a presentation on laser-based measurements in 
practical combustion systems. Dr. Carter prepared a presentation entitled, 

"CARS Temperature Measurements in Model Gas-Turbine Combustors," 
based on CARS  temperature measurements in the Rolls-Royce combustor. 

The research efforts are summarized in Section 2, while the details- 
in cases where the results have been published in a journal or presented 
at a conference-of the development and application of advanced laser 

techniques for high-speed flows and/or reacting flows can be found in the 

Appendix  to this report. 



2.0 OVERVIEW OF DIAGNOSTIC DEVELOPMENT AND 
APPLICATION 

2.1 Laser-Based    Rayleigh-    and    Mie-Scattering    Methods 

At the request by Prof. J. A. Schetz (Virginia Polytechnic Institute), 
Dr. Carter contributed a section on laser-based Rayleigh- and Mie- 
scattering methods to the Handbook of Fluid Mechanics and Fluid 
Machinery (published in 1996 by John Wiley and edited by J. A. Schetz 

and A. E. Fuhs). The purpose of this section was to acquaint fluid- 

mechanics students and potential users of Rayleigh and Mie scattering 

with these techniques. The section presented first a review of 

fundamental aspects of scattering techniques, including relevant equations, 

and then a description of some of the applications that have appeared in 
the literature involving 1) species-concentration or mixture-fraction 
measurements when one gas mixes with another, 2) temperature and den- 
sity measurements, particularly in reacting flows, and 3) velocity 
measurements in subsonic and supersonic flows. A copy of this section is 

included in the Appendix. 

2.2 Development   and   Application   of   a   50-Hz   CARS   System   for 
Thermometry    in    a    High-Swirl    Combustor 

The beneficial effects of high swirl for combustion are well known.1 

A central, toroidal vortex serves as a reservoir of hot combustion products; 
this well-mixed zone of hot gases and combustion radicals acts as an igni- 
tion source for the reactants (located outside of the recirculation zone). For 
this reason, swirl-stabilized flames have been an integral part of gas- 
turbine combustors. Nevertheless, combustors employing high-swirl tur- 
bulent fluid flow have not been studied extensively with nonintrusive 
diagnostic techniques. Consequently, Drs. Carter, Goss [of Systems Research 
Laboratories (SRL)], and Nejad (of Wright Laboratory (WL)], in collabora- 
tion with Rolls-Royce Aerospace, have studied the temperature field of a 

swirl-stabilized  combustor employing CARS. 



For monochromatic pump and Stokes beams, the CARS signal 

strength (power) is related to the powers of the pump and Stokes beams 

by  the  relation 

'(3) 
Psignal ^ Ppump^Stokes ^ w 

X(3) is the third-order susceptibility of the medium and can be repre- 
sented as a summation of Raman resonant and nonresonant contributions. 

The resulting coherent laser-beam-like signal has a divergence comparable 
to that of the pump and Stokes beams and a frequency of 2(0pUmp - «»Stokes- 

All the species within the probe volume contribute to the nonresonant 

CARS signal which results from remote vibrational resonances and the 
nonlinear distortion of the electron cloud of the probe species.2 When the 
frequency difference between the pump and Stokes beams, copUmp - 
costokes, matches a Raman-allowed transition of a species-for example, 

copump - «stokes « 2325 cm-1 to match the v=l-0 vibrational transition of 

N2--the resulting CARS signal is resonantly enhanced. In particular, this 

signal strength is dependent on the difference in number density of initial 

and final rotational quantum states. Thus, the temperature of the probed 

species is encoded in the spectrum of the signal (anti-Stokes) beam. For 
non-overlapped Doppler-broadened transitions, X(3) is proportional to the 

number density and, thus, the signal strength is proportional to the square 
of the number density; from a practical standpoint this means that for 
flame thermometry, the signal detector [e.g., linear array, charge-coupled 
device (CCD), etc.] must have a large dynamic range for recording tem- 
peratures from 300 to 2000 K. Traditionally, CARS has been applied for 
thermometry by 1) using a narrow-band dye laser and scanning the wave- 

length of this laser through the Raman transitions and 2) employing a 

broadband dye laser and a spectrometer along with an array detector. The 

latter approach was employed for this study and allows one to record tem- 
peratures in a single laser shot, if the spectral distribution of dye-laser 

irradiance is taken into account. 

For mapping the temperature field of this model gas-turbine com- 
bustor, a CARS system was designed and constructed for thermometry 
(using N2 as the probe species) and species-concentration measurements 

(in  future  experiments).     This   system  is  designed  around  a  Quanta-Ray 



GCR-4 50-Hz Nd:YAG laser (delivering up to 350 mJ/pulse at 532 nm) and 
also includes 1) a broadband dye laser, 2) optics translation stages, 3) a 
custom-designed 0.75-m spectrometer, and 4) an intensified CCD (ICCD) 
camera for recording spectra at the 50-Hz pulse repetition frequency of 
the GCR-4. Furthermore, this facility includes custom software for inte- 
grating the positioning of the CARS probe volume-through movement of 
the transmission and collection optics-into the CCD data-collection soft- 

ware. 

Of course, one must provide a means of translating the probe volume 

relative to the combustor, which was most easily accomplished by 

translating a subset of the optics rather than the optical table; 
consequently, we configured two stepper-motor-driven, three-axis 

translation systems and placed one on either side of the combustor test 
section. Each three-axis system included three large prisms for beam 
steering and a focusing/collimating lens. Custom software was written to 
permit the systems to be translated in concert (over a 300-mm range) and, 
of course, independently; each stage included a linear encoder to ensure 
accurate positioning of the individual stages and of one three-axis system 
relative to the other. The translation system, dye laser, and associated 
CARS optics were fixed on a 4 x 12 ft optical table having retractable 

casters to permit table movement; the YAG laser was designed to fit 
beneath this table but, for convenience, was placed on an optical 

breadboard adjacent to the main optical table. 

The translation-system interfacing software was written to run on a 
stand-alone personal computer (PC); this computer was then interfaced to 
a second PC via the RS-232 (serial) port. This second PC controlled the 
Princeton Instruments ICCD camera; the camera-interfacing software 
(CSMA) was modified using Princeton Instruments Spectrum Basic lan- 
guage to communicate with the translation-system PC. With this software, 

numerous CARS spectra can be recorded and stored for a single probe 

location. Subsequent to recording data at one location, the camera P C 
sends a flag to the translation PC, initiating the movement of the probe 
volume; the translation PC then sends a flag to the camera PC, signaling 
that the translation is complete; finally, the software initiates the shutter- 
ing of the dye laser (i.e.,  a simple shutter placed in the dye-laser oscilla- 



tor), and an average background spectrum is recorded. Using Spectrum 
Basic, we configured the CSMA program to record a temperature profile 

across the combustor, with 1000 CARS spectra being recorded for each 

location. 
Because of the limited dynamic range of intensified CCD systems and 

the dynamic range necessary to record CARS signals from 300 to 2000 K, 
the signal beam was split into three parts, having ~ 1, 10, and 89% of the 
original signal energy; the channel having 89% of the original signal was 

employed for the highest temperatures, while the part having 1% was used 

for the lowest temperatures. These three signals were then routed to the 
spectrometer using 200-^im-core fiber-optic cables. Of course, the resolu- 

tion of the spectra is limited by the core diameter of the fiber, which acts 
as the entrance slit of the spectrometer. A concave holographic grating 
(200-mm diam., 737-mm radius of curvature, and 2000 grooves/mm) 

manufactured by American Holographic collected the signal beams and 

focused the dispersed light on the photocathode of the ICCD. The three 
spectra (from the three-way-split signal beam) lay side-by-side across the 
384-pixel axis, and the individual pixel values were binned in the trans- 
verse direction; this binning allowed the use of a low-noise pixel-readout 

rate (50 kpixels/s) with the 50-Hz data collection. 

Of course, the binning and readout processes must be completed 

within the 20-ms interval between laser pulses. Note, that our ICCD 
includes the short-lifetime P-46 phosphor;3"4 other phosphors, the P-22 

and P-20, for example, have sufficient persistence over this 20-ms time 
period to bias individual spectra. This problem is particularly acute with 
CARS because of the large variation in signal strength from room to flame 

temperatures.5 

In addition to providing the 532-nm pump beams for CARS signal 
generation, the GCR-4 Nd:YAG also provided the excitation source for a 
broad-band dye laser operating at 607 nm. The dye laser was specially 

designed for high pump-repetition rates; initially, however, we employed 
simple flow-through oscillator/amplifier dye cells and a longitudinal pump 
geometry. This approach had been used successfully with previous CARS 

systems. However, the design proved inadequate with the 50-Hz pump 
rate;  the  windows  on the  dye  cells  (the inner,  dye  surface)  were  consis- 



tently damaged because of the low speed of the dye fluid adjacent to the 
inner window surface and the higher pump frequency, 50 Hz as compared 
to 10 Hz. Consequently, we designed a broadband dye laser based on a 
transversely pumped oscillator (in a simple Fabry-Perot geometry) and 
amplifier. For the oscillator we employed a standard Lumonics (Hyperdye) 
dye cell; this design employs a knife edge at the pump region to ensure 
that the dye fluid is replenished between laser pulses. The design proved 
to be robust, and alignment was easy. To provide some degree of wave- 
length tuning of the dye laser, we placed a dielectric filter in the oscillator; 

this resulted in a ~ 70-cm"1 linewidth (FWHM), as compared to ~ 130 cm"1 

for operation without the filter. Tuning was accomplished by varying the 

angle of the filter relative to the oscillator optical axis. To improve the 

symmetry of the dye beam, a Bethune-cell6 with a 3-mm bore was used in 

an amplifier; a single dye pump and the dye mixture Exciton KR620 and 
R640 dissolved in methanol were employed for both oscillator and ampli- 
fier, simplifying the system setup. Typically, we recorded a 25% 
conversion efficiency for the dye laser (oscillator and amplifier). Finally, 
to both expand the dye beam and control its divergence (and match the 
focal positions of the pump and Stokes beams), we employed a Galilean 

telescope  after  the  Bethune-cell  amplifier. 

For optimum spatial resolution, we employed a folded BOXCARS 
phase-matching geometry.7 The beams were focused with a 300-mm 

focal-length lens (the crossing angle for the pump beams was ~ 0.83 rad.), 

resulting in a beam waist of ~ 40 \im for the 532-nm pump beams and ~ 90 
^m for the 607-nm Stokes beam. The spatial resolution in the lengthwise 
direction was evaluated by placing a 160-|im-thick fused-silica cover slip 
in the probe volume. Of course, the beam irradiances were greatly attenu- 
ated (below the damage threshold of the fused silica); with the reduced 
beam irradiance, a CARS signal was generated in the fused silica but not in 
the room air. We then translated the CARS probe volume through the 
cover slip, recording signal strengths. With this approach, we determined 
that 95% of the CARS signal was generated from a region ~ 1 mm in length. 
The beam energies were adjusted such that no significant Stokes pumping, 

i.e., production of a hot-band CARS signal through population of the v=l 

state,5 was observed. Typical probe-volume energies for the pump and 
Stokes beams were 35 mJ (for each pump beam) and 10 mJ, respectively. 



Calculated spectra over a range of temperatures (300 to 2300 K) are 
shown in Fig. 1. An experimental N2 spectra recorded in a steady, laminar 
H2-air flame-employing a so-called Hencken burner which produces near- 
adiabatic flame temperatures8--is shown in Fig. 2; here, the best-fit tem- 
perature is 1775 K. This measurement illustrates the ideal case: 1) no 
shot-to-shot beam steering or distortion due to turbulence; 2) optimized 
laser alignment (not possible to maintain during long run times with the 
high-swirl combustor); and 3) large signals that are below the level of 
saturation for the ICCD analog-to-digital converter. The recorded CARS 
spectra were processed subsequent to data collection; temperatures were 

deduced from the spectra using a nonlinear least-squares fitting routine 

and a library of spectra (calculated at 10-K increments between 200 and 
2600 K). Within the fitting routine, the peak intensity of the library spec- 
tra was set by matching integrated theoretical and experimental signals; 

this match was made on each fit cycle (except the first), and this procedure 
provided a modest improvement (~ 10%) in the overall precision of the 

temperature measurements over that achieved by matching the peak 

intensities of theoretical and experimental spectra. Additionally, the data- 
reduction program included a frequency-fitting routine; the frequency fit, 
however, could be bypassed once we obtained confidence in the starting 
frequency of the experimental spectra. Bypassing the frequency fit 
improved the speed of the fitting routine and also produced additional 
improvement (~ 10%) in the precision of the temperature measurement. 
The fitting routine employed 10 cycles for the fit, although usually it con- 

verged within five cycles. 

At flame temperatures, most of the temperature information resides 

in the low-intensity portions of the spectrum (e.g., the v=l-2 hot band); 
that is, the intensities of the hot band are much more sensitive to 
temperature than those of the cold band (v=0-l band); thus, a simple 
reciprocal intensity-weighting scheme was employed (see Ref. 9 for a 
discussion of weighting schemes). Although this approach has little effect 
on the derived average temperature, it can have a significant impact on 

the precision of the measurement. For example, the use of a constant 
weighting factor in a H2-air flame (one of the 400 spectra recorded is 
shown  in  Fig.  2)  yields  mean  and root-mean-square  (rms)  values  of  1760 
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Figure 1.  Theoretical N2 CARS Spectra (3.4 cm"1 Slit 
Function) from 300 to 2300 K in 200-K 
Increments. 
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Figure 2. Recorded N2 Spectrum from a H2-Air Hencken 
Flame.    The best-fit temperature is  1775 K, 
while the adiabatic flame temperature is  1784 K. 



and 83 K, respectively; however, the use of inverse intensity weighting 
yields average and rms values of 1787 and 37 K, respectively. 

A significant contributor to the shot-to-shot temperature fluctuations 
is the shot-to-shot variations in the dye-laser spectrum, which result from 
the presence of the dye-laser axial cavity modes and the random nature of 
mode competition.9 Recent studies have shown improvements in the 
precision of CARS temperature and species-concentration measurements 
through the use of so-called modeless lasers and a single-longitudinal- 

mode (injection-seeded) Nd:YAG pump laser.10 

Finally, we noted significant shifts in the central wavelength of the 

dye laser-despite the fact that the dye solution was water cooled-which 

corresponded to variations in the test-cell temperature. With large room- 
temperature changes (which occurred when the test-cell doors were 
opened to bring in additional bottles of propane), this shift in the dye-laser 
wavelength was sufficient to change the derived CARS temperatures by as 
much as 10% (at ~ 1600 K). To mitigate the effect of test-cell temperature 

variations on the derived temperatures, we monitored the dye-laser spec- 
trum with a 0.5-m spectrometer and a photodiode array detector. This 
enabled us to monitor the dye-laser spectrum and, as necessary, adjust the 
wavelength using the dielectric tuning filter. We tested the efficacy of this 
approach using the McKenna calibration flame; here, we intentionally de- 
tuned and then reset the dye-laser wavelength. We could consistently 
reset the temperature with a precision of about ±1%; however, for the 
combustor measurements, we estimated that uncertainty contribution 
from the dye-laser drift was ± 2%. Our approach was similar to that 

described by Snelling et al.3 

To calibrate the CARS system, we employed a small, sintered-bronze 

flat-flame burner (25-cm diam., manufactured by McKenna Products) and 
a lean mixture of CH4 and air (each was metered with a Tylan mass-flow 

controller). The small size of this burner, coupled with its excellent 

repeatability and 1-D nature permitted easy calibration. At low tempera- 
tures, the CARS spectra are sensitive to the instrumental slit function; on 

the other hand, at flame temperatures they are not. Thus, once the CARS 
system was calibrated with the McKenna flame, the instrumental slit 
function could be determined by recording CARS  spectra in ambient, room- 
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temperature air; with the correct slit function (~ 3.4 cm"1 with our fiber- 
coupled spectrometer), the mean CARS temperature matched the ambient 
temperature, (within about ±15 K). This procedure was then repeated to 
remove the small dependence of the slit function on the CARS calibration. 

2.2.1 Measurement Conditions. For this study we chose three 

conditions corresponding to overall fuel-air equivalence ratios of 0.45, 
0.65, and 0.9. For these cases the air flow rate was held constant at 

~ 0.089 kg/s, while the fuel flow rate was varied. The composition of the 
so-called industrial-grade propane was specified to be least 90% propane 

(by volume of liquid), with no more than 5% propylene and 2.5% butane 
(or heavier hydrocarbons). The air was delivered from compressors and 
metered using a calibrated orifice plate. The fuel mass-flow rate was 
metered with a turbine flow meter. The combustion chamber was typi- 

cally operating slightly below standard atmospheric pressure at ~ 0.95 

atm. 

This was, in fact, a second-generation combustor design. Both designs 

were based on a can-type geometry; however, the first was a simpler 

design (although having the same bore as the current version) in that it 
included two flush-mounted windows-one on either side of the combus- 
tor. Two-component laser Doppier velocimetry (LDV) was applied in both 
the cold and reacting flowfields; the nominal combustor conditions (air 
flow rate of ~ 0.090 kg/s and overall equivalence ratio of 0.45) were the 

same as Condition A in Table 1. These measurements show the central 

recirculation region that is characteristic of high-swirl flows; the stagnation 

point (i.e., farthest downstream location of reversed axial flow) was found 
to be ~ 150 mm (or 2.5 times the swirler outer diameter downstream of 
the dome). With combustion, the re versed-flow velocities were higher 
than in the nonreacting case; also, the maximum mean axial velocities, 
~ 45 m/s, were located along the path of the air flow exiting the swirler 
and along the wall, after the point of the impingement of the swirler air 
(~ 75 mm downstream of the dome). This zone of high axial velocity at the 

combustor periphery extends to a distance of several centimeters. The 

tangential velocity imparted by the swirler is ~ 20 m/s at x = 25 mm (in 
both the reacting  and nonreacting cases).     Farther downstream,  combustion 
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Table  1 

Combustor Operating Conditions, with A^ Representing Precision of Control 
of Overall Equivalence Ratio and Taking Into Account Both Air and Fuel 
Control. Calculated adiabatic flame temperature, Tad (assuming fuel of pure 
propane, Treactants = 298 K, and constant pressure of 0.95 atm), and its 
variation based on A<t> are also   shown. 

Condition       $                A^                  m fuel Tad ATad 

(kg/s) (K) (K) 

A            0.45             0.01             2.56 x 10-3 1407 ± 21 

B            0.65            0.01             3.70 x 10"3 1792 ± 18 

C            0.90             0.01             5.08 x 10-3 2180 ± 12 

increases the tangential velocity, particularly in the central region of the 
flow. For example, at x = 300 mm, the maximum mean tangential velocity 
is 38 m/s at r = 10 mm; in the nonreacting flow, the maximum mean tan- 

gential velocity, ~ 25 m/s, is shifted to r = 22 mm. 

The flame was ignited by injecting silane (S1H4) into the combustor 

through the fuel line. The fuel line was first purged with N2 to remove O2; 
the silane gas was then injected along with the propane. During this igni- 
tion process, the window ports were purged with air to minimize deposi- 
tion of Si02 onto the windows. Despite these efforts, a small amount of 

residual SiCh did reach the windows (and the walls of the combustor). 
Once ignition was achieved, the silane flow was terminated, and the com- 

bustor  operating  conditions  were  set. 

Transient density gradients—and the concomitant refractive-index 
gradients-encountered   in   turbulent   flames   result   in   shot-to-shot   beam 
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steering and phase distortions, with the net result being a reduction in sig- 
nal strength. In this combustor, near the combustor dome where the tur- 
bulent mixing is most intense, beam steering and phase distortions were 
particularly acute; accordingly, the shot-to-shot variations in signal 
strength were large, even though the variation in temperature was small 
(less than ± 60 K). Far downstream, e.g., 200 mm from the dome, the effect 
of refractive-index gradients was small. To mitigate the effect of transient 
beam steering, we recorded temperature profiles only in the near half of 

the combustor (on the optics-transmission side). Although this causes the 
signal beam to traverse a greater distance before exiting the combustor, 
the pump and Stokes beams travel a lesser distance before intersecting, 
the net effect being a reduction in the shot-to-shot variations in signal. 

2.2.2 Results and Discussion. In Fig. 3 we show the mean and 
rms temperature maps for conditions where the overall equivalence ratio 
is 0.45. This figure shows that in the central part of the combustor, the 
temperature is relatively uniform: ~ 1600 K, near the combustor dome, to 
1500 K, 300 mm downstream of the dome. For the farthest downstream 
location, z = 304 mm, the centerline temperature, ~ 1510 K, matches well 
with the radiation-corrected thermocouple measurement of 1490 K. In 
addition to the spatial uniformity, the instantaneous measurements show a 
remarkable shot-to-shot uniformity in the central portion of the combus- 
tor; this is illustrated in Figs. 4 - 7 with line graphs and probability- 
density-function plots. Only at positions very near the dome did we 
observe temperature fluctuations above approximately ± 60 K (roughly, 
the precision of the CARS instrument) within the central region of the 
combustor. Thus, the central recirculation zone does indeed function as a 

well-stirred   reactor. 

Of course, near the mixing regions, the shot-to-shot temperature 

variations are large; this is also illustrated in Figs. 3-7. Although the 
radial grid for recording the temperatures was relatively coarse (meas- 

urements at ~ 5 mm intervals), we did not observe, except on rare occa- 
sions, stoichiometric or near-stoichiometric flame temperatures. Very 
rapid premixing of the reactants (between the dome and the region of 
flame stabilization) would, of course, account for this result; however, two 
additional  reasons   are   1)  nonlinear  spatial-averaging   effects   and  2)   aero- 
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dynamic strain effects. With CARS measurements, temperatures are 
always biased toward the lower values when there is a variation within 
the probe volume; furthermore, adequate definition of the probe volume 
can be difficult because of the nonlinear dependence of the signal strength 
on number density. Consequently, resolving temperature gradients along 
the beam-propagation axis can be difficult. As noted above, however, we 

configured the CARS optics to yield a small probe size of ~ 1 mm; of course, 
this was achieved at the expense of signal strength. Note that, in general, 
the number of spectra retained was greater than 95% of the total recorded 

(i.e., 950 out of 1000); spectra were rejected on the basis of low signal 

and/or poor fitting precision. 

2.3    Application   of   RamanXRayleigh   Scattering   and   OH   and   NO 
LIF   to   the   Study   of  Jet   Diffusion   Flames 

Dr. Carter, at the invitation of Dr. Robert Barlow, visited the Turbu- 

lent Diffusion Flame (TDF) Laboratory at Sandia National Laboratories 
(Livermore, CA) for the purpose of collaborating on a study of jet diffusion 

flames. Drs. Carter and Barlow conducted a variety of studies on 1) a tur- 
bulent jet diffusion flame with CO and H2 as fuel, 2) a laminar CH4-air 
Bunsen flame, and 3) fluorescence interferences for NO LIF. The first 
study employed Raman and Rayleigh scattering for detection of major 

species and temperature, and LIF for OH and NO concentration. The result- 
ing data were recorded at a variety of radial and axial locations within the 
flame for elucidating the structure of the flame and the interaction of tur- 
bulence and flame chemistry-particularly with regard to its role in the 
formation of the pollutant NO. A publication describing this study is being 

prepared for submission to Combustion  and Flame. 

The second study, which was also in collaboration with Dr. G. J. 

Fiechtner (also of Sandia) and Mr. Q. V. Nguyen and Prof. R. W. Dibble 
(University of California, Berkeley), was motivated by interest in the 
structure of partially premixed flames. These measurements, employing 
the TDF laser diagnostics (Raman/Rayleigh scattering and OH and NO LIF), 
show that the unburned fuel-air mixture undergoes considerable preheat- 

ing as it travels upward; as a result of this preheating, the maximum 
centerline   temperatures,   ~   2000   K,   were   relatively   insensitive   to   stoi- 
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chiometry (at least over the range $ = 1.38 - 1.70). Furthermore, the peak 
NO concentration decreased from 79 to 63 ppm as the fuel-air equivalence 
ratio was increased from * = 1.38 to 1.70. For verifying the efficacy of the 
approach for calibrating and reducing the NO LIF signals, NO 
concentrations from LIF and probe sampling (employing a chemilumines- 
cent NOx analyzer) were compared along the centerline of the flame at 4> = 
1.38 and found to differ by only a few percent, demonstrating the relia- 
bility of the NO LIF measurements. The results of this study were recently 
published in an article entitled, "Raman-LIF Measurements of Tempera- 

ture, Major Species, OH, and NO in a Methane-air Bunsen Flame," by Q. V. 

Nguyen, R. W. Dibble, C. D. Carter, G. J. Fiechtner, and R. S. Barlow in Com- 

bustion and Flame [Vol. 105, pp. 499-510 (1996)]. This paper is included 

in the Appendix. 

In the third study, Drs. Carter, Fiechtner, and Barlow initiated an 
investigation of the O2 Schuman-Runge band interferences for the y(0,0) 
bands of NO (A2x+-X2n). Previously, Drs. Carter and Barlow (among others) 

had reported11 the presence of interfering transitions of O2 originating 
from hot bands of the Schuman-Runge system (B3X"-X3X") in the 225-nm 

region; in addition to interferences from distinct O2 transitions, these 

investigators had observed a broadband interference, presumably also due 
to O2 since the O2 transitions are strongly broadened as a result of predis- 

sociation. The goal of this effort was to identify NO transitions suitable for 
NO LIF measurements from room to flame temperatures and having mini- 

mal interference. From the initial part of the study, the overlapped Qi(12) 
and Q2(20) lines were identified as having reduced O2 interference (both 

narrowband and broadband). A paper reporting the results of this study 
of O2 interference, which includes excitation scans for a variety of tem- 

peratures is being prepared for publication in Applied   Optics. 

In addition to these studies, Drs. Fiechtner, Barlow, and Carter began 

experiments to determine the efficacy of two-photon LIF measurements of 
CO. The detection limit with this technique is significantly better than that 
with spontaneous Raman scattering; however, the nonlinear dependence of 
two-photon LIF on laser power is a disadvantage in the case of quantita- 

tive point measurements.       Furthermore, with CO LIF, a third photon pho- 
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toionizes the excited CO, which can further complicate the interpretation of 
the  fluorescence  signal  for  quantitative  measurements  of concentration. 

2.4       Injection   of   Supercritical   Ethylene   in   Nitrogen 

Dr. Carter, in collaboration with Dr. P.-K Wu (Taitech, Inc.) studied 
the injection behavior of a fluid (ethylene) under supercritical conditions. 
Here, the goal was to elucidate the thermophysical and transport proper- 
ties near the critical point on jet appearance, shock structure, and choking. 
Ethylene and nitrogen were used to simulate interactions between fuel and 

air. Conditions near the thermodynamic critical point of ethylene were 

considered, along with supercritical temperatures and pressures upstream 

of the injector and subcritical pressures downstream of the injector. At 

high injectant temperatures, the ethylene jet was found to have a shock 
structure similar to that of an underexpanded ideal-gas jet. Mass flow 
rates were found to be insensitive to the variation of back pressure, indi- 

cating that the jet flow was choked. As the critical temperature was 
approached, the normalized mass flow rate first increased, apparently as a 

result of the rapid increase in fluid density, and then decreased, possibly 
as the result of the coexistence of liquid and gas phases at the nozzle exit. 

The   results   of   this   study   were   recently   published   in   an   article 

entitled, "Injection of Supercritical Ethylene in Nitrogen," by P.-K. Wu, T. H. 
Chen, A. S. Nejad, and C. D. Carter in the Journal of Propulsion and Power 

[Vol.  12, pp. 770-777 (1996)].    This paper is included in the Appendix. 

2.5    Application   of   OH   and   Acetone   Planar   LIF   (PLIF)   to   the 
Study    of    a    Bluff-Body-Stabilized    Nonpremixed    Combustor 

Dr. Carter and Mr. J. Donbar (Wright Laboratory, WL/POPT) assisted 
Prof. R. Gould (on sabbatical from North Carolina State University) in con- 
ducting experiments detailing mixing and combustion in a nonpremixed 

bluff-body combustor. They recorded acetone and OH PLIF employing a 
Quanta-Ray Nd:YAG/dye-laser system which was placed on a computer- 

controlled, high-capacity, three-axis traversing table. The dye laser and 
doubler  (Inrad  Autotrakker II)  were  configured to pump the  Ri(8)   transi- 
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tion within the A2z+-X2n (1,0) band of OH. Since acetone also absorbs at 

this pump wavelength, this single laser system was employed for visualiz- 
ing acetone -and OH LIF. While the acetone fluorescence signal reflects the 
degree of fuel mixing, the OH marks the flamefront and regions of hot 
products. Because of the high degree of turbulence within the flowfield, 
200 images were recorded at each spanwise location. The images were 
recorded over an 82 x 55 mm field of view that includes the bluff-body 
fuel injector and the regions downstream of the injector. This set of aver- 
aged acetone images illustrates the mixing behavior of the fuel. The fuel 

must stay near the bluff-body surface directly after injection if it is to be 

entrained into the recirculation zone behind the body. If the fuel jet pene- 

trates substantially into the air cross flow, entrainment into the bluff-body 

recirculation zone will be minimal and no flame holding will occur. 

The results of this experiment will be presented in Paper No. 
FEDSM97-3097 entitled, "Three-Dimensional Mixing Study of Reacting and 
Isothermal Flow Behind a Bluff Body Flameholder with Normal Fuel Jet 
Injection," by R. D. Gould, C. D. Carter, J. M. Donbar, and A. S. Nejad (WL) at 
the Laser Anemometry and Experimental and Numerical Flow 
Visualization Symposium to be held during the ASME Fluids Engineering 

Division Summer Meeting, 22-26 June 1997, Vancouver, B.C. A copy of the 

presentation is  included in the Appendix. 

2.6    Development   and   Application   of   PIV   and   CH   PLIF 

Dr. Carter and Mr. J. Donbar have recorded measurements of CH PLIF-- 
exciting an isolated CH transition in the B2x~-X2n(0,0) band (x = 390 nm) 

and detecting fluorescence at 420-440 nm-in turbulent nonpremixed 

CH4-N2/02Jet flames. The goal was to study the flamefront strain field in 

laminar and turbulent nonpremixed CH4-based jet flames using 
simultaneous PIV and PLIF of the CH radical (which effectively marks the 
flame reaction zone). Four flames having cold-jet exit Reynolds numbers 
Re from 1700 (laminar) to 18600 (fully turbulent) were investigated. For 
each flame, Carter and Donbar recorded/evaluated the flamefront 

thickness (i.e., the width at half the maximum signal of the CH layer), the 
degree of flamefront wrinkling from the base to the flame tip, and the 
flame-surface density  (i.e.,  the probability of observing the flame within a 
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defined area). To circumvent problems with interferences with poly cyclic 

aromatic hydrocarbons (PAHs), they employed a fuel mixture of CH4 and 
N2 and a coflow of pure 02. Typical means of reducing PAH interferences, 

such as simply adding H2 or N2 to the CH4, while still using air in the 
coflow were much less effective than substituting 02 for air in the coflow. 
By adjusting the concentration of N2 dilution in the fuel while using the 02 

coflow, one can easily obtain nonsooting flames (i.e., ones that remain blue 
from base to tip). In addition, the level of CH fluorescence is increased 
over that found at the base of nonpremixed CH4-air flames (where 

sufficient concentrations of PAHs have not yet formed). 

Excitation and detection spectra of CH LIF were recorded. This study 

served two purposes. First, the detection spectra allowed assessment of 

the degree of interference in the flames used in the study. Fluorescence 
spectra were recorded in a variety of flames, some having known, strong 
PAH interferences (nonpremixed CH4-air flames); these measurements 
were accomplished by attaching the ICCD camera (normally used for CH 
PLIF measurements) to a 0.5-m Spex spectrometer. With this arrange- 

ment, they could observe the 420 - 440 nm region. From this study, they 
concluded that the flames of interest (N2-diluted CH4 fuel and 02 coflow) 
had no observable interfering fluorescence; only the distinctive fluores- 

cence of CH-from the A-X(l,l) and (0,0) bands and from the B-X(0,1) 
band-could be detected. A sample fluorescence spectrum recorded by 
averaging 1000 individual spectra (one for each laser shot) is shown in Fig. 
8. Note that the A(v=l) state is populated via fast electronic-energy 

transfer-i.e., the ratio of electronic-energy transfer to electronic quench- 

ing of the B(v=0) is ~ 0.15~from the B(v=0) state); likewise, the A(v=0) 

state  can be populated via vibrational  energy-transfer collisions. 

Excitation spectra allowed Carter and Donbar to assess the role of 
optical saturation of the LIF signal and to search for other unex- 
pected/unknown spectral features (of CH or other molecules). Again, only 
the expected features of the CH B-X(0,0)-band transitions were observed 

(Fig. 9). However, when high laser irradiance was employed (the typical 
situation), strong saturation broadening of the transitions was observed; 
this is also shown in Fig. 9. With the aid of these excitation scans, it was 

determined   that  the   Qi(7.5)  transition was  the  optimum  one  in  terms  of 
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Signal strength because the Qi(7.5) and Pi (2.5) lines overlap to some 
degree, thereby increasing the LIF signal strength. Regarding the effect of 
high laser .irradiance, these investigators also observed some apparent 
photolytic production of CH fluorescence in the low-speed laminar flame 
using a PMT and small 0.1-m spectrometer (Fig. 10). With high laser irra- 
diance, a small but finite LIF signal could always be observed in the center 
of the jet (where CH should not be present); with low irradiance (reduced 
by about an order of magnitude from the previous measurement), the CH 

width was slightly less (230 ^m as compared to 250 \im), and no LIF signal 

was recorded in the central part of the jet. Fortunately, because of optical 

saturation of the strong B-X(0,0) transitions, reducing the laser irradiance 

by a factor of eight reduces the fluorescence signal by only ~ 50%. Thus, 

photolytic production of the signal can be reduced without significant loss 

in the quality of the CH PLIF images. 

Carter and Donbar used CH PLIF measurements to determine the 

average location of the flame tip (corresponding to the so-called stoichio- 
metric flame length) and the average flamefront/CH thickness. Near the 
flame base in each case, the CH thickness is very small, ~ 300 fim (or per- 
haps smaller). On average, the flamefront thickness increases from the 

base to the tip, reaching ~ 0.9 mm (on the average) for the flame with Re = 
18600; this is shown in Fig. 11. Furthermore, they observed that the CH 
signal increases with jet Reynolds number (note, however, that the adia- 
batic flame temperatures are higher for the higher-Reynolds-number 

flames) and that a correlation exists between the high signals and the thin 

regions. Indeed, strained laminar flame calculations show that CH concen- 

tration can be increased by high aerodynamic strain. 

In addition to recording PLIF images with a vertically oriented laser 

sheet, these investigators rotated the laser sheet and ICCD camera 45 deg 
with respect to the vertical (and horizontal) planes and recorded the CH 
signals; this orientation gives a quasi-cross-sectional view of the flame 
zone. A sample set of four images is shown (in a binary black and white 
format) in Fig. 12. These images reveal that the flame surface is highly 
distorted/wrinkled; although the CH signal levels vary along the flame 
surface (in some cases to such a degree that the level is just barely above 

the detection limit), the flame does not appear to be broken. 
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Figure 12. Four Instantaneous 45-deg Images  [i.e.,  the Laser Sheet 
and Camera Were Oriented 45 deg Relative to the (Typical) 
Vertical Plane] of the Flamefront Location (i.e., CH LIF) in 
the Re = 18600 Flame.    Here, the downstream location is 
approximately  one-third  the  stoichiometric  flame  length, 
and the field of view of each image is ~ 30 mm x 45 mm. 
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Of course, the filters used with the PLIF system are critical to the 
success of this effort to integrate CH PLIF and PIV. In particular, Carter 
and Donbar .found that the KV-418 (one piece) and BG-1 (one 3-mm piece) 
Schott colored-glass filters provided excellent rejection of particle scatter- 
ing at I = 390 and 616 nm (note that the 532-nm PIV beam is present in 
the probe volume at a later time, after the gate for the CH PLIF measure- 
ment) and good transmission (~ 65%) of the 430-nm fluorescence (see Fig. 
8). Furthermore, they made additional improvements to the PLIF setup by 
purchasing and implementing a Princeton Instruments PG-200 Pulser 
System and a Stanford Research Systems DG535 Delay Generator. The 

pulser system allows the ICCD camera to be gated for times as short as 25 

ns (whereas the old system allowed only a 200-ns minimum gate dura- 

tion), further reducing the influence of flame emission-which can be quite 

strong with the addition of particles to the flame-on the CH PLIF images. 
The SRS delay generator made it easier to set the timing of the laser pulses 

for the two lasers used in the PIV experiment. 

Carter and Donbar experimented with a variety of PIV arrangements 
to obtain optimum results from flame measurements. Their original setup 
included the use of a standard 35-mm camera for recording the PIV 
images. Although film is superior to some digital recording media (e.g., a 
Kodak large-format color CCD system) in terms of resolution and dynamic 
range, the turn-around time limits the usefulness of the film for experi- 

mentation purposes. Multiple trials with film produced only modest 
results with respect to the quality of the derived velocity field; further- 

more, it was recognized that accurate indexing of the film and the ICCD 
images was more difficult (e.g., a marker could not be placed in the field to 

match the respective fields of view of the two cameras). Thus, they 
replaced the 35-mm camera with an available color CCD camera (2k x 3k 
pixel format). With this system, they were able to improve greatly the 
reliability of the seeding process (because with the digital camera, the 
feedback is almost instantaneous) and, thereby, the quality of the velocity 

images. 
These investigators experimented with a variety of seeding media. 

Although hollow AI2O3 microspheres yielded excellent results across the 

flamefront,   the   large   size   of  this   seed   material   resulted   in   interference 
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with the CH PLIF (and also appeared to alter the flame length). ZrC>2 was 
also used since its melting temperature is significantly higher than that of 
AI2O3. Velocity images with this material were comparable to those with 
AI2O3; however, AI2O3 is more readily available (commercially) since it is 
frequently used as an abrasive (cutting) material. Thus, they chose 0.5-\im 
AI2O3 seed particles, which can be easily seeded into the jet and coflow. 

The original plan was to use the 390-nm beam (used for CH excita- 
tion) and a 532-nm beam from a second Nd:YAG laser for the PIV beams. 
This approach was satisfactory when the 35-mm camera was used for the 
PIV measurements (although a bleed of the 390-nm light into the green 
layer of the film was significant) but was not acceptable with the color CCD 
camera (since the CCD was not sufficiently sensitive to the 390-nm radia- 
tion). Thus, the optical setup was changed to permit the use of the 
residual 616-nm laser light from the dye laser (the light remaining after 
the mixing process that generates the 390-nm radiation). One additional 
advantage of this arrangement is that it allows the energies of the beams 
and the beam widths to be adjusted independently to achieve optimum 
results, not only for PIV but also for CH PLIF. The width of the CH beam 
was maintained at ~ 250 \xm; the width of the two PIV beams was adjusted 
to be ~ 600 - 800 um at the probe volume, which corresponds to the 
attainable PIV resolution. The field of view for both camera systems is 
~ 22 mm (high) x 35 mm (wide). 

A sample PIV-derived velocity image along with the overlayed CH 
PLIF image is shown in Fig. 13; here, the field of view of this subsection of 
the complete imaged region is 9.4 mm (high) x 17.2 mm (wide). This com- 
posite image was recorded near the flame tip in the flame having a jet exit 
Re of 18600. For convenience of visualizing the local flow structures (i.e., 
the vortices), 75% of the mean, centerline velocity has been subtracted 
from all vectors. This figure clearly shows the interaction of an air-side 
vortex and the flame surface. The flame surface has been pulled several 
millimeters into the O2 coflow; and on the inside of the portion of the 
stretched flame vortex, the flame appears to have been extinguished. 
However, this is apparently not the case (although, indeed, the CH signals 
are very weak here), as can be more easily seen in the original 14-bit PLIF 
image.    Note that in this image, the flame surface is thin everywhere. 
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2.7    Development   of   FRS    Thermometry 

With FRS techniques, molecular iodine (l2)--within a Pyrex cell, 
placed before the detector-is used as an optical filter or spectrometer to 
measure the Doppler broadening or Doppler shift of the Rayleigh 
scattering. If the Doppler broadening is known, one can deduce the gas 
temperature; by knowing the Doppler shift, one can determine the flow 

velocity. Of course, these techniques can be implemented in a 2-D region 
of space. The principal advantage of this technique over standard 

Rayleigh-scattering thermometry is that measurements can be made in 
particle-laden flows and near surfaces. Thus, this method is more suitable 
for practical combustion environments than standard Rayleigh scattering. 

As noted above, the temperature is deduced from the Doppler broadening 

of the Rayleigh scattering. At sufficiently low pressures and in the 
absence of a filter, the scattered irradiance is Doppler broadened because 
of the Maxwell-Boltzmann velocity distribution of species within the gas: 

Is(v)ocexp(i^^))2 (2) 

with 
AvD = 1.7206 x 10"6 (i) sin | (3) 

where T is the gas temperature (K) and M is the atomic/molecular mass 
(a.m.u). At higher pressures, however, the scattering spectrum is depen- 
dent on gas number density through the Brillioun effect (described 

below).12'13 

The fraction of Rayleigh scattering that is transmitted is dependent 

on the Doppler width which, in turn, is dependent on the temperature and 
the species molecular weight. For this investigation, Drs. Carter and Elliott 

(Rutgers University) employed laminar H2-air and CBU-air flames with 
different burner geometries. First, they compared the derived tempera- 

ture to the value calculated from the theoretical model. This model 
includes the effect of Brillioun scattering; but, for simplification purposes, 
they assumed that N2 was the only scattering component.    This is a reason- 
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able   approximation  for  premixed  flames   and   for   the   burnt-gas   region   of 

nonpremixed   flames. 

Two papers describing the use and efficacy of FRS thermometry have 
been submitted and accepted for presentation and publication. The first 
paper is entitled, "The Measurement of Two-Dimensional Temperature 
Field Using Filtered Rayleigh Scattering," by G. S. Elliott, N. Glumac (also of 
Rutgers University), C. D. Carter, and A. S. Nejad (WL) and will be pre- 
sented at the Laser Anemometry and Experimental and Numerical Flow 

Visualization Symposium to be held during the ASME Fluids Engineering 

Division Summer Meeting, 22-26 June 1997, Vancouver, B.C. The second 
paper is entitled, "Two-Dimensional Temperature Field Measurements 

Using a Molecular Filter Based Technique," by G. S. Elliott, N. Glumac, C. D. 

Carter, and A. S. Nejad and has been accepted for publication in Combus- 

tion Science and Technology.    These papers are included in the Appendix. 

2.8   Development   and   Application    of   FRS    Velocimetry 

In principle, the FRS technique allows one to record the three com- 
ponents of the velocity vector in the plane of the laser sheet. Because the 
method relies on Rayleigh (or even Lorentz-Mie) scattering, the addition of 

seed material is not necessary; in fact, one can use naturally occurring ice 

fog or condensation as the scattering medium. Consequently, FRS is 
a potentially powerful laser-diagnostic technique for 2-D time-resolved 
velocity measurements in high-speed flows. Furthermore, under condi- 

tions where particles (of any sort) are absent from the flow, one can scan 
the probe-laser frequency in time and obtain 2-D time-averaged velocity, 
temperature, pressure, and density. With FRS, one takes advantage of the 
spectral coincidence of a tunable narrow-linewidth laser and the absorp- 
tion lines of gas-phase molecules or atoms within a glass cell. This molecu- 
lar or atomic filter acts as a high-resolution 2-D spectrometer, allowing one 
to measure the Doppler shift of the Rayleigh-scattered radiation in a field. 
One can then deduce the velocity ü from the Doppler frequency shift 

vshift(see Fig.  14): 

v^ = ^-^).ö=v,¥sinfsin(a-f) (4) 
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k, 

detector 

Figure 14. Schematic  of the Interaction Between 
the Incident Radiation and a Particle 
with Velocity Vector ü in the Plane of 
Observation (Plane of the Page). 
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where vj is the frequency of the incident radiation, k\ and ks are the inci- 

dent and scattering wave vectors, respectively, and the angles a and e are 
defined in Eig. 14. With three detectors (located at different angles, with 
at least one being out of plane), one can then measure the total velocity 
vector at each point in the region illuminated by the laser beam. Thus, 2-D 
images of the velocity field can be obtained by spreading the laser beam 
into a sheet. Of course, each image must be divided by an unfiltered image 
to remove the dependence on the local number density of scatterers. 

Furthermore, one must carefully match the observation fields of the 

velocity   and  number-density   cameras. 

The FRS method is, thus, similar to PIV in that one can record 2-D 

velocity information; however, a significant advantage of the FRS method- 

particularly for high-speed flows-is that seeding of the flow is not 
required. Furthermore, with FRS, the spatial resolution is typically limited 
by either the thickness of the laser sheet or the modulation transfer func- 
tion (MTF) of the camera/lens system; thus, one can more easily resolve 
features such as shock boundaries. Finally, with the FRS velocimetry 
technique, one can measure all three velocity components within the plane 
of the laser sheet (although this requires three camera systems); with PIV, 
however, one is limited to measurement of the velocity component in the 

plane of the laser sheet, and out-of-plane motion decreases the number of 

particle   pairs. 

Because the duration of a laser pulse from a Q-switched Nd:YAG laser 
is ~ 10 ns, the individual scattering images show the flowfield at an instant 
in time. When the laser is tuned to the edge of an I2 absorption transition, 
the scattered light which has not been Doppler shifted is absorbed by the 

iodine filter that has been placed in front of the detector (see Fig. 15 for a 
sample I2 absorption spectrum). However, light that has been frequency 
shifted is not absorbed or is only partially absorbed by the iodine transi- 
tions. One then relates transmission of the scattering through the filter to 

the local Doppler shift. 

The FRS method is most easily applied to high-speed flows since 

these flows provide sufficient Doppler frequency shift. Because of this, 
Elliott et al.14 have estimated the lower limit of detection/resolution to be 
~  10 m/s.    Although one can employ molecular scattering for the velocime- 
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try measurements, using small particles (sufficiently small to be within the 
Rayleigh scattering limit) is advantageous, not only from the standpoint of 
increased scattering (i.e., higher signal-to-noise ratios) but also because of 
the spectrally narrow distribution of scattering from particles. Fortui- 
tously, under many conditions in high-speed flows, one finds a significant 
number density (i.e., sufficiently large to minimize marker shot noise) of 
ice particles (or clusters) originating from the naturally occurring moisture 
in the air; this ice fog is, thus, used as the scattering medium. To discrimi- 
nate against surface scattering-for example, within the boundary layer- 
one need only set the laser frequency such that the non-Doppler shifted 

scattering is strongly absorbed within the filter; the Doppler-shifted scat- 

tering, however, will be transmitted by the filter to the detector. 

Prof. Elliott who participated in the Summer Faculty Research Pro- 

gram (now with Rutgers University) teamed with Dr. Carter and Drs. Glawe 
and Gruber (WL/POPT) in using FRS techniques in a variety of reacting 
subsonic and nonreacting supersonic flows; these experiments were per- 
formed at Wright Laboratory in the WL/POPT Supersonic Facility. Prior to 

this, Elliott et al.15 had determined the tuning range (v = 18788.5 - 18791.0 

cm-l or % = 532.240 - 532.170 nm) and the optimum I2 transition within 

this range (v = 18789.3 cm"1 or X = 532.218 nm); this transition was judged 
to be the optimum one within the tuning range because of its strong line- 
center absorption and its relative isolation from neighboring I2 transitions. 
As a demonstration of FRS, Elliott et al.15 measured time-resolved veloci- 

ties in a Mach-2 air flow with transverse injection of N2. Rather than rely 
on ice fog for the scattering medium, they injected silane (SiH4) into the 
settling chamber of the supersonic facility; the resulting Si02 particles, 
which were sufficiently small to be within the Rayleigh limit, were used as 
the scattering medium. The laser sheet was positioned at various 
spanwise locations along the flowfield, from just upstream of the injector 
to several diameters downstream (Fig. 16). Two intensified CCD camera 

systems (Princeton Instruments) were employed to record 1) the filtered 

Doppler-shifted scattering, using the custom designed I2 cell, and 2) the 

unfiltered scattering, representing the total particle number density. A 
schematic of the optical setup is shown in Fig. 16. For these 
measurements, N2 is added (the amount depending on the expected range 
of velocities  to  be  measured)  to  the  I2   vapor  within  the  Pyrex  cell;  the 
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Figure 16.   Schematic of the Optical Setup for FRS Velocimetry 
Measurements  [From Ref.   15]. 
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resulting collisions between I2 and N2 broaden the I2 absorption line. Two 
of the resulting gray-scale 2-D velocity maps (one showing spanwise and 
the other axial velocities) are presented in Fig. 17; these maps were 
recorded sequentially, rather than simultaneously, downstream of the 
transverse jet centerline. The axial velocities were recorded via a novel 
approach employing retro-reflecting optics to send the beam back along its 
path through the flow; in this way, the Doppler shift from the spanwise 
velocity component is largely canceled [see Eq. (4)]. Then, for recording 

spanwise  velocities,  the retro-reflecting  mirror was  simply removed. 
The results of this study are being documented in a paper by G. S. 

Elliott, C. D. Carter, M. Gruber (WL), and A. S. Nejad which will be presented 
at the 33rd AIAA/ASME/SAE/ASEE Joint Propulsion Conference and 

Exhibit,    6-9 July 1997, Seattle, WA. 

2.9    Application    of   Laser   Diagnostics    and    Thin-Filament 
Pyrometry   to   the   Study   of   an   Unsteady   Laminar   H2-N2/ 
Air    Flame 

Dr. Carter collaborated with Drs. L. P. Goss, K.-Y. Hsu, and V. R. Katta 
(SRL) and with W. M. Roquemore (WL) in comparing experimental results 
and model predictions of a laminar, unsteady H2-N2/air flame. Studies of 
simple, vertically oriented, nonpremixed jet flames have shown that when 
the co'flowing velocity is low, buoyancy-induced periodic toroidal vortices 

form outside the flame surface. These vortices convect downstream and 
interact with the flame to produce stretched and compressed flamelets. 
Direct numerical simulations on nonpremixed unsteady flames suggest that 

preferential diffusion (i.e., nonunity Lewis number), acting in concert with 
flame curvature, influences the temperature along the flame surface. To 
test model predictions for an H2-air flame, these investigators recorded in 
space and time, through phase-locked point measurements, 1) the tem- 

perature using Thin-Filament Pyrometry (TFP) and CARS and 2) the 

concentrations of OH and NO using LIF. 

At 50 mm above the jet exit, both measurements and computations 

show some temporal structure that includes a small broadening and nar- 
rowing of the high-temperature and high-XNo (X denoting mole fraction) 
zones; accompanying this broadening is a modest increase in the NO con- 
centration.    At 85 mm above the jet, the compressed and stretched regions 
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are clearly visible, as are the variations in XNo and X0H- Whereas the NO 
concentrations are at a maximum within the compressed region, the flame- 
front OH concentrations are at their minimum values. Finally, at 135 mm 
downstream, the bulge is fully developed. Both measurements and calcu- 
lations show the XNo within the bulge to be > 450 ppm; with the stretched 
regions of the flame, the XNo is greatly reduced. At each downstream 
location, the comparison between measurements and computations is good, 
especially for OH and NO concentrations. Although some discrepancies 
were present between the measurements and calculations-particularly in 

the peak temperatures and the inlet coflowing velocity necessary to repro- 

duce the observed development of the structures-these measurements 

provide a positive test for predictions regarding the roles of flame curva- 

ture and nonunity Lewis number in the flame  structure. 

The results of this study were documented in two papers, both enti- 
tled, "The Structure of a Dynamic Nonpremixed H2-Air Flame." The first, 
co-authored by C. D. Carter, L. P. Goss, K. Y. Hsu, V. R. Katta, and D. D. Trump 
(all of SRL), was presented at the 1995 Joint Technical Meeting of the 
Western and Central States and Mexican National Sections of the Combus- 
tion Institute, 23-26 April 1995, San Antonio, TX. The second paper 
(WSS/CI 95F-222), co-authored by C. D. Carter, R. D. Gould, L. P. Goss, V. R. 
Katta, and K.-Y Hsu, was presented at the Meeting of the Western States 

Section of the Combustion Institute, 30-31 October 1995, Stanford, CA. 
These papers are included in the Appendix. A paper detailing this study is 

also in preparation for submission to Combustion  and Flame. 
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1078       INSTRUMENTATION FOR FLUID DYNAMICS 

the mean or first moment vorticity distributions are given by Westerwee1 (1992) in 
a turbulent flow and Robinson and Rockwell (1993) and Lourenco and Krothapalli 
(1994) in laminar flows. Additional studies which investigate the spatia character 
onhe i stanleous vorticity field can be found in Reuss etaL (1«9), Wdtet and 
Gharib (1991), Liu et al. (1991), Rockwell (1992), and Towfighi and Rockwell 
(1994   among others, however statistics regarding the vorticity field are either not 
oiven or not compared with other methods in these additional studies. 
° Srushihara etll. (1993) employed very high resolution PIV to study the loga- 
rithmic layer of fully developed turbulent pipe flow at moderate Reynoldsnumbers 
(Kr   ~ 50 000) The high resolution was achieved by imaging the flow field onto 
arte foiÄtogiaphic ^ with a magnification of 6x. With this, they were 

able to obtain a measurement volume significantly smaller than that reported with 
ZL anemometry probes. They compare their nm.s. azimuthavorticity «uta 
with two turbulent boundary layer studies-Direct Numerical Simulation (DNS) of 
Tow Reynolds number turbulent boundary at Re9 = 670 and a moderate Reynolds 

mbeSulent boundary layer at Re9 - 2900 [Balint «jot (1991)untajr*£ 
mal anemometry. The PIV results are larger in magnitude than both the DNS and 
Z thermal anemometry results for all y (distance from the wall) locations investi- 
gated except for locations close to the wall where the agreement with DNS is fairly 

§° Aside from the fact that all three studies employed wall-bounded turbulent shear 
flows at different Reynolds numbers, the authors point out that the high rms values 
forlhe PIV investigation could result from the amplification of noise in the velocity 
field due to the differentiation inherent in Eq. (15.214). 

Comparisons of vorticity measurements from PIV data with those resulting from 
a DNS of turbulent pipe flow are given by Eggeis et al (1993). Excellent agreem nt 
is obtained when comparing the r.m.s. value of the fluctuating azimuthal vortictfy 
hrouehout most of the pipe, except near the wall. This is ^ P-bf ly due o h 
relatively large velocity gradients that exist near the wall which, result m an in 
creased uncertainty in the velocity measurement. 

Weste^eel (1993) investigated turbulent pipe flow using PIV and presents the 
mean azimuthal vorticity profile compared with Reich J^'s fonnuhM^de- 
veloped turbulent pipe flow. The measurements and the Reichardt formula show 
™od agreement for y+ > 44 with a maximum deviation of approximately 15% at 
'"I 66 However "for smaller y+ values the data trend is qualitatively, incorrect 
since the mean vorticity magnitude is decreasing with decreasing y   values. 

Lourenco and Krothapalli (1994) calculate the spanwise vorticity distribution in 
a laminar wall jet experiment and compare the results with those from J numenad 
simulation of the same flow. The former exhibit variations of order 10% (nondi 
mensional values) with respect to the mean. 

15.12   LASER-BASED RAYLEIGH AND MIE SCATTERING 
METHODS 

Campbell D. Carter 

15.12.1   Introduction 
Laser-based measurements of gas properties such as temperature, velocity and spe- 
cies concentration have given researchers new and valuable insight into the chem- 
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15.12   LASER-BASED RAYLEIGH AND MIE SCATTERING METHODS       1079 

istry and physics of reacting and nonreacting flows. Laser-based techniques have 
significantadvantages over physical probes (e.g., hot wires and thermocoup es), 
because they provide measurements that are spatially and temporally resolved (res- 
olutions of < 0.1 mm3 and < 10 ns) and nonintrusive. In addition, instantaneous 
two- or even three-dimensional measurements are feasible with these methods. Thus, 
one can obtain instantaneous spatial and temporal correlations. In this section, we 
focus on Rayleigh and Mie scattering techniques which, because of the modest re- 
quirements for equipment (principally, a cw or pulsed laser), are among the simplest 
of the laser-based methods. . . 

The purpose of this section is to acquaint the reader with the Rayleigh and Mie 
scattering techniques as applied to the investigation of gaseous flows First, we re- 
view the fundamental aspects of the scattering techniques, presenting the descriptive 
equations Second, we describe some (but certainly not all) of the applications that 
have appeared in the literature. These applications have been divided into those 
involving the following: 1) species-concentration or mixture-fraction measurements 
when one gas mixes with another, 2) temperature and density measurements, par- 
ticularly in reacting flows, and 3) velocity measurements in subsonic and supersonic 

flows. 

15.12.2   Background 
Both Rayleish and Mie scattering (sometimes referred to as Lorentz-Mie scattering) 
processes are elastic in nature, i.e., the scattered radiation experiences no changein 
frequencv or energy in the scattering process. Throughout we use the term Mie 
scattering to refer to scattering from particles too large to be covered by Rayle gh 
theory, which is appropriate for particles much smaller than the wavelength of the 
incident radiation. Strictly speaking, however, this terminology is misleadmg mce 
Mie theory describes scattering from a spherical, homogeneous particle of <zrbtrary 
Sze when illuminated by plane waves [van de Hülst (1957) and Kerker (1969)] The 
probrem of scattering from a spherical particle is, in fact, one of the few cases where 
an exact analytical solution of the Maxwell equations has been found; in general, 
one must use "approximate or numerical methods to describe thei scattering proces. 
Since aenerallv the particles in question are not spherical (agglomerated soot, for 
example), an 'equivalent sphere often must be assumed if the scattering is to be 

qU^^^^n^, not treated in this section but reviewed elsewhere 
fLonc (1977). Lederman (1977), and Eckbreth (1988)], is spontaneous Raman scat- 
erin« As with Rayleigh scattering, the scattered radiation is dipole-hke. However 

the scattering process is inelastic; that is, the scattered photons are shifted m energy 
bv the separation of 1) the vibrational states with vibrational Raman scattering, 2) 
the rotational states with rotational Raman scattering, and 3) the electronic states 
with electronic Raman scattering. Since each molecule has a distinct energy spacing, 
molecular species can be identified by detecting the scattered radiation with a spee- 
dometer or with optical filters (i.e., colored glass or interference filters). A disad- 
vantage of the Raman technique, however, is that the scattering cross sections are 
small-about three orders of magnitude less than those for Rayle.gh scattering [Eck- 

breth (1988)]. 
Rayleigh Scattering. Rayleigh theory is appropriate for a spherical particle when 
the following condition is satisifed for the particle size 
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2-Kü 
a = — « 1 

X, 
(15.215) 

where a is the particle radius, X,- is the wavelength of the incident radiation, and a 
is the dimensionless size parameter. Equation (15.215) indicates that the particle 
should be sufficiently small that the incident electric field is uniform over the extent 
of the particle. With the Rayleigh process, the scattering may be thought of as emis- 
sion from radiating dipoles induced by the incident electric field [Bom and Woli 
(1980), Fabelinskii (1968), and van de Hülst (1957)]. Consequently, the scattered 
intensity depends on the polarization of the incident beam and the point of obser- 
vation. In general, the scattered irradiance Is (W/cm2) from Np identical independent 
particles in a gas can be written as 

-,Npap r- 
(15.216) 

where /,■ (W/cm2) is the incident irradiance and r is the distance to the point of 
observation (r » the dimensions of volume V containing the Np particles). The 
particle scattering cross section, ap (cm2), is dependent on the characteristics of the 
particles and on the angle between the incident-beam polarization and the scattered 
radiation. .      . 

Consider a collimated beam traveling in the y direction, linearly polarized m the 
z (vertical) direction, and impinging on a spherical, homogeneous dielectric particle. 
The cross section describing the vertically polarized scattering in the x-y(honzontal) 
plane is given by [Kerker (1969)] 

°Vp 
a6X2 /*2-l\2     9*2K2 (4 - iy 
4ir2 \4 + 2)          X? U + v 

(15.217) 

where np is the index of refraction of the particle and Vp is the volume of the indi- 
vidual particles. For horizontally polarized incident radiation, the scattering is in the 
horizontal plane, but the magnitude depends on the observation angle 6 (see Fig. 

15.91), 

k, 
-*_  

Hrpol 

Hs-pol 

FIGURE 15.91 Plan-view schematic of scattering from a particle for horizontally polarized 
incident radiation. H-pol and V-pol denote horizontal and vertical polarization, respectively. 
Vertical polarization is normal to the plane of the page (the z-direction). 
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°Hp 
g6X2 K - 1 

4ir2 [nl + 2 
cos2 8 (15.218) 

These equations can be generalized for arbitrary polarization by considering the in- 
cident beam to be linearly polarized in the x-z plane, with components Ii%ym = Iu 

and /• h0IZ = IiJc. If the beam were unpolarized, or if the polarization were at 45° 
with respect tö the x-axis, then /,- horz = /,-.«„ = l-A, and the scattering would be 
proportional to (7,72) (cos2 + 1). Note that these equations are appropriate for a non- 
absorbing particle. When the particle is not highly absorptive or reflective [Kerker 
(1969)], np can be replaced by the complex refractive index m = np - ik, where the 
imaginary part describes absorption by the particle. 

To determine the scattered power, PS(W), within some solid angle, Aß, (defined 
by the scattering collection optics), one must integrate over the range of detected 

angles (see Fig. 15.92), 

JAQ 
Lr2 dÜ (15.219) 

The collection optics and beam diameter define a probe volume V = IAC, where / 
is the probe length (defined by the detector aperture) and Ac is the cross-sectional 
area defined by the beam (Fig. 15.92). The scattered power impinging on a detector 

is 

-I IiNVa dÜ \    PtNla dti (15.220) 

where N (cm-3) is the number density of particles, P,(W) is the incident power, and 
e is the efficiency of the collection optics. In the event that the variation in 8 is small 
over the collected solid angle, one can use the approximation Ps = eljNVaAQ. 

D 
photodiode 

laser ^ 

probe volume, V=-A;l 

>~>— —3 beam dump 

a A£2 

slit 

detector 

FIGURE 15.92   Plan-view schematic of a point-wise scattering measurement. The photo- 
diode is used to record the beam energy or power. 
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As written Eqs. (15.219) and (15.220) are valid/whether the medium is consid- 
ered to be a gas or a group of particles (or even a single particle); however, for a 
gas the cross section is normally written as a function of n, the gas index of^re- 
fraction. One can relate the refractive index of the gas to that for the individual 
particles/molecules using the Lorenz-Lorentz formula, 

"' " ^ N„Vn = (£^i) V*2-(n-l)V (15.221) 
y -JTl   "p p      \n2 + 2) 3 

where V is the volume occupied by Np particles, the gas number density is iV - 
N IV and the approximation is valid for« s 1 (appropriate for a gas). In addition 
this equation leads to the important conclusion that (« - l)/N is independent of 
temperature and pressure. 

Although scattering from the ideal spherical, homogeneous particle (and from 
atoms) is Completely polarized (e.g., scattering from a vertically polarized beam 
will be vertically polarized), scattering from molecules, in general, is not. This de- 
polarization, pv, results from the anisotropy of the scattered polarizabihty and the 
random orientation of the molecules in a gas; typically pv is small for gases (Table 
15.10). For vertically polarized incident radiation, the vertically polanzed scattenng 
cross section for a gas is 

aw 
*ir(n0 - l)2 

N2X \3-4p„/J 
(15.222) 

Here N and n are the respective number density and index of refraction at STP (N0 

= 2 687 x 1019 cm"3 for an ideal gas at T = 273 K and P = 760 Torr). This 
equation describes the scattering cross section for a wide range of temperatures and 
pressures, though not including the neighborhood of the critical point [Fabelinskn 
(1968)]- implicit in this derivation is that scattered radiation is collected from the 
complete Doppler-Brillouin structure in addition to any rotational Raman structure 
[Rowell et al (1971)]. The transverse scattering cross sections resulting from the 
depolarization aVH (referring to vertically polarized incident radiation and horizon- 
tally polarized scattered radiation) and aHV (referring to horizontally polanzed inci- 
dent radiation and vertically polarized scattered radiation) have the same magnitude, 

% —  OfiV — PiPo 
(15.223) 

Of course, the cross section for horizontally polarized incident and scattered radia- 
tion is a function of the angle 8 

= [(1 - Pv) cos2 6 + pv]a0 (15-224) °HH 

When one is usina a vertically polarized laser beam and detecting both polarization 
states the total scattering cross section is simply <r0(l + pfl), independent of angle 
in the horizontal plane. Likewise, for a horizontally polanzed incident beam, the 
total scattering cross section (i.e., collecting both polarization states) is am + o„v 
Note that the scattering cross section is often described as a differential cross section 
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TABLE 15.10   Refractivity Data 

[Values are for STP conditions (7/ = 273 K, and P = 760 Torr), and the cross sections are 
given for X, = 488 nm. The indices of refraction, except for those for Freon 12 and 22, 
are derived'from the data of Gardiner et al. (1981), and the cross sections were calculated 
using Eq. (15.222) and assuming ideal gas behavior (i.e., N„ = 2.687 x 1019 cm"3). The- 
cross sections for Freon 12 and 22 are derived from the data of Shardanand and Rao 
(1977), and the corresponding n„ were derived from Eq. (15.222), assuming ideal gas 

behavior and p,, = 0.]  _^_^_ 

-28 
Species n0 - 1 100 • p„ (10     cm-) 

Ar 0.000284 0 7.75 
CH4 0.000446 0 19.2 
CO 0.000339 0.52a 11.1 
CO, 0.000450 4.12a 20.6 
C,H4 0.000727 1.27* 51.9 
He 0.000035 0 0.118 
H, 0.000140 0.95b 1.92 
H^O 0.000255 1-0C 6.33 
NO 0.000297 1.54d 8.71 
N, 0.000301 1.08" 8.87 
O,"   • 0.000273 2.9lb 7.50 
CHC1F, 0.000990= - 94.5 

(Freon 22) 
CCljF, 0.00127e - 155 

(Freon 12)  
aBogaard«a/. (1978). 
bRowell«a/. (1971). 
cD'Alessio (1981). 
dX, = 632.8 nm; Bridge and Buckingham (1966). 
'Shardanand and Rao (1977). 

and typically denoted by daldQ. (cm~2/steradian); this differential cross section and 

the one described above have the same magnitude. 
For a mixture of gases, a0 is simply the sum of the mole-fraction-weighted cross 

sections 

a0.mix - S X,aoJ (15-225) 

where X, and a0>i are the mole fraction and cross section of species /, respectively. 
The most comprehensive tabulations of the refractive indices of gases are those given 
by Landolt-Börnstein (1962). Based, in part, on these data, Gardiner et al. (1981) 
compiled refractivity data for a large number of species. In general, the index of 
refraction and depolarization depend on wavelength [Alms et al. (1975)], although 
this dependence is generally small throughout the visible spectrum [Landolt-Börn- 
stein (1962) and Shardanand and Rao (1977)]. Nonetheless, for each species con- 
sidered, Gardiner and co-workers have fit the wavelength dependence of the refrac- 
tive index with the dispersion relation, n0 - 1 = a/(b - X, 2). We have used the 
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data of Gardiner et al. (1981) along with published depolarization ratios to calculate 
the scattering cross sections for X,- = 488 nm shown in Table 15.10. 

Mie Scattering. In this subsection, we will treat only the basic aspects of Mie scat- 
tering theory. For a more in-depth description of the Mie scattering process, the 
reader is referred to the review article and the chapter by Jones (1979), (1993) and 
books by Kerker (1969), Bohren and Huffman (1983), van de Hülst (1957), and 
Born and Wolf (1980). Whereas we stated above that Rayleigh theory is valid when 
the particle is much smaller than the incident wavelength, we now modify that cri- 
terion by adding that the particle should also be much smaller than the wavelength 
within the particle [van de Hülst (1957)], i.e., a\m\ « 1. A more specific guideline 
was given by Kerker et al. (1978) who found that for a|m| < 0.2, the agreement 
between the scattering behavior and that predicted by Rayleigh theory was generally 
within -1 %. Furthermore, Jones (1979) suggests that the error incurred from using 
Rayleigh theory to predict the total scattering and/or absorption is within -10% for 
a\m\ < 0.6. As the particle size increases, the departure from the angular depen- 
dence observed in Rayleigh scattering increases. The ratio of forward to backward 
scattering increases, and the angular mode structure becomes increasingly complex; 
that is, lobed structures (the number of which is on the order of a\m\) appear in the 
polar diagram [Jones (1979)]. In addition, the scattering intensity does not depend 
on the sixth power of the particle diameter (as is true for a Rayleigh particle). With 
nonabsorbing dielectric spheres, for example, the scattering efficiency, QSC2 = apl 
ra2, increases monotonically with a to values of Qsa > 3 (depending on the exact 
value of m) until a(m - 1) = 2 [Kerker (1969)]. With increasing a(m - 1), the 
scattering efficiency undergoes a damped oscillation about ßsca = 2 [Kerker (1969)]. 
Thus, when Mie scattering is used as a diagnostic tool, the collected scattering may 
depend on 1) the exact angle of detection, 2) the shapes and size distribution of the 
particles, and 3) the homogeneity of the particles and their surface characteristics. 
In general, one must use caution in relating the collected scattering to quantitative 
parameters (mixture fraction, temperature, etc.). 

Ideally, scattering by a group of particles in a gas is an extension of scattering by 
a single particle. This criterion is satisfied under the following conditions [Jones 
(1979)]: 1) the particles are separated by greater than three particle radii and, thus, 
no electrical interaction takes place between them [Kerker (1969)]; 2) the scattered 
radiation does not interact with the particles; and 3) the number of particles is suf- 
ficiently large that no optical interference occurs between radiation scattered by dif- 
ferent particles. The first condition leads to a maximum particle number density; 
with l-/*m particles, the maximum seeding density would, therefore, be on the order 
of 1010 particles/cm3. The second condition, however, places a greater restriction 
on the maximum desirable seeding density. Consider the transmission through a 
nonuniform medium, which is described by a Beer's Law relation, 

/ = /,- exp ( - Jo KSM • <bj = h exp (-7) (15.226) 

where Ktn is the extinction coefficient, L is the optical path length, and r is the 
turbidity. When the particles are identical, the extinction coefficient is the product 
of the particle number density and the extinction cross section, Kext = Mxext; oth- 
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erwise the extinction coefficient is equal to the integral over the particle size distri- 
bution. Kerker (1969) points out that multiple scattering can be important for T > 
0 1 (a violation of the second condition above). For soot particles with a = 0.1 jtm 
and an optical path length of 1 m, Jones (1979) reports that the maximum number 
density consistent with r = 0.1 is N = 2 x 107 cm"3. From the standpoint of flow 
diagnostics, in particular the use of scattering as a measure of the gas density or 
temperature, high turbidity across the region of interest can lead to two sources of 
measurement bias. First, with a large r, the laser beam irradiance decreases as the 
beam traverses the region of interest, and thus the scattering intensity at a particular 
region depends on the particle number density encountered by the beam prior to 
reaching the measurement point. Second, the scattering can be attenuated as it tra- 
verses the particle-laden gas between the measurement region and the detector. This 
source of measurement bias, referred to as radiation trapping, can often be mini- 
mized through the choice of viewing position or angle. 

In view of the restriction on the number density, a principal limitation of Mie 
scattering for flow diagnostics is marker shot noise or ambiguity noise, which results 
from a finite number of particles within the probe volume [Becker et al. (1967)]. 
That is even in the absence of gas-number-density variations, the scattering vanes 
from one spatial location to the next (or from one time to the next), depending on 
the exact number of particles within the probe volume. (A similar problem known 
as photon shot noise is often encountered when the number of collected photons is 
small ) Thus reduction of this source of measurement noise requires the use of more 
small particles rather than fewer large particles. The problem of marker shot noise 
is exacerbated with a polydisperse group of particles, since scattering is dominated 
by a few lar^e particles. Because the seeding density is limited, this noise source 
imposes a bound on the minimum spatial resolution; as the dimensions of the probe 
volume become smaller, the number of particles decreases and the marker shot noise 

increases. ,  . 
Smaller particles also have a higher velocity frequency response, and thus are 

more capable of tracking turbulent fluctuations of the gas. Becker et al. (1967) have 
calculated the velocity frequency response-the frequency for which the particle 
velocity amplitude is 10% below the value of the gas-for a range of particle sizes 
in air near STP. For a particle 1 y.m in diameter having a 1 gm/cm density, the 
response is - 22 kHz; the frequency response of a 3-jtm-diameter particle, however, 
is ~2 7 kHz As a rule of thumb, the mass fraction of the seed should be limited to 
1% to minimize the effect on the gas properties (e.g., density and viscosity). In 
addition the influence on the turbulent kinetic energy should be small for a particle 
mass fraction of 1% or less [Squires and Eaton (1990)]. Of course, the diffusivity 
of the particles is much lower than that of the gas. Finally, caution must be exercised 
in interpreting the scattering intensity in reacting flows. Moss (1980), for example, 
found that as TiO, seed particles passed through the flamefront of a premixed flame, 
the scattering sisnal decreased by a factor of 25 rather than 8, as expected from the 
densitv variation across the flame. Stepowski (1992) reports that for combusting 
flows.'the more stable A1:03 and Zr02 seed is preferable. 

Spectral Distribution of Rayleigh/Mie Scattering. Scattered radiation can be both 
Doppler broadened by the thermal motion of the scatterers and Doppler shifted by 
the bulk motion of the scatterers. The spectral profile resulting from this thermal 
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motion is described by a Gaussian function [Fabelinskii (1968)] having a character- 
istic full width AvD (Hz), measured at half the maximum height of the profile, of 

—<(^) -I-»**? «Ms) sin- 

(15.227) 

where T (K) is the gas temperature, m (gm) and M (a.m.u.) refer to the molecular/ 
atomic weight, vx (Hz) is the incident frequency, kB is the Boltzmann constant, c is 
the speed of lbht, and 6 is the angle between detection and beam-propagation wave 
vectors k, and k,, respectively (see Fig. 15.93). In addition to this thermal broaden- 
ing, the scattering can be broadened by the Brillouin effect, which is an interaction 
ofthe incident radiation and thermal acoustic waves [Fabelinskii (1968)]. The rel- 
ative importance of Brillouin scattering is deduced from the product of the mean 
free path / between scatterers and the magnitude ofthe wave vector associated with 
momentum' transfer in the scattering process [Pitz et al. (1976) and Miles and Lem- 
pert (1990b)] 

1 X; (15.228) 
|ks-k,|/     4T sin (0/2) 

As before, B is the angle between ks and k, (Fig. 15.93). When this ratio is on the 
order of one or greater, Brillouin scattering is significant, and the spectral profile is 
not described by a simple Gaussian function [Sandoval and Armstrong (1976)]. 

With both Rayleigh and Mie scattering, the radiation scattered by a moving par- 
ticle undergoes a change in frequency. This Doppler frequency shift (Hz) between 
the incident and scattered radiation, as seen by the stationary observer, is described 
by the relation [Jones (1993)] 

1   ,-      -,=_.. 2lni _:- Ü .;„ I ~ - - \        (15.229) Ay = — (k, - k,) • ü = vi —— sin - sin ^ a - 

detector 

FIGURE 15.93   Plan-view schematic of the interaction between the incident radiation and 
a particle with velocity vector ü in the plane of observation (plane of the page). 
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where ü is the velocity vector within thejplane of observation (defined by the vectors 
k, and k,) and a is the angle between k, and ü (Fig. 15.93). In reality, of course, 
the detector will see a range of 6. 

15.12.3   Applications 

One requirement for the use of Rayleigh scattering is that the flow be essentially 
free of particles. Thus, the technique is best suited to laboratory flows, where one 
can effectively remove particles. Of course, occasional particles do not necessarily 
compromise an experiment. Because the scattering intensity from the particles is so 
much greater than that from atoms or molecules, one can often distinguish atomic/ 
molecular scattering from particle scattering, whether point or field measurements 
are used. Furthermore, Rayleigh and Mie scattering measurements near surfaces can 
be difficult because of scattering from these surfaces. Optical arrangements for Ray- 
leigh/Mie-scattering (as well as spontaneous-Raman-scattering) measurements often 
resemble those shown schematically in Figs. 15.92 and 15.94. Vertically polarized 
laser radiation is directed to the probe volume, and scattering is collected at 90° to 
the beam-propagation axis. For field (i.e., 2D) measurements, one can use a cylin- 
drical lens or a combination of cylindrical lenses to expand the laser beam into a 
sheet. Two less common methods of forming a laser sheet involve use of a rotating 
mirror to sweep the laser beam through the region of interest and use of a multi-pass 
cell, formed by two cylindrical concave mirrors. 

Because the scattering intensity is proportional to the laser intensity, monitoring 
the laser intensity is generally important when relating the strength of the scattering 
signal to some physical property of the gas (e.g., concentration of fuel). Of course, 
for field measurements, monitoring the laser intensity is more difficult, since a ID 
detector is often necessary (though a linear detector is appropriate only for a colli- 
mated laser sheet). Another approach is to infer the irradiance distribution of the 
laser sheet from the Rayleigh/Mie scattering in a region of flow that is known to be 
uniform in density. If the sheet irradiance does not vary with time, then one can 
record the irradiance distribution once and use it to correct subsequent images. Two 
other factors can affect the quantitative nature of field measurements: 1) the 2D 
detector may have a nonuniform response (to a uniformly illuminated field), and 2) 
the solid angle for collection of the scattered light generally varies across the detector 

camera a/   A w 
laser 

Lc Ls diode array 

FIGURE 15.94 Side-view schematic of a typical 2D scattering measurement. Here, Lc, a 
plano-concave cylindrical lens, and Ls, a plano-convex spherical lens, are the sheet-forming 
optics. The diode array is used to record the beam energy/power in the vertical direction. 
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(e.g., the edge of the detector will generally subtend a smaller solid angle and, thus, 
see less scattering). 

Species Concentration. Perhaps the best application of Rayleigh scattering for a 
quantitative measurement is in the investigation of the mixing of two fluids at con- 
stant temperature and pressure. Dowling and Dimotakis (1990) employed Rayleigh 
scattering with an argon-ion (Ar+) laser to study the mixing of a free, turbulent 
axisymmetric jet with the surrounding quiescent fluid. For one set of measurements 
with a jet-exit Reynolds number of 5000, they used C2H4 (ethylene) as the jet fluid 
and N2 as the ambient fluid. Due to the significant difference in scattering cross 
section (Table 15.10), these two fluids can easily be distinguished, and the scattering 
signal is linearly related to the jet mole fraction, 

Ps « Xjet(c70.jet - ff0.amb)  +  «Jo.amb (15.230) 

With this arrangement, they were able to make point measurements having high 
signal-to-noise ratios (which, of course, limits the precision of the mixedness mea- 
surement) at frequencies as high as 100 kHz [Dowling et al. (1989)]. 

In a nonpremixed, turbulent jet flame, Muss et al. (1994) applied Rayleigh scat- 
tering to the measurement of a fuel mixture fraction (defined as the ratio of the mass 
originating from the fuel jet to the total value) using a fuel mixture of 80% He and 
20% H,. The small a0 of He—in addition to its large concentration in the jet fluid- 
ensures" that the scattering signal will decrease monotonically as a function of mix- 
ture fraction. Thus, they~measured the mixture fraction in a field and were able to 
determine the scalar dissipation. 

to investigate the mixing of a turbulent jet into a coflowing stream, Long et al. 
(1979), (1981) measured the concentration of jet fluid in a field using Mie scattering. 
The fluid was doped with an aerosol of sugar particles (diameter < 1 ton). The large 
scattering cross section of the particles enabled them to use a 2.5 W cw Ar' laser. 
The scattering from a 2 x 2 cm2 area was recorded using a TV camera that was 
gated on for a period of 10 us, effectively freezing the fluid motion. The images 
were digitized in a 100 x 100 pixel format, yielding a spatial resolution of 0.2 x 
0.2 x 0.15 mm, with the third dimension (0.15 mm) being set by the thickness of 
the laser sheet. They investigated the spatial structures and length scales of turbulent 
flows for different jet-exit Reynolds numbers. In addition, Long and co-workers 
(1981) demonstrated the feasibility of measuring a ID scattering image (along the 
line of the laser beam) as a function of time. They removed the cylindrical lens from 
the laser focusing optics and added a rotating mirror to the scattering collection 
optics, which enabled them to sweep the ID scattering along the second dimension 
of the camera. 

To circumvent the problem of limited spatial resolution with Mie scattering (due 
to marker shot noise), Escoda and Long (1983) applied molecular Rayleigh scatter- 
ing to a turbulent jet flow. To increase the scattering signal, they used the second 
haraionic of a ß-switched Nd:YAG laser (\, = 532 nm), delivering 20 mJ per 15 
ns pulse (whereas a 2.5-W cw Ar laser delivers only 25 /xJ during a 10 /zs expo- 
sure)- in addition, they used Freon 12 as the jet fluid since its scattering cross section 
is much larger than that of the coflowing N2 (see Table 15.10). They were able to 
resolve fluid structures measuring 100 to 200 ttm with an improved spatial resolution 
of -50 urn. Furthermore, they investigated the effect of marker diffusivity (or lack 
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thereof) on the jet-concentration images. The images derived from molecular Ray- 
leigh scattering clearly showed a more diffuse boundary than those derived from 
Mie scattering because of molecular diffusion. 

More recently, Long and co-workers have proved the feasibility of both 2D con- 
centration measurements at high framing rates and 3D concentration measurements. 
Winter et al. (1987) compared three approaches to obtaining 2D high-framing-rate 
measurements. The highest framing rate reported (10 kHz) was achieved for a sys- 
tem including a rotating mirror and a slow vidicon camera; the drawback of this 
arrangement was that it allowed only a limited number of exposures. For measuring 
gas concentrations in 3D, Yip and Long (1986) employed two lasers and two cam- 
eras to record molecular Rayleigh scattering in two adjacent planes (separated by 
300 /im) simultaneously within a turbulent jet, again using Freon as the jet fluid. To 
distinguish the scattering planes, they used different laser wavelengths, 532 nm from 
a Nd: YAG and 563 nm from an Nd: YAG-pumped dye laser, in conjunction with 
wavelength filters in front of each camera. They were able to determine the joint 
probability density function (PDF) of the mixture fraction and the magnitude of the 
mixture-fraction gradient. 

Subsequent to this experiment, Yip et al. (1988) used a somewhat different ap- 
proach to record the scattering from multiple planes swept through a turbulent jet 
flow of Freon. A pulsed laser is required to obtain sufficient scattering signal; how- 
ever the pulse must be of sufficient duration to be swept through the gas jet. Con- 
sequently, they employed a flashlamp-pumped dye laser having a pulse duration of 
~ 1 fis and a pulse energy of 550 mJ. An electronic framing camera recorded as 
many as twelve 10 ns exposures, each separated by 50 ns. The sweep rate of the 
laser sheet coupled with the 50 ns delay between exposures resulted in consecutive 
images being separated by 250 /im. They were able to record surfaces of constant 
jet-fuel concentration (equivalent to mixture fraction in this case). Unfortunately, 
the signal-to-noise ratio (where the noise component was probably photon shot noise) 
was poor; to solve this problem they used laser-induced fluorescence of biacetyl, 
which was mixed with jet fluid. 

To study turbulent mixing, Roquemore et al. (1986) seeded TiCl4 vapor into the 
fuel side of a bluff-body combustor. Upon mixing with a moist gas, the TiCl4 quickly 
forms micron-sized Ti02 particles through a reaction with H20; as a consequence, 
the mixed fluid can be visualized with the Mie-scattering technique. Through pho- 
tographs and high-speed movies of the scattering from a laser sheet from an Ar+ 

laser, Roquemore and co-workers were able to characterize regimes for the operation 
of the bluff-body combustor. 

Smith et al. (1989) employed an argon-fluoride excimer laser (X,- = 193 nm) to 
obtain 2D molecular Rayleigh scattering images within a Mach-2.5 air boundary 
layer. Use of a deep UV wavelength has two significant advantages: 1) the scattering 
cross section is much larger than in the visible region (for example, they report that 
for air, o0 at X,- = 193 nm is 80 times higher than at X,- = 532 nm) as a result of the 
explicit X~4 dependence and the smaller wavelength dependence of the index of 
refraction, and 2) scattering from surfaces and particles is suppressed due to stronger 
absorption by most materials in the UV. The latter point is particularly important 
for measurements near surfaces. They determined the density PDFs, where the den- 
sity decreases in the boundary layer as a result of frictional heating. Note that the 
flow was effectively frozen, even at the high velocities, with the 10 ns pulse. 

Several investigators have made use of the so-called vapor-screen technique 
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[McGregor (1961)] to study supersonic flows. Vapor, either naturally occurring 
(usually°water) or added (for example, ethanol), condenses in a homogeneous nu- 
cleation process to form small ice clusters. Clemens and Mungal (1991), (1992) 
used this approach to study a supersonic mixing layer. In one experiment, they 
seeded the ethanol vapor in the subsonic stream; mixing with the supersonic stream 
resulted in the formation of the ethanol ice particles that effectively scattered the 
incident radiation. Unfortunately, as Clemens and Mungal (1991) point out, the 
condensed vapor is not a conserved marker, since sources and sinks for the markers 
exist throughout the fiowfield. Furthermore, assuming that the particles are suffi- 
cientiy small to be Rayleigh scatterers [for example, Clemens and Mungal (1991) 
estimated that a = 0.02 /*m under their conditions], the scattering signal scales as 
the volume squared; consequently, as the ice particles coagulate, the signal can 
increase significantly without an increase in the total mass of particles. Others have 
used the vapor-screen method in conjunction with an I2 filter, either to record images 
near surfaces [Forkey et al. (1994)] or to collect 2D images of velocity [Miles and 
Lempert (1990a), (1990b), Miles et al. (1991), and Elliott et al. (1994)]. The use 
of an atomic/molecular filter, referred to as the Filtered Rayleigh-Mie Scattering 
technique, is described in more detail below in connection with temperature and 
velocity measurements. 

Temperature/Density Measurements. In constant pressure flows where the gas in- 
dex of refraction is constant (e.g., a heated stream of air flowing into air) or can be 
determined, one can easily relate the variation in signal to temperature, mass den- 
sity, or number density; the temperature is proportional to <r0 mix/P,,and the mass 
density is proportional to Mm]xPs/a0.mix, where Mmh is the molecular weight of the 
mixture. Of course, when <s0 varies throughout the fiowfield (due to mixing of gases 
or chemical reactions), deriving the temperature or mass density from the scattering 
sisnal can be difficult. In flames with premixed fuel and air, the problem is amelio- 
rated by the large concentration of N2 in the reactants and products. Nevertheless, 
Namer and Schäfer (1985) found that the variation in the net scattering cross section 
could be large, leading to a large error in the inferred temperature, especially in rich 
flames because of the large concentrations of H2 and CO. Interpretation of the signal 
in terms of mass density was somewhat better, since the variation in ff0.miJMmh was 
less than that in a0.mix alone. They concluded that for premixed H2 flames and lean 
premixed CH4 andC2H4 flames, the errors may be within acceptable limits (< 10% 
error in the inferred temperature). 

In the special cases where the species concentrations can be measured, calculated, 
or estimated, this error can be reduced or eliminated, insofar as the scattering cross 
sections are known. Inbody (1992) measured temperatues in premixed C2H4/02/N2 

laminar flames using an iterative approach. Knowledge of the species concentrations 
across the flame, which he calculated from an estimated temperature profile, enabled 
him to obtain a more accurate temperature; this, in turn, was used to calculate more 
accurate species concentrations. Barat et al. (1991) used a similar approach to derive 
temperatures from Rayleigh scattering employing the second harmonic of a 
Ö-switched Nd: YAG within a premixed, jet-stirred combustor. The a„.mix was cal- 
culated based on the assumption that the combustion was adiabatic and that the 
mixture composition consisted of reactants and/or products (no intermediate spe- 
cies). The temperature indicated the relative concentrations of products and reactants 
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and, thus, the scattering cross section. Because the collected scattering consisted of 
both the Rayleigh signal and a large background interference (caused by scattering 
from surfaces within the combustor), they developed a background-subtraction 
scheme that included splitting and recording both the horizontally polarized scatter- 
ing component (consisting of background scattering and the small Rayleigh depo- 
larization) and the vertically polarized component (consisting of Rayleigh scattering 
plus background scattering). In a variety of nonpremixed flames, Dibble etal. (1987) 
have used a combination of Rayleigh and vibrational Raman scattering for deter- 
mining the temperature and the concentration of the major species; thus, aomix is 
easily calculated from Eq. (15.225). 

In general, the variation in the scattering cross section can be much larger across 
a nonpremixed flame than across a premixed one (e.g., consider the variation in 
a0 mix across H2/air and CH4/air nonpremixed flames), which makes the measure- 
ment1 of temperatures more difficult. Dibble and Hollenbach (1981) circumvented 
this problem by choosing a fuel compoistion of H2 and CH4 having the same a0.mix 

as that of air. They assumed, of course, that the scattering from the intermediate 
species was not substantially different from that of the fuel and air. Using an Ar+ 

laser, they were able to record temperatures at a data rate of 5 kHz. In a later ex- 
periment employing this fuel mixture, Long et al. (1985) recorded time-resolved 2D 
images of temperature (along with 2D images of fuel concentration using vibrational 
Raman scattering) in a turbulent jet flame. 

A different approach was taken by Pitz et al. (1976) who inferred the temperature 
from the measured Doppler width of the scattered radiation. Using a single-mode 
Ar+ laser and a Fabry-Perot interferometer for measuring the spectral width of the 
scattered light, they measured the temperature in an H2-air flame and found good 
agreement with the calculated adiabatic flame temperature (T s 2300 K). Under 
their conditions, Brillouin scattering had only a minor effect on the shape of the 
spectral profile; however even in cases where Brillouin scattering is significant (e.g., 
with N2 near STP) [Sandoval and Armstrong (1976)], one can still deduce the tem- 
perature from the spectral profile. For example, Shimizu et al. (1986) and Voss et 
al. (1994) have proposed the use of Rayleigh scattering in conjunction with an atomic 
filter (using Cs or Pb vapor, for instance) for making atmospheric temperature mea- 
surements." When the laser wavelength is tuned to the center of the atomic filter 
transition, the atmospheric aerosol scattering is strongly absorbed by the filter. The 
fraction of Rayleigh scattering that is transmitted by the filter depends on the spectral 
width of the scattering (relative to the spectral width of the filter) and, therefore, on 
the gas temperature. 

Velocity Measurements. The most familiar velocimetry technique employing Mie 
scattering is, of course. Laser Doppler Velocimetry (LDV); because of the maturity 
of LDV and the wealth of available books and review articles, we will not discuss 
this technique here. Like LDV, Particle Imaging Velocimetry (PIV; see Sec. 15.4.5 
for a more detailed discussion of the PIV technique) can be applied to a wide range 
of flow velocities. Unlike the LDV method, however, the PIV technique can be 
applied to the measurement of the time-resolved velocity field; consequently, one 
can obtain velocity gradients and vorticity at an instant in time. Seed particles are 
illuminated by two collinear laser pulses which are temporally separated; the re- 
sulting Mie scattering from both laser pulses is recorded by a photographic or CCD 
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(charge-coupled device) camera. The velocity field within the laser sheet is then 
deduced from the known time delay between the two pulses and from a measurement 
of the displacement of the particles from the first to the second laser pulse. 

If the flow velocity is sufficiently large, one can determine the velocity of the gas 
in the probe volume by measuring the frequency (or Doppler) shift. One simple 
approach to determining the Doppler shift involves combining the scattered radiation 
with a portion of the laser beam. When the frequency shift is less than the bandwidth 
of the detection system, one can illuminate the photodetector with the combined 
beams; the frequency shift is then given by the beat frequency and is detectable with 
a spectrum analyzer [Yeh and Cummins (1964)]. When measuring velocities in high- 
speed flows, where the Av is beyond the bandwidth of the detector, a Fabry-Perot 
interferometer can be employed [Self (1974)]. Unfortunately, these techniques are 
difficult to extend to time-resolved, 2D velocity measurements. However, the Fil- 
tered Rayleigh-Mie Scattering approach does allow measurements of velocity in the 
plane of a laser sheet. Here, one takes advantage of the spectral coincidence of a 
tunable narrow-linewidth laser and the absorption lines of gas-phase molecules or 
atoms. In supersonic flows with ice particles for scatterers, Miles et al. (1991) and 
Elliott et al. (1994) have employed the second harmonic of an injection-seeded 
(where seeding results in a narrow linewidth) g-switched Nd: YAG laser and iodine 
vapor for the molecular filter. When the laser is tuned to the edge of an I2 absorption 
transition, the scattered light which has not been Doppler shifted is absorbed by the 
iodine filter that has been placed in front of the detector. However, light that has 
been frequency shifted is not absorbed or is only partially absorbed by the iodine 
transition and can thus be detected. Of course, the Filtered Raleigh-Mie Scattering 
approach is not limited to supersonic flows. Komine et al. (1991) compared results 
using an Ar laser (X; = 514 nm) and an injection seeded Nd: YAG laser (for time- 
resofved measurements) with an aerosol of oil droplets in a small table-top wind 
tunnel. Rather than setting the laser wavelength so that the static scattering was 
strong, Komine and co-workers chose A, such that the transmission on the unshifted 
light was -50%, thus they were able to record both positive and negative Av. By 
using three detection systems—where each system was composed of a Doppler-im- 
age camera (i.e., a camera in conjunction with an I2 cell), a reference camera, and 
electronics for analog division of the Doppler image by the reference image-they 
were able to record the three velocity components. Using a simliar approach, Lee 
et al. (1993) [also see Meyers and Cavone (1991)] have recorded velocities in a 
plane above the wing of an F/A-18 aircraft using propylene-glycol seed particles 
and an Ar + laser. 

By controlling the gas mix (using N2 along with the I2, for example), the tem- 
perature, and the pressure within the filter, one can control the dependence of atten- 
uation (through absorption) on frequency shift. Note that the desired characteristics 
of a filter used for temperature measurements are somewhat different from those 
used for velocity measurements; for recording temperatures the spectral width for 
absorption should be less than that for scattering, while for velocity measurements 
the linewidth for scattering should be much smaller than that for absorption. This 
criterion for velocity measurements is more easily met when the scatterers are ice 
clusters (or even larger particles) since the particle thermal velocity (due to the mass) 
and number density (due to the restriction on turbidity) are small. Of course, the 
frequency-shifted scattering will still depend on the local number density and laser 
irradiance, consequently for a valid measurement of velocity, one must normalize 
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frequency-shifted scattering with a second unfiltered reference scattering measure- 
ment (i.e., one that is independent of the Doppler shift). 

15.12.4   Summary 

In this section, we have reviewed Rayleigh and Mie scattering theory and diagnostic 
applications. Although the intensity from Mie scattering is much larger than that 
from Rayleigh scattering (and thus is more easily detected), the application of Mie 
scattering for quantitative measurements is somewhat more difficult, since one must 
use seed material to visualize the flow. In general, the seed mass density should be 
limited to -1 % (to avoid altering the turbulent kinetic energy of the flow or the 
bulk properties of the fluid), and the seed number density should be limited such 
that the scattered radiation is not scattered (which generally requies that the beam 
extinction be < 10%). In addition, when applying Mie scattering for concentration 
measurements, one should use more small particles to reduce the marker shot noise. 
Nonetheless, because of their relative simplicity and modest requirements for equip- 
ment, Rayleigh and Mie scattering are attractive optical diagnostic techniques; as 
with other optical methods, they offer excellent spatial and temporal resolution and, 
when used properly, do not perturb the flow. Despite their simplicity, the laser-based 
Rayleigh and Mie scattering methods are powerful tools for the investigation of the 
physics and chemistry of gaseous flows, since they allow the measurement of gas 
properties such as species concentration, temperature, and velocity at a point, along 
a line, in a plane, or even in a volume. 

15.13   LASER RAMAN GAS DIAGNOSTICS 
Lawrence A. Kennedy 

Experimental techniques based upon laser spectroscopy offer the potential for re- 
mote, in-situ, nonperturbing point flow measurements [Lederman (1977) and Eck- 
breth (1988)]. In principle, they have the capability of simultaneously achieving high 
spatial (<10~3 cm3) and temporal (10~8-10-6 sec) resolution [Lapp and Penny 
(1979) and Long (1977)]. 

These techniques [Bloembergen (1965)] arise from interactions between the E 
field of an electromagnetic light wave and the electric polarization, P. The latter can 
be expressed as a power series of £(«,) which is characterized by the linear and 
nonlinear susceptibilities of the medium. Raman scattering arises due to the oscil- 
lating polarization induced through the linear susceptibility. The higher order polar- 
izations are weaker, and the ratio of succeeding polarizations is small unless very 
large laser intensities are employed. Due to inversion symmetry in isotropic media 
such as gases, there are no second-order effects. Thus, in a gas, the lowest order 
nonlinearities arise through the third order nonlinear susceptibility. Examples of 
third-order processes are Coherent Anti Stokes Scattering (CARS) and stimulated 
Raman gain/loss spectroscopy. 

15.13.1   Spontaneous Raman Scattering 

Raman scattering arises due to the inelastic collision processes between photons and 
the molecules of the medium [see Long (1977) for a detailed discussion]. The ap- 
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Raman-LIF Measurements of Temperature, Major Species, 
OH, and NO in a Methane-Air Bunsen Flame 
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Nonintrusive measurements of temperature, the major species (N,, 02, H2, H20, C02, CO, CH4), OH, and 
NO in an atmospheric pressure, laminar methane-air Bunsen flame were obta.ned using a combination of 
Raman-Rayleigh scatterine and laser-induced fluorescence. Radial profiles were measured at three anal 
locations for an equivalence ratio of 1.38. Measurements along the centerline of the flame, for equivalent» 
ratios of 1 38 1 52. and 1.70. were also obtained. The measurements indicate that the mner unburned fuel-air 
mixture experiences sianiricant preheating as it travels up into the conical flame zone surrounding it. 
Consequent, the cente~rline axial temperatures were typically 100-150 K higher than predicted by adiabat.c 
equilibrium for reactams at an initial temperature of 300 K. Because the amount of preheatmg increases 
with the equivalence ratio (due to the increased inner flame height), the maximum temperatures (2000 K) in 
a Bunsen flame were rather insensitive to the stoichiometry. We observed a 20% reduction of the maximum 
NO concentrations (80 ppm) in a Bunsen flame by increasing the equivalence ratio from 1.38 to 1.70. We also 
find that usina a one-dimensional premixed laminar flame model incorporating finite-rate chemistry, 
satisfactorily predicts properties such as the temperature, CO, OH, and NO concentrations at the inner 

flame. 

INTRODUCTION 

Natural gas, predominantly composed of 
methane, is an abundant and relatively clean- 
burning fossil fuel. Its increasing use as the 
fuel of choice for power generation, industrial 
process heating, and residential use has been 
prompted by recently imposed, low-pollutant 
emissions standards [1]. A large portion of the 
natural gas consumed in the United States is 
burned in atmospheric pressure Bunsen flames, 
characterized by an inner rich premixed flame, 
followed by an outer zone of nonpremixed 
combustion. The Bunsen flame, invented in 
1855, is referred to as an "atmospheric shot 
burner" by the gas appliance industry and is 
used in a predominant number of burner de- 
signs for its inherent stability and passively 
reliable operation, important considerations for 
residential and commercial gas appliances. 
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The goal of developing cleaner and more 
efficient burners is most effectively realized 
with the aid of a numerical model of the com- 
bustion  process,  allowing  manufacturers  of 
natural   gas  burners   to  answer  exploratory 
"what if?" questions on a computer. This ap- 
proach reduces the reliance of the cut-and-try 
technique, which is becoming increasingly ex- 
pensive and time consuming. The development 
of accurate numerical models of combustion, 
however, require a high-degree of understand- 
ing of the interaction between the complex, 
finite-rate chemistry and multidimensional fluid 
dynamics. The extent of this understanding is 
best verified through a direct comparison of 
the model results with experimental measure- 
ments of properties such as temperature and 
species concentrations. A recent example of 
this type of comparison was reported by Nor- 
ton et al. [2] for a rectangular non-premixed 
methane-air flame. A goal of this paper is to 
provide an accurate database for comparisons 
with comprehensive numerical models of lami- 
nar premixed methane-air Bunsen flames. 

0010-2180/96/S15.00 
SSDI0010-2181X96X)0226-X 



500 Q. V. NGUYEN ET AL. 

Measurements using traditional techniques 
such as thermocouples and gas sampling 
probes, while useful for certain applications, 
are limited by their intrusiveness when used in 
flames. Besides perturbing the flow field, ther- 
mocouples, require radiative corrections which 
can introduce a large source of uncertainty in 
the temperature measurement. Species mea- 
surements using gas sampling probes cannot 
measure the highly reactive combustion inter- 
mediates such as the hydroxyl radical (OH), a 
participant in the reaction 

CO + OH = CO, + H. (1) 

This is one of the most important reactions in 
the oxidation mechanism of hydrocarbon fuels 
[3,  4].  In  lean-premixed  natural  gas  based 
flames, sampling probes can also introduce er- 
rors to the measurement of carbon monoxide 
(CO), as previously shown by Nguyen et al. [5]. 

In addition to the measurement of CO and 
OH, the accurate measurement of nitric oxide 
(NO) is of interest due to its toxicity and role 
in air pollutant formation [6]. The production 
of NO.in combustion processes arises from 
several different mechanisms (see Refs. 7-10 
for a discussion of these mechanisms). The 
measurement of NO in premixed hydrocarbon 
fuel    flames   has   been    investigated    by 
Bachmeier et  al.  [11]  using probe-sampling 
techniques. More recent nonintrusive studies 
of NO in flames include the work of Thome et 
al. [12], who examined HC-NO interactions, 
Drake et al. [10], who examined high-pressure 
lean premixed flames, Heard et al. [13], who 
examined the role of radicals in the formation 
of prompt-NO, and Reisel and Laurendeau 
[14],  who  examined  the  NO  production  in 
high-pressure C,HA-N2-02 flames. Nonintru- 
sive and quantitative measurements of NO in 
atmospheric pressure fuel-rich Bunsen flames, 
to our knowledge, however, have  not been 
reported. 

EXPERIMENTAL APPROACH 
AND APPARATUS 

Nonintrusive, optical measurements of temper- 
ature and concentration were obtained using 
laser Raman and Rayleigh scattering, and 
laser-induced fluorescence (LIF). Raman and 

Rayleigh scattering have been previously ap- 
plied with success to spatially and temporally 
resolved  measurements  of temperature  and 
mixture  fraction   in  turbulent  non-premixed 
methane-air flames [15]. LIF is a sensitive 
technique for detecting trace species such as 
OH and NO in the parts per million (ppm) 
range. Recently, Barlow and Carter [16] have 
demonstrated simultaneous measurements of 
OH and NO in turbulent rtonpremixed hydro- 
gen-air jet flames. The recent success of LIF 
as a quantitative technique, can be largely at- 
tributed to the efforts of Crosley [17], Heard et 
al. [18], Thoman et al. [19], Drake and Ratcliffe 
[20], and Paul et al. [21] in measuring the 
cross-sections for the electronic quenching of 
OH and NO by numerous colliders. Although 
a recently demonstrated technique allows a 
direct mapping of the two-dimensional colli- 
sional quenching of OH in low-pressure (0.5 
atm) Bunsen flames [22], application of this 
technique for atmospheric pressure flames is 
made more difficult by the shorter fluores- 
cence decay times. We have applied the tech- 
nique used by Carter arid Barlow [23], for the 
measurement of the temperature, and concen- 
trations of the major species, OH, and NO, in 
a   laminar,  premixed,  methane-air,   Bunsen 
flame. 

In particular, we have measured the temper- 
ature and concentrations of N2, 02, H20, CO,, 
CO, H2, and CH4 using a combination of 
Raman and Rayleigh scattering. The Rayleigh 
scattering cross-section is typically about three 
orders of magnitude greater than Raman scat- 
tering cross-section, and thus Rayleigh scatter- 
ing provides greater precision in the measure- 
ment of the number density. However, Raman 
scattering measurements are needed to pro- 
vide an overall Rayleigh scattering cross-sec- 
tion, required for determining the total num- 
ber density of the gases in the probe volume. 
The temperature is then calculated through 
the perfect gas law. The measurements of the 
major species and temperature also serve a 
second purpose: they provide the necessary 
information for the determination of an overall 
collisional electronic quench rate, which is re- 
quired for determining the quantitative con- 
centrations of OH and NO from measure- 
ments of their respective LIF signals. 
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The experiments were performed using the 
Raman-LIF apparatus in the Turbulent Diffu- 
sion Flame laboratory within the Combustion 
Research Facility at Sandia National Labora- 
tory. The details of this apparatus are de- 
scribed by Dibble et al. [15], Barlow and Carter 
[16], and Barlow et al. [24]. Modifications and 
improvements to this apparatus, however, are 
described in this paper. 

Burner and Flow Conditions 

Figure 1 shows a schematic of the Bunsen 
burner used in the experiment and the axial 
locations of the measurements. The burner is 
similar to the one described by Nguyen et al. 
[25] and consists of an 82-cm-long, 17-mm- 
diameter stainless-steel tube surrounded by a 
70-mm-diameter honeycomb coflow matrix, 
which stabilizes the flame from the effects of 
buoyancy. The long length of the tube assures 
a condition of fully developed laminar pipe 
flow at the exit, defining the velocity field for 
numerical simulations. Pressure regulators 
control the flows of fuel (bottled CH4) and 
dry-air through calibrated orifice plate meters, 
which are fitted with precision digital manome- 
ters. A static mixer then homogenizes the fuel 
and air flows, providing a steady premixed fuel- 
to-air ratio. Table 1 shows the operating condi- 
tions of the burner for the present study. 

Raman and Rayleigh Diagnostics 

Figure 2 shows a schematic of the Raman-LIF 
apparatus. The Bunsen burner is mounted in a 
vertical wind tunnel, providing filtered air to 
minimize laser light scattered by dust particles. 
Stepper motors translate the wind tunnel for 
spatial profile measurements. For the Raman 
and Rayleigh scattering measurements, light 

Z3=90 mm 

22=50 mm 

Z1=21 mm 

COFLOW 
AIR 

AIR-FUEL 

Fig. 1. Schematic of the Bunsen burner used in this study. 
The coflow air is homogenized by glass beads prior to 
entering the honeycomb flow straightener. The measure- 
ment planes for the radial traverses of flame A are shown. 

from a frequency-doubled Nd:YAG laser (532- 
nm, 10-ns, 700-mJ) was temporally "stretched" 
to a series of lower energy pulses with an 
approximate overall width of 100 ns. The longer 
pulse width reduces the peak laser power, 
eliminating the breakdown of the gases in the 
measurement probe volume. The pulse 
stretcher consists of ten mirrors and two beam- 
splitter-combiners. The beamsplitters divert 
fractions of the laser pulse to an optical delay 
line and subsequently recombine the multiple 
delayed pulses to a single, longer pulse. Using 
a 2-m focal length spherical  lens, the light 

TABLE 1 

Premixed Methane-Air Bunsen Flame Operating Conditions 

Flame Traverse 
Equivalence 

Ratio 
CH4 

(slm) 
Air 

(slm) 
Coflow 
(slm) 

Inner Flame 
Height (mm) 

A 
B 
C 

Radial. Axial 
Axial 
Axial 

1.38 
1.52 
1.70 

0.97 
1.05 
1.17 

6.69 
6.63 
6.57 

82 
82 
82 

42 
55 
78 
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Fig. 2. Schematic of the Raman-Rayleigh-LIF apparatus. Light-tight sheet metal enclosures reduce the background 
scattered radiation and isolate the laser systems from the collection systems. Legends: BD = beam dump. RF = reference 
flame. PD = photodiode, PMT = photomultiplier tube. 

emerging from the pulse stretcher is focused to 
a 750-fj.m beam waist at the probe volume. A 
small fraction of light reflected from antire- 
flection coating of this lens is directed to a 
photodiode detector for an energy measure- 
ment. The beam, after passing through the 
probe volume, is then reflected back into the 
probe volume using a collimating lens and a 
right-angle prism; this effectively doubles the 
laser energy in the probe volume. The probe 
volume dimensions (750 fim in diameter X 750 
yxm long) were defined by the beam waist 
diameter and the field-stop slit widths of the 
collection optics. 

The Raman and Rayleigh light scattered 
from the probe volume is collected with a 
specially designed low /-number achromatic 
lens [15] and is then collimated with a camera 
lens. After collimation, a holographic Raman 
edge filter reflects the Rayleigh scattered light, 
while transmitting the Raman scattered light. 
The Rayleigh scattered portion of the beam is 
then focused onto a slit placed before a photo- 
multiplier tube (PMT) for detection. An achro- 
matic lens (/-number matched to the spec- 

trometer) focuses the collimated Raman beam 
onto the entrance slit of a 3/4-m spectrometer 
fitted with an 1800 line/mm holographic grat- 
ing. An achromatic 1/2-A waveplate mounted 
behind the slits of the spectrometer rotates the 
vertically polarized Raman beam to a horizon- 
tal plane, which is the optimum orientation for 
the grating. Small mirrors direct the specific 
vibrational Raman bands of the major species 
(N2, 02, H2, H20, C02, CO, and CH4) onto 
seven PMTs mounted at the exit plane of the 
spectrometer. A 16-channel gated charge inte- 
grator measures and digitizes, with 12-bit reso- 
lution, the photocurrents from the PMTs and 
photodiode. 

The possible Raman interferences arising 
from laser-induced fluorescence were moni- 
tored using three additional PMTs positioned 
at approximately the 590-, 615-, and 640-nm 
exit plane positions. These spectral regions 
have laser-induced fluorescence effects from 
the 532-nm excitation; in particular, fluores- 
cence emissions from the C2 Swan bands [26] 
onto the CO channel can give anomolously 
high CO measurements at fuel-rich conditions. 
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Properly accounting this effect is especially 
important for the inner-cone flame front of a 
Bunsen flame, which is known to have high 
levels of C2, as is evident from the observable 
C2 chemiluminescence [27]. 

Laser-Induced Fluorescence Diagnostics 

Figure 2 also shows the two frequency-dou- 
bled, Nd:YAG-pumped dye laser systems used 
to generate the ultraviolet (UV) wavelengths 
required for OH and NO excitation. The UV 
beams were overlapped onto the Raman probe 
volume at a small crossing angle. The measure- 
ment probe volume was defined by a kinemati- 
cally removable, 800-jum pinhole located at the 
waist of the Raman-Rayleigh probe volume. 
By adjusting the 532-nm Raman and UV laser 
beams through the pinhole prior to each exper- 
iment, the proper alignment of the probe vol- 
umes with respect to the collection optics was 
consistently obtained. Telescopes were used to 
adjust the beam waists such that about 90% of 
the UV energy passed through the 800-/x.m 
pinhole; .this approach ' maximizes the linear 
fluorescence range for the desired spatial reso- 
lution (~ 750-^tm). 

Digital delay pulse generators time the firing 
sequence of the three lasers. The Raman and 
LIF lasers are each fired 150 ns apart, elimi- 
nating the interference between the Raman 
and two LIF channels. Time-resolved data on 
the order of a fraction of a microsecond were 
collected at the laser pulse repetition fre- 
quency of 10 Hz; however, the steady-state 
laminar nature of the Bunsen flame permitted 
averaging the single-shot data over a period of 
20 s or 200 shots, thereby increasing the signal- 
to-noise ratio (SNR). 

For the OH excitation, we tuned the fre- 
quency-doubled dye laser output to the On(8) 
transition of the A21 +<- X2n(l,0) band of 
OH (A = 287.9 nm). Use of this satellite tran- 
sition reduces the absorption of the laser beam 
propagating through the flame, since its line- 
strength is substantially weaker than those of 
the main branch transitions. The OH and NO 
transitions were easily saturated with the avail- 
able laser energies; consequently, to remain in 
the linear regime, we attenuated the UV beam 
for the  OH excitation  to  approximately 40 

pj/pulse using neutral density filters. For the 
NO excitation, we tuned the second dye-laser 
to the Q,(18) transition of the A22+ «- 
*2n(0,0) band of NO (A = 225.9 nm). This 
wavelength was generated by frequency dou- 
bling the output of the second dye laser (A = 
286.8 nm) and mixing it with the residual 1064- 
nm radiation from the Nd:YAG pump laser. 
This transition was selected because it is well 
populated at flame temperatures (as well as 
ambient temperatures) and avoids a significant 
amount of interference from the nearby vibra- 
tionally hot oxygen transitions in the ß3X + <- 
Xl1~ (2,4) and (5,5) bands. To ensure a lin- 
ear-fluorescence regime, the laser energy used 
for the NO excitation was attenuated to ap- 
proximately 10 /xJ/pulse. 

The LIF signal from the probe volume was 
collected using a specially designed low /-num- 
ber Cassegrain mirror-lens system. The reflec- 
tive design eliminates the chromatic aberration 
present in transmissive lenses, permitting easy 
alignment and focusing of the different fluo- 
rescence wavelengths. A dichroic mirror sepa- 
rates the OH and NO fluorescence compo- 
nents, which are subsequently imaged onto the 
slits of two different PMTs fitted with color 
glass filters. For the detection of the OH fluo- 
rescence, we used Schott WG-295 and Hoya 
U-340 color glass filters, which reject the scat- 
tered radiation, and transmit the fluorescence 
from the dominant (1,1) and (0,0) bands (295 
< A < 340 nm). The fluorescence from the 
(0,0) band results from the vibrational energy 
transfer (VET) from the v' = 1 to v' = 0 states 
[28]. For NO detection, we used Schott UG-5 
color glass filters and a PMT with a solarblind 
photocathode; this combination effectively re- 
duces scattered background radiation and per- 
mits broad band detection of the fluorescence 
from the NO, v' = 0, and v" = 1-5 bands (230 
< A < 300 nm). Again, the slits in front of the 
PMTs defined the probe volume dimensions 
along the beam propagation axis and were 
adjusted to match those of the Raman-Rayleigh 
system. 

Beamsplitters direct portions of the OH and 
NO laser beams to photodiodes for energy 
measurements. These secondary beams were 
also used in recording the LIF from two refer- 
ence flames burning near-stoichiometric mix- 
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tures of CH4 and air. The fluorescence signals 
from the reference flames permit the wave- 
length monitoring of the dye lasers throughout 
the experiment to ensure that they remain 
constant. 

Raman Signal Calibration 

In principle, Raman scattering provides a sig- 
nal proportional to the number density of all 
the species being probed; however, the signals 
are also slightly modified by the following: in- 
creases in the temperature, which result in a 
broadening and shift of the vibrational bands; 
and the "crosstalk" between various vibra- 
tional and rotational bands of the different 
species. The most notable case is that of N2 

and 02 which partially overlap with CO and 
CO:, respectively. The temperature and 
crosstalk effects were accounted for through 
the calibration procedure. This involved 
recording the Raman signals over a wide range 
of known temperatures, gas compositions, and 
concentrations. 

The calibrations include measurements in 
cold gases, lean and rich mixtures of H2-air. 
H2-CO-air, and CH4-air flames burned above 
a non-premixed calibration burner. The non- 
premixed calibration burner (a so-called 
Hencken burner) was constructed from a bun- 
dle of small-diameter stainless-steel air and 
fuel tubes arranged in an alternating matrix; 
the separate fuel and air flows then burn as an 
array of small nonpremixed flames. This burner 
design prevents flashback problems associated 
with premixed H2-air flames [15], and at loca- 
tions sufficiently far downstream, most of the 
species (NO is an exception) are in local ther- 
modynamic equilibrium. Thus, this burner pro- 
vides a means of calculating the species con- 
centration and temperature from the fuel-air 
flow rates [24]. 

Fluorescence Signal Calibration 

For the OH and NO LIF measurements, the 
temperature and species concentrations mea- 
sured by the Raman and Rayleigh scattering 
provide the necessary information for calculat- 
ing the electronic quenching corrections. We 
employ the methodology described by Carter 
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and Barlow [23] for calculating the tempera- 
ture and mixture dependent quenching correc- 
tions for OH and NO, using the quenching 
cross-sections provided by Paul [29] and Paul 
et al. [21]. The conversion of fluorescence sig- 
nal to number densities, in general, requires: 
(1) the cross sections describing electronic 
quenching for all excited vibrational levels with 
specific colliders, and (2) the cross sections for 
the VET between the dffferent excited vibra- 
tional levels. Currently, however, insufficient 
data exists for completely describing both the 
electronic quenching of the u' = 1 excited state 
and the VET between the v' = 1 and v' = 0 
states of OH. Thus, for the OH quenching 
corrections, we approximate the temperature 
dependence of the net collisional de-excitation 
rate using the quenching rates for the v' = 0 
state [29]. 

For the linear-fluorescence regime, the num- 
ber density N (cm-3) of NO and OH is related 
to the fluorescence signal Sf through the rela- 
tion 

N = 
N IFB. 'CAL 

X 

CAL 

[EL/Q] 

[EL/Q] 
CAL 

CAL st, (2) 

where FB is the Boltzmann fractional popula- 
tion, E, is the laser energy, Q is the overall 
collisional quench rate (s_l), v{) is the transi- 
tion frequency, g(vn) is the spectral overlap 
between the laser and the transition, and the 
subscript CAL refers to the calibration values 
[23]. The spectral overlap g(v{)) was modeled 
using a Gaussian profile for the laser and a 
Voigt profile for absorption lineshape. The 
variation of the spectral overlap with tempera- 
ture, however, was found to be minimal in 
these measurements. 

The OH LIF calibration factor [N/Sf]c/KL, 
was obtained in a fuel-lean CH4-air flame 
(4> = 0.94) using the calibration burner in a 
premixed mode. The equilibrium OH number 
density was calculated using the Raman- 
Rayleigh measured temperature, which was 
typically only 10 to 30 K less than the adiabatic 
equilibrium value. For the NO calibrations, 
equilibrium  calculations  could  not  be  used 
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since NO is typically far below equilibrium at 
reasonable distances above the burner. Addi- 
tionally, the concentrations encountered in the 
calibration flame were too small for measure- 
ment using absorption. Consequently, we ob- 
tained the calibration factor [N/Sf]CAL using 
two fuel-lean (<t> = 0.72) CH4-0,-N2 flames 
stabilized   above   a   watercooled,   sintered- 
bronze, flat-flame McKenna burner: one flame 
contains a known amount of NO that is substi- 
tuted for a portion of the  total  N2. The 
two   flames   are   otherwise   identical;   the 
Raman-Rayleigh measurements in the flames 
showed that the temperatures and concentra- 
tions differ by less than a percent between the 
two flames. By dividing the doped-NO number 
density by the difference of the two signals, a 
background-free  calibration   factor,   [Ndopcd/ 
(S, .    , - S,   A    Jki was obtained. ^°/-dopcd       '-'/.undopcd'-'CAL 

We verified the NO calibration procedure by 
measuring the LIF signal from an NO-doped 
room-temperature air flow; this doped-NO 
number density (deduced from the known air 
and NO flow rates) was then compared to the 
value resulting from Eq. 2 using the flame 
calibration factor [Ndopcd/^/-<iopcd _ 

S,    ,    H)LI described above. The known and 
'J/-undopcd/JCAL . 
calculated number densities differed by only 
7%. This difference is within the range of 
uncertainty for the quenching corrections 
(10%). Furthermore, we performed a one- 
dimensional flame calculation of the NO-dop- 
ing procedure using a well established flame 
code [30, 31], in conjunction with the mecha- 
nism of Glarborg et al. [32] as modified by 

Drake and Blint [33]. The results of the model 
showed that none of the doped-NO was de- 
stroyed by the flame front. 

RESULTS 

A series of CH4-air flames in the calibration 
burner operating with equivalence ratios rang- 
ing from 0.80 to 1.38 were used to check the 
measurement accuracy of the Raman-Rayleigh 
and OH LIF calibrations. Figure 3 shows the 
experimentally measured and calculated equi- 
librium   (at   the   measured   Raman-Rayleigh 
temperature) values of the N2, 02, H2, H20, 
CO,,   CO,   and   OH   concentrations.   The 
Hencken calibration burner produced close-to 
adiabatic flames (the  Raman-Rayleigh mea- 
sured temperature was typically 15-25 K lower 
than predicted by adiabatic equilibrium). For 
single-shot Raman measurements, photon shot 
noise is the dominant source of uncertainty 
[15]. By time averaging over 200 shots, how- 
ever, the precision and detection limits are 
increased. Based on the Rayleigh scattering 
signal RMS variance of about 1%, we estimate 
the precision of the single-shot temperature 
measurements to be ±20 K at a temperature 
of 2000 K. The absolute temperature uncer- 
tainty however, is + 36 K at a temperature of 
2000 K—due mainly to the uncertainty in the 
calibration of the effective Rayleigh cross-sec- 
tion. As shown in Fig. 3, the measured major 
species concentrations agree well with the cal- 
culated (equilibrium) values. We estimate the 

-,2500 

0.8 0.9 1.0 1.1 1-2 

EQUIVALENCE RATIO 

1.3 
J0 
1.4 

Fig. 3. Comparison of Raman- 
Rayleigh-LIF measurements (data 
points) with calculated equilibrium 
(lines) at the measured Raman-Rayleigh 
temperature for a series of premixed 
methane-air calibration flames. Note 
that the OH scale is magnified, and the 
Ni scale is reduced. 
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time-averaged uncertainty of the major species 
measurements to be ±3% of full-scale for the 
different species (e.g., ±0.024 mole fraction 
for N-, in air). The uncertainty in the concen- 
tration measurements result mainly from un- 
certainties in the calibration procedure. For 
the OH calibration, we used the measured 
temperature (TMEAS = 2180 K, whereas 7"ADIA 

= 2187 K) to calculate the equilibrium OH 
value. With this single-point calibration, the 
measured OH at the other equivalence ratios 
differ with the equilibrium values by no more 
than 7% (for <j> < 1.25). This agreement is 
excellent considering the simplified treatment 
of the overall quenching corrections. 

Figures 4-6 show the radial profiles of the 
Bunsen flame at different axial locations for 
flame A, <b = 1.38 (see Table 1). Figure 4 
details the radial profile across the "double- 
cone" Bunsen flame at the Z, axial location 
(Fig. 1). Figure 4 shows that the temperature 
rapidly rises from the cool unburned core to 
approximately 1980 K, where it plateaus be- 
tween the inner and outer flame zones. As 
expected, the temperature reaches a maximum 
at the outer, stoichiometric flame zone (2077 
K). The CO concentration (magnified by 10) 
peaks at the inner flame zone, coinciding with 
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Fig. 4. Radial profiles for flame A (</> = 1.38) at the 
axial location (see Fig. I). The CO. OH and NO scales 
magnified for clarity. For reference, a mole fraction of 
on the left axis corresponds to a NO concentration of 
ppm. 
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Fig. 5. Radial profiles for flame A at the Z: axial location, 
approximately 10 mm above the inner flame cone tip. Note 
that the small oscillations in the concentrations are due to 
disturbances to the flame from air currents in the labora- 
tory. 

the oxidation of CH4 and appearance of H:. 
At this axial location, the measured inner-cone 
flame temperature is a little lower than pre- 
dicted by the adiabatic equilibrium calculations 
(7 = 1996 K) due to some radiative losses, but 
the measured CO concentration {Xco = 0.075) 
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Fig. 6. Radial profiles for flame A at the Z_, axial location, 
approximately 20 mm below the outer visible flame tip. At 
this axial location, the methane is completely consumed 
and the CO is barelv detectable. 
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is slightly higher than that predicted by equi- 
librium (Xco = 0.071). The OH (magnified by 
100) peaks near the stoichiometric contour de- 
fined by the intersection of the H: and the O, 
concentration profiles. 

Figure 4 also shows the radial NO profiles 
for flame A. The maximum NO concentration 
(72 ppm) at this axial position coincides with 
the location of maximum temperature. This 
results from the thermal NO mechanism which 
is important at temperatures above 2000 K 
[13]. The NO forms almost immediately be- 
yond the inner flame zone (hence the term 
prompt NO), and increases linearly with radius. 

Although the Bunsen flame is a two-dimen- 
sional flame, a rough estimate of the peak OH 
and CO concentrations and temperature at the 
inner flame front was obtained from the results 
of a one-dimensional flame model. We calcu- 
lated profiles of the species of interest using 
an adiabatic premixed one-dimensional free 
methane-air flame model [30, 31. 34] incorpo- 
rating the  Miller and Bowman [9] reaction 
mechanism as modified by Frenklach et al. (49 
species with"265 reactions) [35]. For the model 
inputs, we used a 300 K initial reactant tem- 
perature and the methane-air mixture specified 
in Table 1, flame A. Williams and Fleming [36] 
have successfully used this modeling approach 
for the prediction of radicals in NO-doped 
CH4-0,-N.-Ar   low-pressure   burner-stabi- 
lized flat'-flames. For flame A. this model agrees 
well with the measured temperature and CO 
and OH concentration at the inner flame zone 
(T within 2%, OH within 5%). Of particular 
interest is the agreement of the superequilib- 
rium CO peak discussed earlier, the model 
agrees within 1% with our measured values of 
Xco = 0.075. Our one-dimensional model also 
shows that at the inner flame zone, there is a 
peak of superequilibrium O-atom concentra- 
tion and CH radicals, located just upstream of 
the maximum temperature. 

Our one-dimensional flame model, however, 
over-predicts the NO at the inner flame zone 
by about 15 ppm. Drake and Blint [33] re- 
ported that the predicted amount of NO is 
very sensitive to the rate constant of the reac- 
tion 

CH + N, = HCN + N, (3) 

considered the rate controlling step in the 
prompt NO pathway [9]. The uncertainty in 
this rate constant, together with the differ- 
ences in the CH concentration and tempera- 
ture between the one-dimensional model and 
the Bunsen flame may be the cause of this 
discrepancy. The measurements and numerical 
predictions reported by Reisel et al. [37] for 
laminar one-dimensional flat C2H6-02-N2 

flames, also show a tendency to overpredict the 
NO in fuel-rich flames. 

Figure 5 shows the radial profile for flame A 
at the Z2 axial location. This location is ap- 
proximately 8 mm above the tip of the inner 
flame cone. The levels of NO are generally 
increasing, and reach a maximum value of 
about 82 ppm with a local minimum at the 
centerline. The temperature is relatively con- 
stant in the central portion of the flame and 
decreases rapidly past the outer flame zone 
defined by the peak OH location. Also note 
that the maximum value of the temperature is 
almost the same as at the Z, axial location. 
The CO peaks at the flame centerline and 
decreases monotonically with radius. We can 
also see that most of the H2 and essentially all 
of the CH4 has been consumed at this loca- 
tion. 

Figure 6 shows the radial profile for flame A 
at the Z3 axial location, which is approximately 
20 mm below the visible tip of the outer flame 
cone. Here, the peak temperature has de- 
creased slightly to about 2000 K. The center- 
line NO value has increased from 60 ppm to 
about 80 ppm. Note that the centerline OH 
values have also steadily increased with in- 
creasing axial distance. CO at this location was 
barely detectable using Raman scattering. 

Figures 7-9 show the axial profiles along the 
centerline of the flames A, B, and C (equiv- 
alence ratios of 1.38, 1.52, and 1.70. respec- 
tively). Figure 7 shows the data for flame A 
and reveals in detail the trends observed in 
Figs. 5 and 6. We rind that the temperature 
peaks just beyond the inner-cone flame tip at 
2050 K and stays relatively constant at about 
2000 K all the way to the visible outer cone 
flame tip (located at approximately 110 mm). 
Throughout this region, NO is steadily formed 
via the thermal mechanism and reaches a peak 
value of approximately 80 ppm at the outer 
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cone flame tip where it starts to decrease due 
to dilution. 

We also measured the axial NO concentra- 
tion for flame A using an uncooled quartz 
microprobe (3-mm diameter tapered to a 0.5- 
mm orifice diameter) and chemiluminescent 

150 200 

AXIAL POSITION (mm) 

Fig. 8. Axial  profiles along the  centerline  of flame  B 
U = 1.52). 

NOr analyzer; the probe measurements were 
of dry NO (a water trap was used), and thus we 
corrected the plotted NO concentration for 
water content using the Raman measurements. 
The water trap does not affect the probe sam- 
pling measurements of NO, as shown by 
Kramlich and Malte [38]. Figure 7 shows that 
the NO probe measurements (adjusted for wa- 
ter content) agree well with the LIF measure- 
ments. The good agreement between the two 
techniques reflects the accuracy of the quench- 
ing cross-sections and the calibration proce- 
dure. Although the high SNR of the NO mea- 
surements provide a single shot precision of 
2% for the 80 ppm range, the uncertainty of 
the quenching corrections and the calibration 
limit the absolute uncertainty of the time-aver- 
aged NO values to + 10% or about 8 ppm. 

We were able to use a suction probe for 
comparison in this instance due to the slow 
reactivity of NO with other combustion prod- 
ucts [39]. Moreover, at this location, the intru- 
sive effects of the probe on the flame proper- 
ties are minimal because of the 1-dimensional 
nature of the flame at the centerline. The 
probe, however, could not be used for sam- 
pling the radial profiles shown in Figs. 4-6, 
since the flame zones were visually perturbed 
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by the probe tip due to the steep scalar gradi- 
ents found in these 2-dimensional flame re- 
gions. Access to the chemiluminescent NO^ 
analyzer required performing the probe mea- 
surements with the burner mounted outside of 
the wind tunnel. This necessitated the use of a 
300-mm-long, 70-mm-diameter quartz duct to 
isolate the flame from air currents in the labo- 
ratory. Consequently, the last few probe values 
diverge from the NO fluorescence data points 
due to the different entrainment and dilution 
effects existing at far-downstream axial loca- 
tions. 

Figure 8 shows the axial profiles for flame B 
(</>= 1.52). The maximum NO concentration 
has decreased to about 68 ppm, at least in part, 
due to the slightly lower temperature. The 
peak temperature for this equivalence ratio is 
about 1990 K, which is 100 K higher than that 
predicted by adiabatic equilibrium. The su- 
peradiabatic temperature is the result of the 
preheating (through conduction and radiation) 
of the unburned air-fuel mixture by the coax- 
ial outer flame zone. As the equivalence ratio 
increases, the height of the inner flame cone 
also increases, and the unburned air-fuel mix- 
ture has more time for preheating. Adiabatic 
equilibrium calculations that include the ob- 
served preheating of the initial reactants, 
result in temperatures similar to the peak mea- 
sured temperatures. Thus the peak tempera- 
ture in a Bunsen flame is relatively indepen- 
dent of the equivalence ratio and remains at 
about 2000 K. 

Figure 9 shows the axial profile of flame C 
(<f> = 1.70). The temperature peaks at about 
1900 K; this is about 140 K hotter than pre- 
dicted by adiabatic equilibrium. At this highly 
fuel-rich condition, the distinction between the 
inner and outer flame zones was not as visually 
apparent, and this is reflected in the smoother 
temperature profile at the inner flame zone. 
The peak NO value has decreased to 63 ppm. 
The decrease in prompt NO with increasing 
equivalence ratio (for <$> > 1.4) is likely the 
result of the reduced CH concentration (see 
Eq. (3)). This is also evident from our one- 
dimensional flame calculations that show that 
the maximum CH-radical concentrations 
change from 3.7 ppm at <j> = 1.38, to only 0.11 
ppm at cb = 1.70. 

CONCLUSIONS 

Using a combination of Raman-Rayleigh scat- 
tering and LIF in a methane-air Bunsen flame, 
we have simultaneously measured the temper- 
ature, OH, NO, and the major species (N2, 02, 
H:, H20, C02, CO, CH4). We obtained both 
radial and axial profiles for three equivalence 
ratios (1.38, 1.52, and 1.70). In addition to 
obtaining an accurate and detailed mapping of 
temperature and species concentrations in a 
Bunsen flame, we found that as the equiva- 
lence ratio was increased from 1.38 to 1.70, the 
peak NO value decreased from 79 ppm to 63 
ppm. We also found that using a one-dimen- 
sional premixed laminar flame model incorpo- 
rating finite rate chemistry, satisfactorily pre- 
dicts properties such as the temperature, and 
CO and OH concentrations at the inner flame 
zone. 

Our measurements show that the axial flame 
temperatures are typically 100-150 K higher 
than that predicted by adiabatic equilibrium 
for reactants with an initial temperature of 300 
K. We attribute this to the preheating of the 
unburned fuel-air mixture as it travels upwards 
into the conical flame zone surrounding it. The 
height of the inner-flame cone increases with 
increasing stoichiometry; hence, the amount of 
preheating also increases with stoichiometry, 
offsetting the effect stoichiometry on flame 
temperature. Consequently, the maximum cen- 
terline temperatures in a Bunsen flame (about 
2000 K) were insensitive to the stoichiometry. 
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The injection of supercritical fuel into a quiescent gas environment was experimentally studied to 
elucidate the effects of thennophysical and transport properties near the critical point on jet appearance, 
shock structures, and choking. Ethylene and nitrogen were used to simulate interactions between fud 
and air. Conditions near the thermodynamic critical point of ethylene are conadered, mth supercnücal 
temperatures and pressures upstream of the injector and subcritical pressures downstream of the mjector. 
normalization showed an opaque region resulting from fuel condensation when fuel was injected at 
near room temperature. At higher injectant temperatures, the ethylene jet was found to have a shock 
structure simflarto that of an underexpanded ideal-gas jet Mass flow rates were found to be mscnsrbve 
to the variation of back pressure, indicating that the jet flow is choked. Mass flow rates were normahzed 
by those values calculated for ideal-gas jets under the same conditions. Tne normalized mass flow rate 
first increases as injection conditions approach the critical temperature, apparently because of the rapid 
increase in fluid density, and then decreases, possibly as a result of the coexistence of liquid and gas 
phases at the nozzle exit 

Nomenclature 

A = cross-sectional area 
a - speed of sound 
d = nozzle exit diameter 
h = fluid enthalpy 
M = Mach number 
M = gas molecular weight 
m = fuel mass flow rate 
P = pressure 
R = universal gas constant 
Re = Reynolds number based on nozzle diameter, 

pdu/fi, 
T = temperature 
u = fluid velocity 
y = gas specific heat ratio, Cp/C„ 
ft = fluid viscosity 
p = fluid density 

Subscripts 
chm = gas property in injection chamber 
e       = nozzle exit condition 
ideal = calculated property based on ideal-gas, isentropic- 

flow assumption 
inj     = injectant property before reaching nozzle passage 
r      = reduced property, normalized by its critical value 

Superscript 
*       = choked condition 
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Introduction 
FOR hypersonic flight, e.g., flight Mach numbers greater 

than 8, thermal management of the airframe and of on- 
board electronic components is an engineering challenge. 
Conventional cooling techniques using ambient air are not fea- 
sible at hypersonic speeds because the stagnation temperature 
of the air is higher than the high-temperature limit of current 
aerospace materials. One solution to this problem would be 
regenerative fuel cooling of the airframe and the combustor 
components. Endothermic fuels are being investigated as can- 
didates for this type of application.1 An endothermic fuel is 
one that can undergo an endothermic thermal cracking (pyrol- 
ysis) reaction with a very large reaction heat. It has been 
shown that the thermal cracking reaction of endothermic fuels 
occurs at very high temperatures; n-dodecane, for example, is 
stable to 1100 K, before thermal cracking becomes significant 
These reaction temperatures are generally much higher than 
the critical temperature of hydrocarbon fuels, e.g., the critical 
temperature for n-dodecane is 659 K, and the heat manage- 
ment of future aircraft is expected to require the use of super- 
critical fuels.1 

The combustor operating conditions are vastly different lor 
the missile's startup, boost, cruise, and final approach phases, 
and since fuel is used to absorb heat from the combustor for 
all phases, broad ranges of fuel operating temperatures and 
pressures are encountered. Thus, the regenerative fuel cooling 
approach increases the complexity of the fuel system and 
strongly affects injection and mixing mechanisms. Fuel may 
be injected as liquid under subcritical conditions or as gas 
under supercritical conditions, depending on the extent of heat- 
ing and the fuel's thermodynamic states at the nozzle exit 
Furthermore, supercritical fuels exhibit unusual thennophysi- 
cal and transport properties near their critical point liquid-like 
density, zero latent heat, zero surface tension, and low com- 
pressibility. These fuels also exhibit large variations in specific 
heats and speeds of sound, and enhanced values of thermal 
conductivity, viscosity, and mass diffusivity.2-4 

An ethylene phase diagram of fluid density as a function of 
pressure is shown in Fig. 1; the diagram is based on the ther- 
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Fig. 1   p-P-T diagram for ethylene. 

modynamic properties reported by Younglove." Selected iso- 
therms are plotted to illustrate the density variation; C.P. de- 
notes the thermodynamic critical point. Note that the gradient 
of fluid density with respect to temperature and pressure is 
extremely large near the critical point Thus, for an isothermal 
process starting at the critical point, a 10% decrease in fluid 
pressure results in a decrease in fluid density of more than 
50%. This is a clear illustration of how the injection charac- 
teristics of a fuel under conditions near its critical point can 
be dramatically different from those of liquids5,6 or ideal 
gases.7-8 

Previous studies of supercritical fuel injection and atomi- 
zation processes have been limited in scope and have focused 
primarily on processes at temperatures lower than the critical 
temperature of the fuel.'-10 Chen9 studied the atomization pro- 
cesses of sulfur hexafluoride (SF6) injected at near critical tem- 
peratures into quiescent gaseous environments and found that 
spray penetration decreases as fuel temperature increases. This 
decrease is related to the decrease of the density of the fuel as 
it enters the supercritical state. Hermanson et al.10 studied the 
injection of cryogenic nitrogen near the critical temperature 
into a supersonic crossflow. They found a reduction in pene- 
tration height, compared to that observed for the injection of 
subcritical ethanol, which they attributed to a larger degree of 
superheat. Yang et al." studied liquid-fuel droplet combustion 
in both subcritical and supercritical environments and sug- 
gested that the combustion mechanism changed considerably 
at the critical pressure, mainly as a result of reduced mass 
diffusivity and latent heat of vaporization with increased pres- 
sure. These studies indicate that the atomization, mixing, and 
burning processes of supercritical fluids are significantly dif- 
ferent from those observed under subcritical conditions. 
However, no study has been conducted on the injection of 
supercritical fluids under conditions near and above the ther- 
modynamic critical point 

The objective of the present investigation was to study the 
injection of a supercritical fuel at injection temperatures 
slightly greater than the fuel's critical temperature, with back 
pressures lower than the critical pressure. Therefore, the injec- 
tion of ethylene starts the injection process under supercritical 
conditions and is superheated by the end of the process. Test 
conditions were designed to simulate injection of an endo- 
thermic fuel at temperatures between the critical temperature 
and the point where thermal cracking becomes significant. For 
rc-dodecane, one of the endothermic fuels currently being 
tested, this temperature range comprises a range of reduced 
temperatures Tr, defined as temperature normalized by its crit- 
ical value, of 1.0-1.67.' Therefore, in this study ethylene is 

injected with T„ from 1.04 to 1.29, into quiescent nitrogen. 
For ideal gases with large enough variations of pressure, an 
underexpanded jet is obtained; this process has been well char- 
acterized.7-8 The experimental results of the present study were 
compared with those from ideal-gas studies to illustrate the 
effects of near-critical-point thermophysical and transport 
properties on jet appearance and near-field shock structures. 
This article begins with a description of the experimental 
methods, followed by the results of a system validation using 
nitrogen as the injectant Results for ethylene injection into 
ambient nitrogen are then discussed, treating flow visualiza- 
tion, mass flow rate measurements, and thermodynamic path 
analysis during injection. Finally, the differences between the 
injection processes of a supercritical fuel and an ideal gas are 
discussed. 

Experimental Methods 

Apparatus 
The test fluid was injected vertically downward into a large 

injection chamber filled with an inert gas (nitrogen) to study 
the effects of fuel temperature and ambient back pressure on 
jet structure and mass flow rate for a fuel near its critical tem- 
perature. The apparatus consists of a fuel tank, a solenoid 
valve, a fuel temperature control unit a nozzle, and the injec- 
tion chamber (Fig. 2). 

The fuel tank assembly was designed to allow preset initial 
fuel pressures and temperatures and to provide a steady fuel 
supply during injection. The fuel tank was a commercial eth- 
ylene bottle with an internal volume of 43.5 1. The large vol- 
ume was necessary to minimize variations of injectant pressure 
during injection. Injection pressures were controlled to within 
±1% of the preset values for all present test conditions. The 
ethylene bottle and fuel tank were wrapped with copper tubes 
through which water at 313 K was circulated to prevent fuel 
condensation and to provide a constant initial fuel temperature. 
A solenoid valve with a response time of 150 ms was installed 
in the fuel delivery line to control the injection duration. In- 
jection times were limited to 5-8 s to minimize fuel con- 
sumption and to maximize the number of test runs before a 
significant fuel vapor partial pressure was reached in the in- 
jection chamber. 

Supercritical fuel temperatures were monitored with ther- 
mocouples and controlled by flowing ethylene glycol outside 
the fuel pipe along the fuel delivery line for a distance of over 
6 m upstream of the nozzle. Through the use of a heat ex- 
changer, the temperature of the ethylene glycol was maintained 
between 293-422 K, with an uncertainty of ±1 K. Tests 

£ 
CHILLING UNIT 

HEATER LTI 

■*- _&. 

VACUUM 
POMP 

SOLENOID 
VALVE 

I 
3 

CORIOLSMASS 
JLOWMETER 

TEST CHAMBER 

-» 

VENT 

Fig. 2   Sketch of supercritical fuel injection apparatus. 
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showed that the final fuel temperature was within 2 K of the 
coolant temperature for moderate temperatures; the fuel tem- 
peratures reported in this study are the coolant temperatures. 
For higher temperatures, larger uncertainties would be ex- 
pected (4 K), because of the limited heating capacity of the 
current heater arrangement The fuel static pressure was mea- 
sured upstream of the nozzle passage with a bndge-type pres- 
sure transducer having an uncertainty within ±7 kPa. The 
measured fuel static pressure was used as the fuel stagnation 
pressure (injection pressure) in the following discussion, since 
the fluid velocities in the fuel delivery line were negligible. 
The measured pressure and temperature were then used to 
quantify the fuel properties before injection. 

The nozzle passage consisted of a rounded entry and a con- 
verging section, as shown in Fig. 3. The entry, with a radius 
of 1 6 mm, was followed by a 1-deg converging passage to 
ensure that a choked point could occur only at the nozzle exit 
The nozzle exit diameter was 1 mm, and the ratio of passage 
length to exit diameter was selected to be 4. This arrangement 
yielded a cross-sectional area ratio of the fuel delivery line to 
the nozzle exit passage of 104; this design minimizes the effect 
of upstream flow disturbances. _ _ 

To study the effects of ambient back pressure on the injec- 
tion process, the fuel jet was enclosed in a large injection 
chamber. This chamber was designed to provide a high-pres- 
sure and temperature environment for the simulation of scram- 
jet and gas turbine combustor conditions and industrial injector 
atomization processes. The chamber diameter is 0.42 m and 
its height is 0.94 m, resulting in an internal volume of 0.12 
m3 Four optical ports are provided for flow diagnostics. Two 
63 5-mm-thick rectangular quartz windows, each having a 
clear aperture of 89 X 127 mm, were installed on opposite 
sides of the chamber. These windows were supported from the 
back by layers of high-temperature silicone and graphite 
braided packing to ensure sealing at high chamber pressures 
and temperatures (Fig. 4). A rupture disc set for 9.4 MPa and 
a relief valve set for 6.8 MPa were attached to the chamber 

for safety purposes. The chamber pressure was monitored by 
a second bridge-type pressure transducer, also having an un- 
certainty within ±7 kPa. The chamber, with the windows in- 
stalled, was hydrostatically tested to 7 MPa at room temper- 

ature. n   .  A 
Before measurements were made, the chamber was flushed 

with nitrogen to remove oxygen. The fuel pressure and tem- 
perature were set by charging the fuel tank to a specified pres- 
sure and adjusting the temperature controller of the fuel heat 
exchanger. Measurements were begun by activating the sole- 
noid valve; fuel and chamber pressures and temperatures were 
then recorded by a high-speed data-acquisition board linked to 
a 486 personal computer. During each run, the nse in chamber 
pressure was typically less than 34 kPa. After each run, the 
chamber was vented and reset to the desired pressure. 

Instrumentation 
Long-exposure shadowgraphs were used to identify thete- 

modynamic phase (i.e., gas or liquid) of the injectant A 35- 
mm Nikon camera with a shutter speed of 1/30 s and an£- 
number of 4.5 was used to capture the shadowgraphs. The 
magnification selected was about 1.63 to permit visualization 
of the entire jet field. Schlieren photographs were employed 
to resolve shock patterns and jet boundaries. The schlieren 
system used a Speed Graphic camera, loaded with a Polaroid 
type 57, 100 X 125 mm black and white film with a shutter 
speed of 1/125 s. Two 300-mm-diam parabolic mirrors, with 
focal lengths of 1220 mm, coUimated and focused the light 
from a mercury lamp. The arrangement provided an image 
magnification of 4.15 and a 22 mm2 field of view (FOV). 

The fuel mass flow rate was measured by a Conohs-type 
mass flow meter (Fig. 2). This flow meter is designed for direct 
measurement of the mass flow rate of any fluid at a stable 
thermodynamic state, with an uncertainty of less than ±1%. 
However, the time response for this device is slow (approxi- 
mately 4 s). During the present study, an injection duration of 
8 s was normally employed, and mass flow rates were aver- 
aged for the last 4 s to obtain the mean mass flow rate for 
each run. Mass flow rates were averaged over five runs, yield- 
ing standard deviations of less than ±1%. 

Test Conditions 
The fuel temperature and pressure were set to be slightly 

above the critical point to study the effect of near-critical-point 
thermophysical properties on the injection process. Ethylene 
was chosen as a test fuel because its critical temperature is 
near room temperature, which reduces system safety require- 
ments. Nitrogen was used as the ambient gas because it is inert 
and has properties similar to air. The test conditions are sum- 
marized in Table 1. Fuel pressures and temperatures are ex- 
pressed as reduced values (i.e., relative to the critical point 
values of 5.04 MPa and 283 K). The fuel injection pressure 
was set between 5.7-5.8 MPa, ±1%, yielding reduced injec- 
tion pressures from 1.13 to 1.15. Fuel temperatures were varied 
from 293 to 365 K, resulting in reduced temperatures from 
1.04 to 1.29. Chamber pressures of 0.10-3.4 MPa provided 
ratios to the injection pressure (P^JP,*) of 0.018-0.59, which 
results in sonic and subsonic flows when nitrogen is the injec- 
tant Jet Reynolds numbers at the nozzle exit were estimated 
to be between 1.03-1.38 X 106 (see Table 2), based on the 
thermophysical properties of Younglove,4 fluid viscosities from 

Table 1   Summary 
of test conditions 

Parameters Ranges 

■ IP ' 
IT* 

* chm'1 inj 

T^ITc 

1.13-1.15 
1.04-1.29 

0.018-0.59 
1.04 

*P< = 5.04 MPa.    *7C = 283 K. 
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Holland et al.,3 and the isentropic approximation (discussed 
next). 

Results and Discussion 

Injection of Nitrogen 
Nitrogen was injected into nitrogen to validate the experi- 

mental system. Because nitrogen is an ideal gas under the test 
conditions, its injection process is well understood.8-13 These 
tests, therefore, provided a means of assessing the overall sys- 
tem accuracy as well as estimating the discharge coefficient of 
the nozzle passage. Assuming the process to be one dimen- 
sional and isentropic and the fluid to be an ideal gas with 
constant specific heats, the mass flow rate m through a circular 
cross-sectional nozzle (with an exit area At) can be expressed 
as follows: 

(1) 

I* = V2y(r - i)V^cta//
,ü,j)

(T+lv,'[(/>=hm//,taj) 

X P^AJVKL^M. 

When an ideal gas undergoes an isentropic process with con- 
stant y, the ratio of injection pressure to nozzle exit pressure 
is a function of M: 

PM/P. = [i + (y - i)M2/2y (2) 

(3) 

The maximum value of (fmIPe) for a convergent nozzle occurs 
when a sonic speed is reached at the nozzle exit (M = 1). 
Further decreases of the chamber pressure do not alter the 
nozzle exit condition; i.e., {P^IPC) is a constant, but the nozzle 
exit pressure no longer equals the chamber pressure. For ni- 
trogen, y is equal to 1.50 under the injection conditions, and 
the choking pressure ratio (P^/P*,)* is 0.512 from Eq. (2). 
The m* can be calculated by substituting (.Pa^/P-,^)* into Eq. 
(1). The mass flow rate of a subsonic jet relative to that of a 
choked jet can then be written as 

Mm* = V(Pc^/Pm)iy*"'r[(P^/Pi,S)-'
y~1Vy ~ 1] 

rV[(y + l)/2]-(r+1MT-"(T - l)/2 

For a sonic jet, mJm* should be unity. The measured mass flow 
rates for nitrogen jets at different P^IP^ were normalized by 
m*, using y = 1.50. The normalized mass flow rates are plotted 
in Fig. 5, together with the calculated results from Eq. (3). A 
discharge coefficient of 0.97 for choked conditions and 1.03 
for unchoked conditions is indicated. The agreement between 
experimental results and predictions is reasonable, considering 
the mass flow rate measurement uncertainty (1%) and the un- 
certainty of mass flow rate predictions from Eq. (3) (3.8%), 
because of uncertainties of pressure measurements and specific 
heat ratios. Therefore, the discharge coefficients differ from 
unity within experimental uncertainties. A near-unity discharge 
coefficient is expected based on values reported for nozzles 
with similar geometries.14,15 

Figure 6 shows a schlieren photograph of nitrogen injected 
at 5.8 MPa and 293 K into nitrogen at atmospheric pressure 
and 293 K. The jet is highly underexpanded and produces a 
Mach disk at a distance of about 4.3 nozzle diameters down- 
stream of the nozzle exit, in agreement with the prediction of 
4.26 from the empirical correlation of Crist et al.8 The shock 
structure, Mach disk, intercepting shock, and reflected shock 
appear clearly in the photograph. These structures will be used 
as a basis for comparison with the injection patterns of super- 
critical fuel in the following discussion. 

Flow Visualization of Ethylene Jets 

Shadowgraph/ 
Typical shadowgraphs of ethylene jets injected at 5.7 MPa 

and 293 K into nitrogen at chamber pressures of 0.14, 0.41, 
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Fig. 5   Mass flow rates of nitrogen jets; m* is based on y = 1.50. 

Pinj=5.8 MPa 
Pchm=0-»4MPa 

»inj: =293 K 

Fig. 6   Schlieren photograph of an underexpanded nitrogen jet. 

1.36, and 3.4 MPa (resulting in P^IPmi of 0.024-0.59) are 
illustrated in Fig. 7. Each jet undergoes a sudden expansion 
and produces a dome-shaped jet boundary at the nozzle exit 
to accommodate the large pressure drop. This dome-shaped jet 
boundary becomes less significant when the chamber pressure 
is increased, and the jet exhibits a straight surface at the nozzle 
exit when the chamber pressure is 3.40 MPa (P^IP*., = 0.59). 
These phenomena agree qualitatively with the transition of an 
ideal gas from an underexpanded sonic jet to a subsonic jet 
The dome-shaped jet boundary near the nozzle exit suggests 
the presence of shock structures similar to those in a highly 
underexpanded ideal-gas jet. However, further evidence is 
needed to confirm this behavior and to resolve the shock 
structures. 

The ethylene jets studied here produce strong fuel conden- 
sation and exhibit an opaque region. The opaque region exists 
even when the fuel injection pressure is below the critical pres- 
sure. This region gradually disappears when the condensed 
fuel absorbs sufficient heat from the ambient nitrogen and re- 
turns to the gas state. At the lowest i>chm, 0.14 MPa, the ex- 
pansion is dramatic and fuel condensation is moderate. As the 
chamber pressure is increased to 0.41 MPa, the jet expansion 
is substantially less than that with /><*„, = 0.14 MPa; however, 
the jet exhibits a much darker and longer opaque region that 
extends beyond the FOV, about 43 nozzle diameters. Fuel con- 
densation on this scale can potentially absorb a large amount 
of heat, and, therefore, delay chemical reactions and reduce 
the performance of a supersonic combustor. As the chamber 
pressure is increased further, however, the opaque region be- 
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Fig. 8   Shadowgraphs of ethylene jets injected at 325 K into various chamber pressures. 
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comes shorter. Further studies are needed to characterize the 
fuel condensation phenomenon. 

At higher injection temperatures, fuel condensation becomes 
less significant. Figure 8 shows shadowgraphs of typical eth- 
ylene jets injected at 5.7 MPa and 325 K into nitrogen at 
various chamber pressures. Note that only Tioi has been 
changed from the configuration discussed previously; P-^ re- 
mains the same. The ethylene jets still show condensation at 
this injection temperature, although the opaque region is 
smaller and not as dark as with Tloj = 293 K. The qualitative 
trend of fuel condensation with respect to chamber pressures 
remains similar, and as at the lower rtoj, the dome-shaped ex- 
pansion is still visible at lower P^. Shock structures can now 
be identified at the nozzle exit, indicating that the jet is sonic 
exiting the nozzle. Mach disk locations were found to be 4.3 
and 2.5 nozzle diameters downstream of the nozzle exit for 
chamber pressures of 0.14 and 0.41 MPa, respectively. The 
correlation of Crist et al.8 predicts 4.1 and 2.4 nozzle diameters 
downstream as the location of Mach disks under these condi- 
tions. The correlation of Crist et al.8 describes the injection 
process of a nondiffusing homogeneous substance (e.g., nitro- 
gen injection into nitrogen). However, effects of nonhomoge- 
neity (ethylene and nitrogen) are expected to be negligible for 
the conditions of the present study because of the small flow 
residence times for supersonic flows in the shock plume and 
much lower chamber pressures than the ethylene critical pres- 
sure; this argument is supported by the good agreement be- 
tween the predictions of Crist et al.8 and the present experi- 
mental observations. Furthermore, the agreement suggests that 
the injection of supercritical fuel under the test conditions 
listed in Fig. 8 produces results that are similar, at least in 

some respects, to those of an ideal gas. No measurement of 
Mach disk locations can be made at lower injection tempera- 
tures because of excessive fuel condensation. At higher injec- 
tion temperatures, on the other hand, fuel condensation is so 
weak that shadowgraphy fails to record the jet image. There- 
fore, schlieren photography was employed to resolve the shock 
structures near the nozzle exit. 

Schlieren Photography 
Figure 9 shows schlieren photographs of ethylene injected 

at various temperatures (293, 325, 338, and 365 K) into nitro- 
gen at 0.14 MPa and 293 K. The jets undergo a sudden ex- 
pansion after leaving the nozzle. At lower temperatures, the 
ethylene jet exhibits an opaque region near the nozzle exit As 
the injection temperature increases, the opaque region becomes 
lighter, and at TbS = 338 K the Mach disk and intercepting and 
reflected shocks become evident. This indicates that increases 
in temperature shift the thermodynamic path and, as a conse- 
quence, the fuel does not pass through the liquid-gas mixture 
regime. 

As mentioned in reference to Fig. 8, ethylene jets at con- 
ditions of higher rtoj are similar in appearance to nitrogen jets. 
It can, therefore, be argued that an ethylene jet at higher Twi 

is thermodynamically farther away from its critical point than 
a jet at lower Tai and should behave more like an ideal gas. 
The Mach disk locations for jets at T^ = 338 and 365 K are 
about 4.1 and 3.9 mm, respectively, in close agreement to the 
value of 4.2 mm predicted by Crist et al.8 Furthermore, Crist 
et al. found that the Mach disk location was a function of 
P<*m/Pin) alone, which agrees with the present observation. 

83 



WUETAL. 775 

KLÖ:-..     '-^J. 

Pinj=5.8 MPa 
Pchm=014MPa 

»inj' =293 K 

Pi„j=5.8 MPa 
Pchm=014 MPa 

Ti„j=325 K 

Pinj=5.8 MPa 
Pchm=0-14 MPa 

Ti„j=338 K 

Pinj=5.8 MPa 
Pchm=«-H MPa 

1^=365 K 

Fig. 9   Schlieren photographs of ethylene jets injected at various injection temperatures. 
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Fig. 10 Measured and calculated mass Bow rates of ethylene jets 
under various injection conditions; mi^ is the rate using y = 132. 
The idealy approximation is calculated from Eq. (3) using y under 
fuel injection conditions, while the isentropic approximation con- 
siders the near-critical-point thermodynamic properties. 

Mass Flow Rate Measurements 
Nozzle mass flow rates were measured using a Coriolis-type 

mass flow meter to characterize 1) the injection processes of 
supercritical ethylene and 2) the effects of near-critical-point 
thermodynamic properties on nozzle choking. Measured mass 
flow rates were normalized by a choked mass flow rate cal- 
culated assuming ideal-gas behavior and isentropic flow. The 
calculated results, referred to as ideal choked mass flow rates, 
were obtained by substituting a widely used mean specific heat 
ratio of 1.22 for ethylene at room temperature and atmospheric 
pressure1* into Eqs. (1) and (2). The normalized choked mass 
flow rates would not be temperature dependent if the ethylene 
were an ideal gas with constant specific heats. Therefore, the 
normalization demonstrates the effects of near-critical-point 
thermodynamic properties on the ethylene injection process. 

Figure 10 shows the normalized mass flow rates vs reduced 
injection temperatures of the fuel at P^/P^ of 0.018, 0.24, 
and 0.47. Mass flow rates are constant and are insensitive to 
increases in chamber pressure when the flow is choked. This 
phenomenon was observed for the present case: the mass flow 
rates varied less than ±2% when /Wtaj was increased from 
0.018 to 0.47. 

Ratios of measured and calculated ideal choking mass flow 
rates first increase as the thermodynamic critical temperature 
is approached and then decrease slightly at Tr = 1.04. The 
predicted mass flow rates are 10% lower at Tr = 1.28, and 

more than 25% lower at Tr = 1.10, indicating that the ideal- 
gas isentropic-flow approximation with a specific heat ratio of 
1.22 can lead to significant error if it is applied to supercritical 
fuels. Smaller riilrhf^ at higher temperatures indicates that su- 
percritical fuel behaves more like an ideal gas as its thermo- 
dynamic state moves farther away from the critical point. This 
finding supports the conclusions drawn from the schlieren pho- 
tographs (Fig. 9) for conditions of Ttai = 338 and 365 K. 

Another approach to the ideal-gas isentropic-flow approxi- 
mation was developed using the specific heat ratio under fuel 
injection conditions.4 Results from this approximation are plot- 
ted as a dashed line in Fig. 8 and referred to as the ideal y 
approximation. This approximation underpredicts the mea- 
sured values by about 7% when Tr a 1.10, and overpredicts 
significantly at Tr = 1.04. The good agreement for Tr s 1.10, 
however, is fortuitous. Based on the assumption of an ideal 
gas, the increase in specific heat ratio leads to overprediction 
of the speed of sound, which compensates for the underpre- 
diction of fluid density, and yields the observed trend. This 
idealy approximation has two other major failures. First of all, 
it fails to predict the mass flow rate at 7", = 1.04, where dif- 
ferent injection processes are involved. One possible expla- 
nation, which will be discussed later in the consideration of 
thermodynamic injection paths, is that liquid and gas phases 
coexist at the nozzle exit. Secondly, the ideal-y approximation 
predicts incorrect ratios of nozzle exit to injection choking 
pressures and temperatures. As Tr decreases from 1.29 to 1.04, 
the approximation yields choked ratios of fluid pressure at the 
nozzle exit to injection pressure {PJP^)* from 0.517 to 0.290, 
and choked ratios of fluid temperature at nozzle exit to injec- 
tion temperature (JeIT^* from 0.810 to 0.393. These results 
imply that flow at the nozzle exit is subsonic for 7", = 1.04 and 
1.10 when P^IP^ = 0.47. This argument, however, contra- 
dicts the present observations because the mass flow rates with 
P&mlPtoi = 0.018, 0.24, and 0.47 are the same within experi- 
mental uncertainties, indicating a choked and sonic condition. 

To elucidate the injection process of supercritical ethylene, 
an isentropic-flow approximation considering near-critical- 
point thermodynamic properties was developed. This approx- 
imation does not require assumptions of constant specific heat 
ratios and ideal-gas state relations. The thermodynamic prop- 
erties were calculated based on data from Younglove,4 and an 
iterative procedure was used to calculate the choking mass 
flow rate. The entropy and enthalpy of the injection state were 
obtained, and an exit pressure was estimated. The fluid ther- 
modynamic state at the nozzle exit was then determined based 
on the estimated pressure and the injection entropy; the fluid 
enthalpy and speed of sound at this state were then calculated. 
The exit velocity was derived from the one-dimensional energy 
equation, assuming negligible upstream velocity: 

km = ht + u2
e/2 (4) 
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Table 2   Nozzle exit properties for choking conditions5' 

TmiITc      (Pe/P^)*      (JelT^)*      p„ kg/m3      /x-lQ-'Pa-s      a„ m/s      Re X 1(T 

1.100 0.572 0.878 61.1 113 253 138 
1.145 0.572 0.876 53.2 109 271 1.33 

1.194 0.572 0.880 47.6 116 287 1.18 

1.240 0.570 0.884 43.6 119 299 1.11 

1.279 0.569 0.892 40.5 122 310 1.03 

220 

200 

5    180 

3.0 4.0 

Prasm(MP») 

fig. 11 Thermodynamic paths of injection processes within the 
nozzle at T^ of 295, 324, and 362 K. 

If the calculated exit velocity is lower than the speed of sound 
at the estimated pressure (as given by Younglove*), a subsonic 
jet should result. A lower pressure was then estimated, and the 
procedure was repeated. If the calculated exit velocity is larger 
than the speed of sound, a larger exit pressure was used to 
repeat the procedure. Linear interpolation was used for sim- 
plicity, and the iteration stopped when the exit velocity was 
within 0.5 m/s of the'speed of sound. Calculated choking con- 
ditions are listed in Table 2. These mass flow rates were nor- 
malized with the values from the ideal-gas isentropic-flow ap- 
proximation and plotted as a solid line in Fig. 10. 

The isentropic-flow approximation, which considers the 
near-critical-point theimodynamic properties, yielded mass 
flow rate values that are very close to the measured values: 
about 2% less than the measured values at Tr = 1.10-1.20 and 
about 6% less at Tr = 1.28. The larger discrepancy at Tr = 1.28 
may be attributed to the greater uncertainties in the injectant 
temperature at high temperatures because of the limitations of 
the heat exchanger. The calculated and measured values have 
the same trend; thlm^i increases as Tr decreases. Isentropic 
analysis may explain this phenomenon. The fluid density in- 
creases from 40.5 to 61.1 kg/m3 as Tn decreases from 362 to 
311 K. The fluid speed of sound, however, decreases from 310 
to 253 m/s. Since the nozzle exit cross section was the same 
in each case, the increase in choked mass flow rate is attributed 
to the large increase in fluid density. With Tr = 1.04 and the 
assumption of an isentropic process, the final state is within 
the liquid-gas mixture regime. No calculation was made for 
this case. 

Predicted choked pressure ratios (PJP^* and choked tem- 
perature ratios (TJT^* are also given in Table 2. {PJPa^)* 
decreases from 0.572 to 0.569, and (T,/Tiaj)* increases from 
0.878 to 0.892 as Tr increases from 1.100 to 1.279. These 
ratios approach the values of (PJP^* = °-561 and WTmi)* 
= 0.901, which are predicted by the ideal-gas isentropic-flow 
approximation with a specific heat ratio of 1.22. The increase 
in (jy/^j)* and the decrease in (TJT^)* as the critical tem- 
perature is approached are apparently because of the unusual 
near-critical-point thermodynamic properties of the injectant 

fluid; these ratios approach the ideal-gas values as the tem- 
perature is increased beyond the critical temperature. 

Thermodynamic Paths of the Injection Processes 
Within the Nozzle 

The injection processes of supercritical ethylene within the 
nozzle passage are illustrated on a thermodynamic chart of 
entropy vs pressure in Fig. 11. Selected isotherms correspond- 
ing to the present test conditions are identified, along with 
saturated liquid and vapor boundaries; C.P. denotes the critical 
point. Injection processes are assumed to be isentropic within 
the nozzle passage as indicated in the isentropic approxima- 
tion, and to avoid confusion only three injection temperatures, 
295, 325, and 362 K, were selected. Solid circles represent the 
initial injectant thermodynamic state, while open circles rep- 
resent chamber pressures. Chamber pressures are the final 
pressures if the nozzle is not choked. If the nozzle is choked, 
the isentropic approximation is not valid outside the nozzle 
because of the underexpansion process and the normal shock 
wave (Mach disk). The square symbols denote the calculated 
onset choking pressure from the isentropic-flow approximation 
for the given injection pressure (see Table 2). Pressures lower 
than the onset pressures of the corresponding process indicate 
a choked condition. 

At an injection temperature of 295 K, the constant-entropy 
line extends into the two-phase liquid-gas region; therefore, 
as indicated previously, the fluid may exist in two phases at 
the nozzle exit The speed of sound of a water-air mixture in 
the dispersed phase varies with the void fraction and can be 
reduced to less than one-third of that of air at room tempera- 
ture.17 This may explain the observed lower mass flow rate at 
Tr = 1.04 (Fig. 8). As the injection temperature increases, fluid 
at the nozzle exit, as predicted assuming an isentropic process, 
is gaseous. The predicted choking pressure, about 3.3 MPa, 
indicates that the exiting flows are, in fact, choked. Addition- 
ally, the calculated choking points are in the gas state and away 
from the critical temperature. Therefore, the ethylene jets 
should exhibit shock structures similar to those of nitrogen jets, 
in agreement with the observations made with schlieren pho- 
tography. 

Conclusions 
The injection of supercritical ethylene at conditions near the 

thermodynamic critical point was studied. The experimental 
apparatus was validated with nitrogen injection, and the results 
were used as a basis for comparison with supercritical ethylene 
injection. The major conclusions are as follows: 

1) Near the nozzle exit, supercritical ethylene jets exhibited 
an opaque region which, in the most extreme case, persisted 
for a distance of more than 40 nozzle diameters. This opaque 
region, which is believed to be caused by fuel condensation, 
disappears as injection temperature increases. The length of 
the opaque region increases when the ambient pressure in- 
creases from atmospheric pressure to about 0.41 MPa, and then 
decreases if the ambient pressure is increased further. 

2) At higher injection temperatures, the supercritical ethyl- 
ene jets exhibited shock structures similar to those of a highly 
underexpanded ideal-gas jet. The supercritical ethylene jets 
generated a Mach disk, intercepting shock, and reflected shock 
at the nozzle exit. Locations of Mach disks were compared to 
values predicted for ideal gases. Good agreement was ob- 

85 



WUETAL. 777 

tained, which indicates that the Mach disk location is insen- 
sitive to fuel type. However, the shock structure of ethylene 
jets at lower injection temperatures is obscured by fuel con- 
densation, and no definite conclusion can be drawn under these 
conditions. 

3) Jet mass flow rates were found to increase as the injection 
temperature approached the thermodynamic critical value. For 
the present test conditions, mass flow rates were about 10- 
25% higher than the mass flow rates calculated with the ideal- 
gas isentropic-flow approximation using a specific heat ratio 
of 1.22. A second ideal-gas isentropic-flow approximation was 
developed using the specific heat ratio at the injection condi- 
tions. The approximation underpredicts the measured values 
slightly (about 7%) for most conditions, because of the large 
specific heat ratios near the critical point This approximation, 
however, predicts incorrect ratios of nozzle exit to injection 
choking pressures and temperatures. 

4) An isentropic-flow approximation, which takes into ac- 
count the near-critical-point thermodynamic properties, was 
developed for ethylene, and the resulting predicted mass flow 
rates agree reasonably well with the measured values. This 
approximation produced the same trend of mass flow rates vs 
reduced temperature, indicating that the increased mass flow 
rate (at lower reduced temperatures) is caused by the large 
density increase (characteristic of fluid near its critical point). 

5) Thermodynamic path analyses revealed that ethylene may 
pass through a liquid-gas regime at lower injection tempera- 
ture. This suggests the possible coexistence of liquid and gas 
phases at the nozzle exit At higher injection temperatures, 
calculated choking pressures were greater than the maximum 
ambient chamber pressure, in agreement with the observation 
that mass flow rates are insensitive to chamber pressures since 
the present injection conditions are choked. 
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ABSTRACT 
Planar images of acetone and OH laser-induced 

fluorescence were made at 8 to 13 spanwise locations in the 
flow downstream of a bluff body flameholder with normal fuel 
jet injection. This study was initiated with the goals of 
obtaining a better understanding the jet mixing and 
penetration process, the size of the recirculation zone, the 
shear layer oscillation amplitude and frequency, and the three- 
dimensional flame structure behind a bluff body flameholder. 
A good semi-quantitative understanding of the complex time- 
dependent three-dimensional flow field was obtained using 
these scalars as flow tracers. 

INTRODUCTION 
A recent interest in building flight vehicles with Mach 4 

to 6 flight capability has put new demands on the fuel injection 
and flame stabilizing hardware. At these high speeds the inlet 
air is at such a high temperature that it can no longer be used 
to cool the fuel injectors and flameholder. Injection of the fuel 
upstream of the flameholder also presents a problem as the fuel 
would auto-ignite and the high temperature combustion gases 
would destroy the flameholder. One proposed approach is to 
use an integrated fuel-injector flameholder (IFF), as proposed 
by Hautman et al. (1990). This device uses the fuel flowing 
through the flameholder as a heat sink, thus allowing the 
flameholder to survive in the high temperature environment. 

The objective of this study was three fold: 1.) design and 
fabricate a well characterized an easily controlled experimental 

facility to study the three-dimensional flow structure behind a 
model bluff body flameholder with normal fuel jet injection, 2.) 
develop experience in applying optical diagnostics (laser 
Doppler velocimetry and planar laser-induced acetone/OH 
fluorescence) in this flow field, and 3.) make preliminary 
measurements of the flow structure behind a model bluff body 
flameholder with normal jet fuel injection using propane (with 
combustion) and C02 (without combustion). It is envisioned 
that these preliminary measurements, some of which are 
presented here, will be used as a guide to help design future 
bluff body geometries and to select operating conditions. It 
should be pointed out, however, that rather low fuel jet to 
cross-stream momentum ratios were required here since the 
inlet air was nearly room temperature (far lower than the auto- 
ignition temperature) and the cross-stream velocity was much 
higher than the flame speed at this temperature. Large jet 
momentum ratios typical of the normal jet in cross-stream 
studies, which produce large penetration depths, were not 
possible for these inlet conditions as the unburned fuel would 
simply travel downstream without being entrained in the 
recirculation zone behind the bluff body. This would not be the 
case with the inlet air above the auto-ignition temperature. 

In particular, planar images of acetone and OH laser- 
induced fluorescence were made at 8 to 13 spanwise locations 
in the flow downstream of a bluff body flameholder with 
normal fuel jet injection. The fuel jet (propane or C02) was 
seeded with acetone vapor, which fluoresces in the band 
between 350 - 550 nm when excited with UV laser light, so 
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that its trajectory and mixing could be studied. Three different 
fuel jet velocities were used and the flow behind the bluff body 
was studied both with and without combustion. Three- 
dimensional contour plots of acetone and/or OH species 
concentration were constructed using the 8 to 13 two- 
dimensional planar images. 

A number of studies have been conducted in an effort to 
better understand the mixing process behind flameholders. 
Bluff body, as opposed to streamlined body, flameholders are 
typically used in combustion systems as they are of smaller 
mass for the same recirculation zone size behind the bodies. 
Spring et al. (1992) studied whether improved mixing behind 
the bluff body could be enhanced by adding vortex generators 
attached to the base of the bluff body. Simple two and three- 
dimensional bluff bodies, without combustion, have been the 
subject of experimental investigations for a number of years. 
A brief list of these include: Fuji et al. (1978), Perry and 
Steiner (1987), Durao et al. (1988), Williamson (1989) 
Muansingh and Oosthuizen (1990) and Raffoul et al. 
(1995a,b). The isothermal flow behind V-gutter shaped 
flameholders, of various geometries, were studied by 
Hosokawa et al. (1993). Some pertinent studies of flows behind 
bluff bodies with combustion, but without swirl, include those 
by: Fuji and Eguchi (1981), Sjunnesson et al. (1991) and 
Hosokawa et al. (1996). Classical studies of normal jets in a 
cross-stream include: Keffer and Baines (1963), Kamotani and 
Greber (1972), Chassing et al. (1974) and Feam and Weston 
(1974). 

TEST FACILITY 
Experiments were conducted in test cell 18 at the Aero 

Propulsion and Power Directorate at Wright Laboratory. The 
test facility is supplied by air compressors which are controlled 
using a bypass valve to provide a nearly constant 1.5 MPa (220 
psia) supply pressure upstream of the test facility flow control 

T INLET 1, 

PINLET1 

VORTEX 
FLOWMETER 

valve. A manifold downstream of the control valve is used to 
connect three high pressure 50.8 mm (2 in.) diameter hoses to 
the test facility feed pipe. Figure 1 shows a schematic of the 
flow system components. A 101.6 mm (4 in.) diameter 
calibrated vortex flow meter is used to determine the 
volumetric flow rate of air. Pressure and temperature 
measurements downstream of the flow meter allow the density 
to be determined, and thus, the mass flow rate. An orifice plate 
with a 31.75 mm (1.25 in.) diameter hole is used to choke the 
flow so that test section and supply system disturbances are 
isolated from one another and also to increase the pressure and 
thus density at the flow meter, extending its flow range 
capability. The flow then travels through a 152.4 mm (6 in.) 
diameter pipe into a settling chamber having an inside 
diameter of 482.6 mm (19 in.) and an overall length of 1.32 m 
(52 in.). A core buster, constructed out of perf-plate formed 
into a cone with an apex angle of 90°, is used to diffuse the 
high velocity air exiting the pipe at the inlet to the settling 
chamber. Four 482.6 mm (19 in.) diameter sheets of perf-plate, 
separated by 76.2 mm (3 in.) are located downstream of the 
core-buster and are used to equalize the pressure across the 
settling chamber. These are followed by a flow straighter 
constructed out of 76.2 mm (3 in.) thick, 6.35 mm (1/4 in.) 
cell size honeycomb sheet. A specially designed 304.8 mm (12 
in.) long nozzle was fabricated out of plastic, using a stereo 
lithography process, to transition the flow from 457.2 mm (18 
in.) diameter round to a 152.4 x 152.4 mm dimension square 
cross-section. 

The test section is connected to the settling chamber with 
a 482.6 mm (19 in.) long by 152.4 x 152.4 mm inside 
dimension square cross-section transition section. Round rods, 
1.587 mm (1/16 in.) in diameter were epoxied to the side walls 
of the transition section at the upstream end in order to trip the 
boundary layers so that they are turbulent. Each side wall of 

FLAPPER 
NOZZLE 

SUP JOINT 

EXHAUSTER 

Figure 1 Flow facility in test cell 18 of the Aero Propulsion and Power Directorate at Wright Laboratory 
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the test section is constructed of an inside plate made of 
copper and an outside plate made of stainless steel. These 
plates are mated together using o-ring seal screws and silicon 
o-ring cord stock. Water passage grooves were machined in the 
copper plate so that the test section can be cooled. Inserts were 
machined in each of these walls to receive easily removable 
19.05 mm (.75 in.) thick optical quality quartz windows. A 
window frame design was used so that all inside surfaces are 
flush with one another. Ports for pressure transducers and 
thermocouples were also included. Finally, two hinged, water 
cooled, user adjustable plates were located at the exit of the test 
section so that the flow could be choked at the exit of the test 
section. This feature allows the selection of test section 
pressure independent of flow velocity. The air facilities 
exhauster in test cell 18 provided an exhaust pressure of 41.2 
kPa (6 psia). 

All pressure, temperature and flow devices are interfaced 
to a NEFF model 470 series 16 bit A/D data acquisition system 
interfaced to a personal computer. Air and fuel mass flow 
rates, pressures, temperatures, air and fuel reference velocities, 
fuel/air ratio and fuel jet to cross-stream flow momentum ratio 
are calculated and updated on the computer screen 20 times 
per second. 

BLUFF BODY FUEL INJECTOR FLAMEHOLDER 
The bluff body fuel injector, flameholder was fabricated 

out of stainless steel. Figure 2 shows the geometry of this 
component. The 50.8 mm long by 25.4 mm thick (height) by 
151.89 mm span bluff body has a 12.7 mm hemispherical 
radius nose. The bluff body is oriented with its hemispherical 
nose facing upstream toward the incoming flow. Two fuel ports 
are machined into the side of this flameholder. The upstream 
port is used to supply fuel (propane in this study) to normal 
fuel jets located at the center span on the top and bottom of the 
bluff body while the downstream port contains a specially 
design propane/air torch igniter. The torch is ignited using an 
electrical spark prior to turning on the main fuel and is turned 
off once a stable flame is established behind the bluff body 
flameholder. One of four interchangeable main fuel jet orifice 
sizes can be selected. The 7.81 mm diameter top and bottom 
orifices were used in this study. 

Gaseous propane and C02 were used as the "fuels" in this 
study: propane for the reacting flow studies and C02 for the 
isothermal flow studies. Since C02 has the same molecular 
weight as propane, comparisons between the flow structure 
downstream of the bluff body with and without combustion 
could be conducted where both "fuel" mass flow rate and jet 
to cross-stream momentum ratio could be matched 
simultaneously. A Tylan Model FC262HP mass flow meter, 
interfaced to the NEFF data acquisition system, was used 
to measure the total fuel flow rate through the two normal jet 
orifices. Using a system of valves, the propane or C02 could 
either be connected directly to the bluff body main fuel port or 
to a flow loop so that the fuel could be "bubbled" through a 

main fuel port - ■torch igniter part 

c t 
oo T 

25.4 mm   sideview 

•50.8 mm-* 

Figure 2 Bluff body fuel injector flameholder 

temperature controlled reservoir containing liquid acetone. 
The acetone vapor was used to "seed" the fuel and thus was 
used as a marker for unbumed fuel. 

PLANER LASER-INDUCED FLUORESCENCE 
The planer laser-induced fluorescence (PLIF) system used 

for this study is shown schematically in Figure 3. The laser 
beam for OH (Kohse-Hoinghaus, 1994) and acetone (Lozano et 
al., 1992) laser-induced fluorescence (LIF), produced from a 
Quanta-Ray NdrYAG-pumped dye laser system, was spread 
into a sheet using a short focal length negative cylindrical lens 
and a 500-mm focal length, 100-mm diameter spherical lens; 
the resulting sheet dimensions (width and thickness) were 
-100 mm by -0.50 mm at the probe volume. For OH LIF, the 
doubled-dye output, -10 mJ per pulse (at the probe volume) 

was tuned to the PM(8) transition of the A2£+ -X2I1(1,0) band 
(31=281.34 nm) (see Dieke and Crosswhite, 1961). Though the 
R-branch transitions are weaker than those in the P and Q 
branches (Dimpfl and Kinsey, 1979; Chidsey and Crosley 
1980), fluorescence signals were sufficient, and absorption of 
the beam propagating through regions of high OH 
concentration is somewhat reduced by pumping a weaker 
transition. OH and acetone fluorescence was recorded using a 
Princeton Instruments 576 x 384 pixel intensified CCD 
camera fitted with a UV Nikkor lens. Nominal camera gain 
settings were varied between 9.0 and 9.5. Schott colored-glass 
filters, WG-295 and BG-1, rejected scattered radiation and 
transmitted fluorescence from the dominant (1,1)- and (0,0)- 
bands (k = 306-320 nm), where the (0,0)-band fluorescence is 
preceded by vibrational energy transfer from v'=l to v'=0 
(Paul, 1995). Of course, some of the fluorescence, principally 
the (O.O)-band component, is strongly absorbed as it propagates 
through the flame. To ensure that the doubled-dye output 
remained tuned to the Ri(8) transition, the OH LIF signal from 
a laminar reference flame was continuously monitored and 
small adjustments to the dye-laser tuning were made as 
necessary. Signals were maintained to within ± 20% over the 
duration   of the  experiment.  For  recording   the  acetone 
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fluorescence alone, an additional WG-345 Schott filter, which 
strongly absorbs the (0,0)- and (l,l)-band OH fluorescence, 
while transmitting the longer wavelength acetone fluorescence 
(Lozano et al., 1992) was used. 

Spectra Physics 
Quanta-Ray GCR 4 

Figure ^'Schematic of PLIF system 

The lasers and optics were mounted on a large optical 
breadboard, which itself was mounted to a computer- 
interfaced, high-capacity three-axis traversing system placed 
beneath the test section of the combustor. The laser light sheet 
entered through the bottom window of the test section and was 
oriented so that the sheet lies in the x-y coordinate plane; the 
sheet thickness dimension is along the z or spanwise axis. In 
addition, the edge of the sheet was positioned upstream far 
enough so that the fuel jets would be in the field of view. Thus, 
species concentration maps of the time-averaged three- 
dimensional flow field structure were obtained by translating 
the table along the burner spanwise coordinate. Typically, 200 
images at each spanwise location were recorded for; 1.) 
acetone plus OH PLIF, 2.) acetone PLIF with combustion, and 
3.) acetone PLIF without combustion. This imaging technique 
provides the simultaneous visualization of regions of unburned 
fuel (acetone PLIF) and of chemical reaction (OH PLIF) in the 
flame zone. 

These images were used to calculate the time averaged 
concentration (relative) and the rms concentration level of 
acetone and OH for the reacting flow case, of acetone only for 

the reacting flow case, and of acetone only for the isothermal 
flow case at three jet to cross-stream momentum ratios. To 
reduce storage requirements (by a factor of four) and the time 
necessary to collect the data, double binning of the pixels (i.e. 
2 by 2 arrays were stored as one pixel value) was used, 
resulting in a 288-by-192 detector array for the 97.9 x 65.3- 
mm field. Approximately 5-6 minutes were required to collect 
two hundred double binned images. The actual x-y-z spatial 
resolution of the stored images (in field space) is 0.34 x 0.34 x 
0.5 mm (width x height x thickness). 

The images were processed in the following way. First the 
average and standard deviation of each pixel in the two- 
dimensional array were calculated using the two hundred 
images. Next a simple low pass filter, which sets the central 
pixel intensity to the sum of its intensity and its eight adjacent 
neighbors intensities (i.e. 3x3 spatial average) divided by nine, 
was applied to each pixel in the averaged image. Finally, the 
maximum and minimum intensities in the averaged image 
were found, and the mean and standard deviation (i.e. rms) of 
the intensity values that make up the entire averaged image 
were calculated. This process was repeated for each span 
location and "raw" average and standard deviation image files 
were stored. Further processing, which included generating a 
histogram of intensities making up the entire averaged image 
and applying a low pass clipping filter to the intensity values, 
was done. The intensity value used for the clipping filter was 
based on either three standard deviations beyond the mean of 
the entire averaged image or on 99% of the total bin count in 
the histogram (i.e. the top 1% intensity values were clipped 
and set equal to the intensity at the 99% bin value as found via 
the histogram). The lower of these two intensity values was 
used as the clipping threshold. This process was also repeated 
for each span location and "filtered" average and standard 
deviation image files were stored. Only the filtered images are 
shown here. Finally, when multiple span images are presented 
together, the maximum and minimum intensity values for the 
entire span were used to normalize all the images in that 
particular span. This step was undertaken to maximize the 
dynamic range of the images, while still preserving the relative 
concentrations of acetone/OH across the span of the flow. 

FLOW PARAMETERS AND INLET CONDITIONS 
Inlet axial velocities were measured using a single 

component laser Doppler velocimeter (LDV) operating in 
backscatter collection mode. Details of the LDV system are 
given in Raffoul et al. (1995). The nominal flow conditions for 
this inlet velocity survey were: m- 1.134 kg/s (2.5 lbm/s), Püa 
= 118.6 kPa (17.2 psia), T^ = 20°C (68°F), Uref = 34.68 m/s 
(113.8 ft/s). Figures 4 and 5 show the velocity profiles across 
the inlet 101.6 mm (4 in.) upstream of the back edge of the 
bluff body fuel injector flameholder. Each measurement point 
contained 4096 individual velocity realizations and thus the 
95% statistical uncertainty in the mean was less than 2% of the 
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mean velocity in the core region of the flow and less than 3% 
of the mean velocity at the points closest to the walls in the 
boundary layers. Figure 4 shows vertical profiles (top to 
bottom) of the axial velocity at three spanwise locations while 
Figure 5 shows horizontal profiles (along span direction) of the 
axial velocity at three vertical locations. Note that the inlet 
velocities are nearly constant across the span of the flow as 
shown by the three profiles in Figure 4. Figure 5 indicates that 
these profiles will not start changing until one moves out 
toward the walls ( > ±55.88 mm (2.2 in.)) where the side wall 
boundary layers start having an effect Also, Figure 5 shows 
the deficit velocity across the span of the flow at y = 0 due to 
the blockage from the bluff body. The numerically integrated 
mass flow rate using the center span (z = 0) velocities (Fig. 4) 
was found to be 1.161 kg/s (2.56 lbm/s), while that using the 
center height (y = 0) velocities (Fig. 5) was found to be 1.132 
kg/s (2.495 lbm/s). Considering the three-dimensional shape of 
these profiles, due to blockage from the bluff body and to the 
boundary  layers,  it was determined that these values are 
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Figure 5 Inlet axial velocity profiles at three vertical locations 

consistent with one another and that they are in  good 
agreement with the vortex flow meter measurements. 

Nominal air flow conditions for the PLIF studies were: 
m= 0.578 ± 0.011 kg/s (1.275 ± 0.025 lbm/s), ?^ - 1H-7 ± 
1.38 kPa (16.2 ± 0.2 psia), Tw = 22.2°C ± 1.1 (72 ± 2.0 °F), 
Ure£ = 18.90 ± 0.31 m/s (62.0 ± 1.0 ft/s). Note that the air 
velocity had to be reduced from that used for the inlet velocity 
profile survey so that a flame could be stabilized for a 
reasonable length of time behind the bluff body flameholder. 
Many attempts were made to light and stabilize a flame behind 
the bluff body at the higher flow rate without much success. 
Not only was lighting the flame difficult, as it required slowly 
increasing the fuel and air flow until the test conditions were 
reached, but in many cases the flame behind the bluff body 
extinguished shortly after the torch igniter was shut off. Based 
on this, it was decided to reduce the air flow rate by about a 
factor of two for the combustion studies. 

Three fuel jet flow conditions were used in this study 
(Table 1). Note that the fuel mass flow rate and the fuel jet 
reference velocity (i.e. equivalent uniform velocity) account for 
fuel flowing out of the 7.81 mm diameter top and bottom 
orifices. Also included in Table 1 is the fuel jet to air cross- 
stream momentum ratio. The values in Table 1 are for both 
C02 (isothermal case) and propane (reacting case) since the 
molecular weight is the same for both of these gases. 

Table 1. Nominal fuel jet flow conditions 

Low Medium High 

rh (kg/s) 
(lbm/s) 

0.0263 ±2% 
(0.058) 

0.0499 ±2% 
(0.11) 

0.0708 ± 2% 
(0.156) 

Ufuei (m/s) 

(ft/s) 

2.286 ± 2% 
(7.5) 

4.572 ±2% 
(15.0) 

6.096 ±2% 
(20.0) 

Mom. ratio 0.021 0.078 0.15 

EXPERIMENTAL RESULTS AND DISCUSSION 
Although measurements were made at three fuel jet flow 

rates, only the results for the medium fuel flow rate will be 
discussed here. It should be pointed out that the general 
features of the flow behind the bluff body flameholder were 
similar at all three fuel jet flow rates. The low flow rate case 
tended to be more stable as indicated by high speed (200 
frames/sec) video recordings. As the fuel flow rate was 
increased the flow structure behind the bluff body became more 
oscillatory. In fact, it appeared that the flame oscillated 
between two different flow modes at these higher fuel flows 
(higher heat release rates). In one mode, the flame stretched in 
the downstream direction and appeared to momentarily detach 
from the fuel jet. After this event, the flame propagated 
upstream towards the bluff body and reattached near the back 
of the bluff body. This motion was superimposed on the shear 
layer flapping motion and the complicated three-dimensional 
flow around the jet core (i.e. the horseshoe vortex structure) 
into the separated region immediately behind the bluff body. At 
the high fuel flow rate this oscillation became more severe and 
during some of the testing the flame blew out 
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Figures 6 through 8 show PLIF images of OH and acetone 
(marking the fuel), acetone with combustion (i.e. OH signal 
filtered out) and acetone without combustion (C02 injection), 
respectively, across the span of the bluff body with normal fuel 
jet injection for the medium fuel flow rate. All dimensions 
given in these figures are in mm and the coordinate system 
corresponds to that given in Fig. 2. The x = 0 location of these 
images is slightly upstream of the leading edge of the fuel 
orifices. Recall that the laser sheet propagates from the bottom 
to the top of the test section. As such, the bluff body blocks the 
laser sheet above the bluff body except when the sheet passes 
through the fuel jet orifice near the center span of the flow. 
Due to symmetry, one expects the features in this blocked 
region on the top to be similar to those in the corresponding 
region on the bottom. Comparing the images in Fig. 6 with 
those in Fig. 7 shows that the unbumed fuel, denoted by the 
acetone fluorescence signal in Fig. 7, stays near the center 
span (z < 10 mm), while the OH concentration shown in Fig. 
6, denoting products of combustion, extends all the way out to 
the last measurement station (z = 34 mm). This indicates 
substantial spanwise flow structure which was also confirmed 
with video recordings. As mentioned earlier, a flame could 
only be stabilized for cases with low fuel jet to cross-stream 
momentum ratio. These images show that the fuel has to stay 
very close to surface of the bluff body, perhaps in the boundary 
layer, in order to be entrained by the separated flow shear layer 
behind the bluff body. Otherwise the unburned fuel simply 
flows downstream at the cross-stream velocity. Thus, 
comparison of jet penetration and jet trajectory with classical 
studies, which are for relatively high jet to cross-stream 
momentum ratios, was not done here. Figure 8 shows the 
location of the C02 fuel jet without combustion. Comparison of 
these images with those in Fig. 7 allows one to study the effect 
of heat release on the fuel jet trajectory. The acetone PLIF 
images in Fig. 8 show that acetone spreads in the spanwise 
direction out to 16 mm, while the images shown in Fig. 7 
indicate that there is very little fuel at z = 12 mm. The 
reduction in acetone concentration in the reacting flow case 
may be due to reduced acetone number density (i.e. high 
temperature and nearly constant pressure), to the consumption 
of acetone by the flame, or a combination of these. 

Figures 9 through 11 use the same data used to create 
Figs. 6 through 8, respectively, but are presented from an end 
view perspective. The fuel jet cross sections are easily 
identified in these views. Also, note that OH (Fig. 9) fills the 
entire recirculation zone behind the bluff body. It should be 
pointed out that the fuel jet structure shown in Figs. 10 and 11 
may actually be more similar downstream of the bluff body 
than indicated, as no acetone vapor (marking unbumed fuel) 
would be expected in the hot region behind the bluff body in 
the reacting flow case (Fig. 10). Finally, the shear layer (and 
thus flame front) shedding frequency was measured by 
propagating a HeNe laser beam across the span of the flow in 
the shear layer behind the bluff body flameholder. Beam 
bending, due to refractive index gradients, was measured using 
a pinhole in front of a photodetector. A shedding frequency of 
50 Hz was measured corresponding to a Strouhal number of 
0.067 based on bluff body height and inlet reference velocity. 

This is quite different from the value of =0.21 found for shear 
layers behind bluff bodies in isothermal flows without fuel 
injection (Raffoul et al., 1995b). 

CONCLUSIONS 
The planar laser-induced fluorescence technique was 

used to determine the relative OH/acetone concentration levels 
behind a bluff body flameholder with normal fuel jet injection 
in a large scale test facility. This preliminary study indicates 
that a series of time averaged two-dimensional images can be 
combined to give insight into the time averaged three- 
dimensional structure behind the bluff body. Fuel jet trajectory, 
regions of burned and unburned fuel, the effects of heat release 
on fuel jet trajectory, and the size and spanwise extent of the 
recirculation zone were determined using this technique. 
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INTENSITY 

Figure 7 Acetone PLIF images across bluff body span with 
combustion at medium fuel flow rate 

Figure 6 OH and acetone PLIF images across bluff body span 
with combustion at medium fuel flow rate 

Figure 8 Acetone PLIF images across bluff body span without 
combustion at medium C02 flow rate 
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INTENSITY 
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Figure 9 End view of OH and acetone PLIF images behind bluff body with combustion at medium fuel flow rate 

Figure 10 End view of acetone PLIF images behind bluff body with combustion at medium fuel flow rate 

Figure 11 End view of acetone PLIF images behind bluff body without combustion at medium C02 flow rate 
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ABSTRACT 
Two-dimensional temperature measurements in reacting flows 

have been measured using Filtered Rayleigh Scattering (FRS). In 
FRS iodine is contained in an optical cell. An injection seeded 
Nd:YAG laser is tuned to an absorption line of iodine. The iodine 
filter is placed in front of an intensified CCD camera recording 
the scattered light. Scattering from solid surfaces and particles is 
strongly absorbed by the iodine, while much of the Doppler 
broadened Rayleigh scattering is transmitted by the filter. The 
gas temperature can be deduced from the measured transmission 
of the molecular Rayleigh scattering. Two different premixed 
flames were investigated, a hydrogen-air flame created using a 
Hencken burner and a methane-air flame. The accuracy of the 
FRS measurements was investigated by comparing FRS-derived 
temperatures with calculated values and temperatures recorded 
with coherent anti-Stokes Raman spectroscopy. For the 
hydrogen-air flames, the FRS method gave temperatures within 
2% of the expected value (from measurement and/or calculation). 
Methane-air flames were investigated to demonstrate the 
effectiveness of FRS to measure to obtain "large field" two- 
dimensional temperature information in a buoyantly driven flame. 
An uncertainty analyses is given to show the strengths and 
weaknesses of the FRS technique for temperature measurements 
in combustion flows. 

NOMENCLATURE 
A(v) Transmission profile -. 
f Property 
I(v) Intensity 
k Boltzmann constant 
ko Incident unit light wave vector 
ks Incident unit light wave vector 
M Molecular mass 
N Number density 
P Pressure 
ri Scattering distribution 
S(v) Recorded intensity 
T Temperature 
V Velocity 
X, Mole fraction 
X Dimensionless frequency 
y y-parameter 
AfD Frequency Doppler shift 
Au Uncertainty 
6 Angle between incident and scattered wave vectors 
X Laser linewidth 
u viscosity 
v Frequency 
<J) Equivalence ratio 
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INTRODUCTION 
Currently there are few optical techniques suitable for 

temporally resolved, two-dimensional temperature measurements 
in reacting flows. Two techniques that can be used for this 
purpose are planar laser-induced fluorescence (PLIF) and 
Rayleigh scattering (unfiltered). Fluorescence techniques can be 
classified as either multiple or single frequency methods. 
Multiple frequency methods in which two lasers are used 
simultaneously to pump different transitions using NO (McMillin 
et al., 1993) and OH (Seitzman et al., 1993) have been 
demonstrated. These methods are much more versatile and can 
potentially produce accurate planar temperature fields. However, 
the two-laser techniques are more complicated and expensive to 
implement. Single frequency techniques, such as two-line 
molecular fluorescence (TLMF) (Cattolica et al., 1983) and 
absolute fluorescence (ABF) (Seitzmann et al., 1985), have also 
been demonstrated in flames. The TLMF technique using 
overlapped transitions from two vibrational bands is best suited 
for high temperatures where significant population of the v = 1 
vibrational state is present. The ABS technique typically requires 
seeding of the reactants with a fluorescing species so that the seed 
species mole fraction remains constant. The required use of a 
nonreacting seed species is a significant limitation in practical 
flames. 

Rayleigh scattering is a simpler approach that requires only a 
single laser at a fixed frequency. Fourguette et al. (1986) and 
Dibble et al. (1995) have used variations on this approach to 
obtain instantaneous two-dimensional temperature fields with 
accuracies better than 4% over the range of 300 to 2000 K. 
However, in both cases, the fuel and air were carefully filtered to 
insure minimal interferences from particle scattering. In practicle 
open flames, such as the typical laboratory Bunsen flame or those 
found in practical devices, scattering from particles can be much 
greater than that from molecules, limiting the applicability of the 
unfiltered Rayleigh scattering technique to "ideal" environments. 

Molecular filter techniques to modify the light scattered from 
particles or molecules in the flow field offer the possibility of 
measuring single or multiple properties simultaneously. The 
molecular filter is simply a cylindrical optical cell that contains a 
molecule which has absorption transitions within the frequency 
tuning range of the laser. The molecular filter is placed in front 
of the receiving optics to modify the frequency spectrum of the 
scattering. Miles et al. (1992) demonstrated filtered Rayleigh 
scattering (FRS) employing molecular iodine filters in 
conjunction with an injection seeded, frequency-doubled, 
Nd:YAG laser (A = 532 run). With injection seeding the 
linewidth is narrow, and the laser frequency can be tuned to 
match the transitions of iodine. Using the FRS technique for 
background suppression, the laser is tuned so that unwanted 
scattering from walls and windows is absorbed while the Doppler 
shifted Rayleigh (or Mie) scattering from molecules or particles 
in the flow field is shifted outside the absorption well. The FRS 
flow visualization technique has been used for background 
suppression by Elliott et al.(1992), in the study of compressible 

free mixing layers, and by Arnette et al.(1995) in the study of 
boundary layers. 

Miles et al. (1992) showed that average properties of the flow 
at each point in the illuminated plane can be obtained with 
molecular scattering, when the laser frequency is tuned through 
the width of the absorption well of the iodine. The resulting 
intensity profile is then compared to a theoretical profile and the 
average velocity, density, temperature, and pressure are thus 
determined. Molecular filter-based techniques have been 
developed to measure the average velocity (Doppler Global 
Velocimetry, DGV, (Meyers and Komine, 1991)) or 
instantaneous velocity (Filtered Planar Velocimetry, FPV, (Elliott 
et al., 1994)) in a two-dimensional plane from particles in the 
flow field. Recently, Hoffman et al. (1995) demonstrated that 
FRS could be used to obtain temperature measurements in lightly 
sooting flames, but there is still a need for more comprehensive 
treatment of the uncertainty of the measurement technique. 

In the present paper, FRS will be demonstrated and evaluated 
for measuring temperatures in combustion environments. The 
technique will be compared to adiabatic flame temperature 
calculations and measurements made using coherent anti-Stokes 
Raman spectroscopy (CARS). The usefulness of the technique 
for measurements near surfaces, in particle laden flames, and in 
large two-dimensional regions of the flame will be demonstrated. 
This will be followed by a detailed uncertainty analysis. 

EXPERIMENTAL ARRANGEMENT 
The experiments were conducted at Wright Laboratory (Wright- 

Patterson AFB, Ohio) and at the Gas Dynamics and Laser 
Diagnostics Laboratory at Rutgers University. Figure 1 gives a 
schematic of the burner and optical arrangement for the 
measurements described. Two different burners were used in this 
study with flow conditions given in Table 1. At Wright 
Laboratory a hydrogen-air flame was studied using a Hencken 
burner. The temperatures in this flame has been measured over 
a wide range of conditions using CARS, and the flat temperature 
profile across the burner, makes it ideal for testing the FRS 
technique. The second burner is copper burner with an array of 
64, 1 mm diameter, holes within an area of 169 mm2. Premixed 
methane, nitrogen, and oxygen were independently controlled and 
fed into the copper burner at various mixtures and flow rates 
(Table 1). 

Using a combination of cylindrical and spherical lenses the 
interrogation laser beam was formed into a sheet. Two different 
frequency-doubled Nd:YAG lasers were used in the present 
experiments; a Spectra Physics GCR-150 (Henken burner 
experiments at Wright Laboratories) with approximately 400 mJ 
per pulse and a Spectra Physics GCR-230 (copper burner 
experiments at Rutgers) with 650 mJ per pulse. Both lasers have 
an injection seeder to provide a narrow line width (~ 100 MHz) 
and the laser frequency can be tuned through absorption lines of 
iodine around 532 nm. The Nd:YAG lasers used in these 
experiments have a pulse duration of approximately 10 ns with a 
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repetition rate of 10 Hz. Photodiodes were used to monitor the 
laser energy and laser frequency fluctuations, using a second 
iodine filter. The Rayleigh scattering signal is collected using a 
Princeton Instruments 14-bit intensified CCD camera. The 
images are stored on a Pentium 100 MHz personal computer 
providing camera control, laser synchronization, and laser 
frequency tuning. 

The key component of the FRS system is the iodine filter 
(Figure 2). The iodine filter is a glass cylinder 9 cm in diameter 
and 24 cm in length with flat optical windows on both ends. 
Similar iodine filters have been used in other molecular filter 
based techniques (Miles et al. 1992 and Elliott et al., 1994). 
Iodine vapor is formed in the cell by inserting a small amount of 
iodine crystals and evacuating the cell. The cell temperature 
(TK„) is raised above the ambient temperature with electrical heat 
tape so that no iodine crystallizes on the windows. The coldest 
point in the cell is set in the side arm (TI2), which is housed in a 
water jacket and maintained at a constant temperature by a 
circulation water bath. The temperature of the side arm controls 
the vapor pressure (number density) of the iodine in the 
absorption cell. Figure 3 presents the absorption spectra; with the 
two optically thick absorption lines used in the present 
experiments at 18788.44 and 18789.28 cm-1. The profile was 
taken with the cell operated at T«,, = 358 K and TI2 = 318 K. 

where X is the wavelength of the incident light, (v -v0) is the 
frequency difference from line center, 6 is the angle between the 
incident and scattered wave vectors, k is the Boltzmann constant, 
T is the temperature of the gas, and M is the molecular mass. The 
y parameter, which is the ratio of the collisional frequency to the 
acoustic spatial frequency, characterizes the shape of the Rayleigh 
scattering spectrum and is given by 

X? 

4nsin(6/2) \| 2kT 

M 
(2) 

wher P is the pressure and u is the viscosity. For y of order of 
unity or greater (the kinetic regime), Brillouin components 
become important and kinetic models must be used. For y «1 
(low pressures or high temperatures) the scattering spectrum is 
Gaussian and the Brillouin components can be neglected (Pitz et 
al., 1976). The total spectral intensity (Pitz et al., 1976) is given 
by the intensity of the scattering of the ith gas species weighted 
with its mole fraction x, and Rayleigh cross section cfo and is 
given by 

I(v) = CI0N£. xiaRiri(T,P,Mi,e,v) (3) 

RESULTS AND DISCUSSION 
Rayleigh scattering has been used to investigate reacting and 

nonreacting flow fields for many years, and the theoretical 
analysis is well known both computationally and experimentally. 
Using a laser to interrogate a flow field the Rayleigh scattering 
signal from molecules within the flow field can be collected 
(provided the laser has enough energy and the camera has enough 
sensitivity). There are several important parameters governing 
the scattered intensity (i.e. intensity of the illuminating light, 
polarization, frequency of the illuminated light, etc.). Applying 
the FRS technique to combustion environments, both the intensity 
and spectral profile of the scattering are needed to deduce the 
temperature. In flow fields studied at atmospheric pressure and 
temperature (as is the case for the conditions at the edges of the 
flames in the present investigation), Brillouin scattering effects 
should be considered. Several different models exist for 
calculating the Rayleigh scattering spectral profile (Yip and 
Nelkin, 1964 and Tenti et al., 1972), and these have been 
confirmed by experimental measurements (Lao et al., 1976). The 
scattered spectrum is typically parameterized by the 
dimensionless frequency X and the y parameter. The frequency 
is nondimensionalized by the thermal broadening and is given by 

X 
X\\ 

2sin(0/2) \ 2kT 
M 

(1) 

where C is the optics calibration constant, I0 is the incident laser 
light intensity, N is the total number density, and r; is the 
scattering distribution of the ith gas species determined by the 
kinetic model (i.e. S6 model used by Tenti et al., 1972). 

The total intensity collected (by the detection device) is a 
convolution of the total spectral intensity (I(v)) and the 
transmission profile (A(v)), as shown schematically in Figure 4, 
and is given by 

S(v) |l(v/)A(v v')dv; 
(4) 

Scattering from particles and surfaces has a narrow linewidth and 
is attenuated by the iodine filter (Figure 4). Since the Rayleigh 
scattering from molecules is thermally broadened, part of the 
scattered intensity (16% to 42%) passes outside the absorption 
profile (as illustrated by the shaded region of Figure 4). This is 
a significant characteristic of FRS, since molecular Rayleigh 
scattering is generally weak relative to surface and particle 
scattering. In order to eliminate the optical calibration constant 
on the incident laser irradiance distribution, flame images were 
nondimensionalized by scattering collected from the air at 
ambient conditions. 

For the present experiments only premixed flames are 
considered and the dominant species is nitrogen, therefore the 
scattering will be assumed to be from a single species. This is a 
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common assumption in Rayleigh scattering temperature 
measurements in combustion and will be evaluated in the 
uncertainty analysis. With these assumptions, and since the 
flames are all at atmospheric pressure, the intensity is a function 
only of temperature for a given optical arrangement; thus the 
normalized intensity is 

S(v)   _     NN2/oN;r(T,P,MN;,e,v)A(v-v/)dv' 
s*(v)     N.|a.r(TSTp,PSTp,M.,e,v)A(v-v')d 

(5) 

by looking at the local gas temperature one can see the influence 
on the collected intensity through the gas number density (N) and 
by influence in changing the thermal broadening, which increases 
the portion of the scattering transmitted by the filter. For the 
present experiments two different iodine lines were used (at 
18788.44 and 18789.28 cm"'. Therefore, if the normalized 
intensity ratio (S(v)/Sair(v)) is known the temperature can be 
determined from the profiles of intensity ratio and temperature 
which can be calculated from the computational model of the 
Rayleigh scattering process. 

Although not significant in the relatively low speeds of the 
present experiments, one should note that the profile can also be 
shifted in frequency relative to the illuminating laser due to the 
Doppler shift which is given by 

A/D 

1 
&-**)•£ (6) 

profile, as shown by CARS measurements. Most likely this 
temperature variation is due to the photon shot-noise statistics. 
Thus the signal-to- noise ratio can be improved by either 
increasing the number of photons collected (more laser energy per 
pulse), low pass filtering, or binning multiple pixels together. 
Figure 5b shows the effect of binning 3 adjacent pixels together 
(Fig. 5c). As expected, the random temperature fluctuations 
decrease, but at the cost of decreased spatial resolution (0.1 mm2 

to 1 mm2). Figure 5c is the two-dimensional temperature field 
made by averaging 40 instantaneous images together. As 
expected this shows the least amount of temperature fluctuation, 
but of course the instantaneous information is lost. 

Figure 6a and 6b gives the average temperature and standard 
deviation in the flat portion of the hydrogen-air flame for various 
equivalence ratios. The temperatures measured with FRS have 
excellent agreement with the adiabatic flame temperatures and the 
CARS measurements. The maximum deviations are at the highest 
temperatures with the FRS measurements always slightly lower, 
as expected. It should be noted that the CARS measurements use 
the highest temperature as a calibration and may actually have 
even better agreement with the FRS measurements than is shown 
here. The standard deviation of the temperature across the flat 
portion of the flame is given in Figure 6b for the instantaneous, 
bin-by-three, and average temperature fields for various 
equivalence ratios. Binning the pixels of the instantaneous image 
by three decreases the signal to noise ratio by approximately three 
for all cases which would be the case if the fluctuations were a 
result of photon statistics. The percent of temperature fluctuation 
for the average, instantaneous, and instantaneous bin-by-three 
temperature fields were found to be approximately 2%, 8%, and 
3% respectively. 

where ks and k0 are the observed and incident unit light wave 
vectors, respectively, and V is the flow velocity vector. The error 
analysis will show that in the present experiments, the flow rates 
are relatively low and the scattering is collected normal to the 
primary velocity component, resulting in a negligibly small 
Doppler shift. 

Hydrogen-Air Flame 
Figure 5 gives the two-dimensional temperature field (x-y view) 

for a hydrogen-air flame (equivalence ratio 4> = 0.25) 2 cm above 
the Henken burner with a plot of the temperature profile in the 
center of the image given below the appropriate image. No 
particular care was taken to physically eliminate particles in the 
flame or in the surroundings. Scattering from particles generally 
will dominate the Rayleigh scattering; however, in the present 
experiment particle scattering is strongly absorbed since it is not 
thermally broadened. The adiabatic flame temperature in this 
case is 1065 K. Figure 5a shows a single-shot instantaneous 
temperature field with the average temperature away from the 
edges of the flame being 1062 K. The instantaneous profile has 
large temperature variations in what should be a relatively flat 

Methane-Nitrogen-Oxygen Flame 
Figure 7 shows the temperature field from the copper burner 

with a premixed methane-nitrogen-oxygen flames stabilized 
above the copper burner. Figure 7a is averaged from 120 
instantaneous images for each case. Figure 7b shows temperature 
fields at an equivalence ratio of 0.65. The corresponding 
adiabatic temperature is 1664 K with an average temperature 
from FRS of 1594 K. The instantaneous images show 
temperature fluctuations within the product region due to 
nonuniformities in the flow through the holed-array burner. As 
expected, the measured temperatures are below the adiabatic 
flame temperatures due to the averaging process, heat losses to 
the burner surface, and mixing with ambient air. The temperature 
in the premixed region would be expected to be at a temperature 
of approximately 300 K, but the temperature was measured to be 
slightly lower (27IK and 283 K) due to the presence of the 
methane which has a much higher Rayleigh scattering cross 
section. 

One of the greatest advantages of FRS for two-dimensional 
temperature measurements is in its ability to capture instantaneous 
fluctuations of unsteady flames.   Figure 8 shows the average 
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(Figure8a) and instantaneous temperature fields (Figures 8b,c) of 
the premixed methane-nitrogen-oxygen flame with an 
equivalence ratio of 1.21 and an adiabatic flame temperature of 
2510 K. Using FRS the flame temperature was measured at 2265 
K. Again this lower temperature is due to unsteadiness of the 
flame in conjunction with the averaging process. Almost all the 
instantaneous images show buoyantly driven vortices rolling up 
on the edge of the flame and the associated temperature variation 
within them. 

Uncertainty Analysis 
A simple uncertainty analysis has been performed to estimate 

the uncertainty associated with the temperature measurements 
using FRS. The absolute error can be calculated if the property 
measured can be written as a function of the independent 
variables. Generally, the overall uncertainty is defined as 

Auf = Au.— 
V 

(7) 

methane with a Rayleigh scattering cross section twice that of 
nitrogen causes the temperatures to be underestimated, as is seen 
in the Figures 7 and 8. The product region of the flame, however, 
shows a lower uncertainty of approximately 4%. Of course the 
uncertainties for the instantaneous images are higher (due to 
higher noise in the recorded intensity) than those given in Table 
3: greater than 10% in the reactant region and 7% in the products. 
It should also be noted here that the values for the uncertainty of 
the independent variables were generally overestimated, resulting 
in very conservative total uncertainties in the temperature 
measured with FRS. Also if more information is known about the 
composition, the total uncertainty can be further reduced. 

For future studies it may be possible that the uncertainties 
associated with the Rayleigh scattering cross section can be 
eliminated. This is done by using a second camera, with no filter, 
to normalize the filtered image. The uncertainty analysis shows 
this would greatly reduce the error, but the temperature 
measurement would be susceptible to scattering from particles 
and surfaces. Also the uncertainty could be greatly reduced by 
enhancing the thermodynamic stability of the molecular filter and 
by more accurate cameras which may be available in the future. 

where Auf is the overall uncertainty and f(uj,u ,..„u) is the 
property measured as a function of the independent variables 
u,,^,...,^, which have corresponding uncertainties of Au ,, Au 2, 
...,Au n Ideally one could write a closed-form expression for the 
dependent variable (i.e. temperature), however, this is not 
possible due to the computational model which is utilized in FRS. 
Therefore, the partial derivatives and the total uncertainty are 
solved computationally-using the model. The uncertainty in 
temperature for each independent variable and the total 
uncertainty is given in Table 2 for the average measurements of 
the hydrogen-air flame. Note that measurements were made in 
the reactants and products. Equilibrium concentrations of the 
species present in the flame were used to calculate the uncertainty 
due to differences of molecular weight and Rayleigh scattering 
cross section from that of nitrogen. 

As seen in Table 2, the uncertainties for the hydrogen-air flame 
are approximately 8.5% on average which is high when compared 
with the agreement obtained between the FRS measured 
temperatures and the adiabatic flame temperature. This is due 
mainly to the fact that for these flames the uncertainty due to the 
molecular weight and Rayleigh scattering cross section are added 
when in actuality they cancel each other out (i.e. the molecular 
weight of the mixture is lower than nitrogen which results in more 
of the scattering broadened outside of the absorption filter, while 
that of the Rayleigh scattering cross section of the mixture is 
lower than nitrogen resulting in less signal). Taking this fact into 
consideration reduces the uncertainty to approximately 5%, which 
is more in line with the measurements. 

The highest uncertainties were found to be within the reactant 
region of the methane flame given in Table 3, particularly for the 
flame with the equivalence ratio of 1.2.   The predominance of 

CONCLUSIONS 
Filtered Rayleigh Scattering (FRS) was demonstrated for two- 

dimensional thermometry in reacting flows. Temperatures were 
recorded in laboratory flames containing particles and/or near 
surfaces using molecular Rayleigh scattering. Hydrogen-air 
flames created using a Hencken burner, and premixed methane- 
oxygen-nitrogen flames were investigated. The accuracy of the 
FRS measurements was tested by comparing FRS-derived 
temperatures with calculated values and temperatures recorded 
with coherent anti-Strokes Raman spectroscopy (CARS). For 
these flames, the FRS method gave temperatures within 2% of the 
expected value (from measurement and/or calculation). 
Furthermore, the precision of single-shot FRS measurements in 
the hydrogen/air flame was within ±8% for individual pixels; of 
course, binning signals from individual pixels significantly 
improved the precision (though at the cost of reducing the spatial 
resolution). Methane-air flames were investigated to demonstrate 
the usefulness of FRS to obtain "large field" two-dimensional 
temperature information in buoyantly driven flames. 
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Table 1. F ame Cond tions for FRS Experiments 

Flame Burner Equiv. 
Ratio 

Moles of 
N2 

Flow 
Rate 
SLM 

H2-Air Hencken 0.13 to 
1.0 

0.75 to 
0.56 

- 

CH4-A Copper 0.65 0.76 1.6 

CH4-B Copper 1.21 0.56 2.41 

Table 2. Uncertainty in Temperature for H2 Flame 

Flame H2-Air 
0.13 

H2-Air 
0.45 

H2-Air 
1.0 

A(v) ±2% 31K 31K 31K 

v ±20MHz 14 K 14 K 14 K 

M 10K 96 K 149 K 

V±lm/s 2K 2K 2K 

OR 42 K 65 K 87 K 

Total 66 K 126 K 180 K 

% Error 9.3 % 8.3 % 7.5 % 

Table 3. Uncertainty in Temperature for Met hane Flame 

Flame 

0> 

CH4-A 
Reactant 

0.65 

CH4-E 
Reactant 

1.2 

CH4-C 
Products 

0.65 

CH4-E 
Products 

1.2 

A(v) 
±2% 

12 K 12 K 31 K 12 K 

V 

±20MHz 
14 K 14 K 14 K 14 K 

M 0.2 K 52 K 2.1 K 42 K 

V±lm/s 2K 2K 2K 2K 

OK 23 K 86 K 52 K 7K 

Total 33 K 103 K 73 K 66 K 

% Error 11 % 34% 4.4 % 2.6 % 
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molecular Rayleigh scattering. 
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ABSTRACT 

Filtered Rayleigh Scattering (FRS) has been investigated to determine the feasibility of the 

technique to obtain instantaneous two-dimensional temperature measurements in reacting flows. 

The laser frequency, of an injection seeded Nd:YAG laser, is tuned to an absorption line of iodine 

which is contained in an optical cell. The iodine filter is placed in front of an intensified CCD 

camera recording the scattered light. Background scattering from solid surfaces and particles is 

strongly absorbed by the iodine, while much of the Doppler broadened Rayleigh scattering is 

transmitted by the filter. The gas temperature can then be deduced from the measured transmission 

of the molecular Rayleigh scattering. Two different premixed flames were investigated, a hydrogen- 

air flame created using a Hencken burner and a methane-air flame. The accuracy of the FRS 

measurements was investigated by comparing FRS-derived temperatures with calculated values and 

temperatures recorded with coherent anti-Stokes Raman spectroscopy. For the hydrogen-air flames, 

the FRS method gave temperatures within 2% of the expected value (from measurement and/or 

calculation). Methane-air flames were investigated to demonstrate the effectiveness of FRS to 

measure temperatures near surfaces (within 300 urn) and to obtain "large field" two-dimensional 

temperature information in a buoyantly driven flame. A detailed uncertainty analyses is provided to 

show the strengths and limitations of the FRS technique for temperature measurements in reacting 

flows. 

+ Mechanical and Aerospace Engineering, Rutgers University, Piscataway, NJ 08855 

: Innovative Scientific Solutions Incorporated, Dayton, OH  45440 
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BACKGROUND 

Few optical techniques are suitable for temporally resolved (resolution < 1 us), two- 

dimensional temperature measurements in reacting flows. Two techniques that can be used for this 

purpose are planar laser-induced fluorescence (PLIF) and Rayleigh scattering (unfiltered). 

Fluorescence techniques can be classified as either single or multiple frequency methods. Single 

frequency techniques, such as variants of two-line molecular fluorescence (TLMF) (Cattolica et al., 

1983) and absolute fluorescence (ABF) (Seitzmann et al., 1985), have been demonstrated in flames 

previously. The TLMF technique using overlapped transitions from two vibrational bands is best 

suited for high temperatures where significant population of the v = 1 vibrational state is present. 

The ABS technique typically requires seeding of the reactants with a fluorescing species so that the 

seed species mole fraction remains constant. The required use of a nonreacting seed species is a 

significant limitation in practical flames. 

Multiple frequency methods in which two lasers are used simultaneously to pump different 

transitions using NO (McMillin et al., 1993) and OH (Seitzman et al., 1993) have also been 

demonstrated. These methods are much more versatile and can potentially produce accurate planar 

temperature fields. However, the two-laser techniques are more complicated and expensive to 

implement. Planar Rayleigh scattering represents a simpler approach that requires only a single laser 

at a fixed frequency. Fourguette et al. (1986) and Dibble et al. (1995) have used variations on this 

approach to obtain instantaneous (within a few nanoseconds) planar temperature fields with 

accuracies better than 4% over the range of 300 to 2000 K. However, in both cases, the fuel and air 

were carefully filtered to insure minimal interferences from particle scattering. In open flames, such 

as the typical laboratory Bunsen flame or those found in practical devices, scattering from particles 

can be much greater than that from molecules, limiting the applicability of the unfiltered Rayleigh 

scattering technique to controlled environments. 

G.S. Elliott et al. 2 

104 



Techniques employing molecular filters to modify the light scattered from particles or 

molecules in the flow field offer the possibility of measuring single or multiple properties 

simultaneously." One of the first uses of molecular filters in a diagnostic technique was to eliminate 

large particle scattering in LIDAR temperature measurements (Shimizu et al., 1983 and 1986). The 

molecular filter is simply a cylindrical optical cell that contains a molecule which has absorption 

transitions within the frequency tuning range of the laser. The molecular filter is placed in front of 

the receiving optics to modify the frequency spectrum of the scattering. Miles et al. (1992) first 

demonstrated filtered Rayleigh scattering (FRS) employing molecular iodine filters in conjunction 

with an injection seeded, frequency-doubled, Nd:YAG laser (X = 532 nm). With injection seeding 

the linewidth is narrow, and the laser frequency can be tuned to match the transitions of iodine. 

Using the FRS technique for background suppression, the laser is tuned so that unwanted scattering 

from walls and windows is absorbed while the Doppler shifted Rayleigh (or Mie) scattering from 

molecules or particles in the flow field is shifted outside the absorption well. The FRS flow 

visualization technique has been used for background suppression by Elliott et al.(1992), in the study 

of compressible free mixing layers, and by Arnette et al.(1995) in the study of boundary layers. 

In addition to qualitative flow visualizations, Miles et al. (1992) showed that average 

properties of the flow at each point in the illuminated plane can be obtained with molecular 

scattering, when the laser frequency is tuned through the width of the absorption well of the iodine. 

The resulting intensity profile is then compared to a theoretical profile and the average velocity, 

density, temperature, and pressure are thus determined. Other molecular filter-based techniques 

have been developed to measure the average velocity (Doppler Global Velocimetry, DGV, (Meyers 

and Komine, 1991)) or instantaneous velocity (Filtered Planar Velocimetry, FPV, (Elliott et al., 

1994)) in a two-dimensional plane from particles in the flow field. Recently, Hoffman et al. (1995) 

demonstrated that FRS could be used to obtain temperature measurements in lightly sooting flames, 

but there is still a need for more comprehensive treatment of the uncertainty of the measurement 
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technique. 

In the present paper, FRS will be demonstrated and evaluated for measuring temperatures 

in combustion environments. The technique will be compared to adiabatic flame temperature 

calculations and measurements made using coherent anti-Stokes Raman spectroscopy (CARS). The 

usefulness of the technique for measurements near surfaces, in particle laden flames, and in large 

two-dimensional regions of the flame will be demonstrated. This will be followed by a detailed 

uncertainty analysis. 

EXPERIMENTAL ARRANGEMENT 

The experiments were conducted at Wright Laboratory (Wright-Patterson AFB, Ohio) and 

at the Gas Dynamics and Laser Diagnostics Laboratory at Rutgers University. Figure 1 gives a 

schematic of the burner and optical arrangement for the measurements described. Three different 

burners were used in this study with flow conditions given in Table 1. At Wright Laboratory a 

hydrogen-air flame was studied using a Hencken burner with a 25mm square combustion region. 

The temperatures in this flame has been measured over a wide range of conditions using CARS, and 

the flat temperature profile across the burner, makes it ideal for testing the FRS technique. The 

applicability of FRS for measuring temperatures near the burner surface was investigated in a 

methane-air flame stabilized on a sintered-bronze McKenna burner which was water cooled to 283 

K. The third burner is copper burner with an array of 64,1 mm diameter, holes within an area of 169 

mm2. Premixed methane, nitrogen, and oxygen were independently controlled and fed into the 

copper burner at various mixtures and flow rates (Table 1). 

The interrogation laser beam was formed into a sheet with a combination of cylindrical and 

spherical lenses. Two different frequency-doubled Nd:YAG lasers were used in the present 

experiments; a Spectra Physics GCR-150 (Henken and McKenna burner experiments at Wright 

Laboratories) with approximately 400 mJ per pulse and a Spectra Physics GCR-230 (copper burner 

G.S. Elliott et al. 4 

106 



experiments at Rutgers) with 650 mJ per pulse. Both lasers have an injection seeder to provide a 

narrow line width (- 100 MHz) and the laser frequency can be tuned through absorption lines of 

iodine around 532 nm. The Nd:YAG lasers used in these experiments have a pulse duration of 

approximately 10 ns with a repetition rate of 10 Hz. Photodiodes were used to monitor the laser 

energy and laser frequency fluctuations, using a second iodine filter. The Rayleigh scattering signal 

is collected using a Princeton Instruments 14-bit intensified CCD camera. The images are stored on 

a Pentium 100 MHz personal computer providing camera control, laser synchronization, and laser 

frequency tuning. 

A major component of the FRS system is the iodine filter. The iodine filter is simply a glass 

cylinder 9 cm in diameter and 24 cm in length with flat optical windows on both ends. Similar 

iodine filters have been used in other molecular filter based techniques (Miles et al. 1992 and Elliott 

et al., 1994). Iodine vapor is formed in the cell by inserting a small amount of iodine crystals and 

evacuating the cell. The cell temperature (Tcell) is raised above the ambient temperature with 

electrical heat tape so that no iodine crystallizes on the windows. The coldest point in the cell is set 

in the side arm (Tn), which is housed in a water jacket and maintained at a constant temperature by 

a circulation water bath. The temperature of the side arm controls the vapor pressure (number 

density) of the iodine in the absorption cell. Figure 2 presents the absorption spectra; with the two 

optically thick absorption lines used in the present experiments at 18788.44 and 18789.28 cm4. The 

profile was taken with the cell operated at TceI1 = 358 K and TI2 = 318 K. 

THEORETICAL DESCRIPTION 

Rayleigh scattering has been used to investigate reacting and nonreacting and flow fields for 

many years, and much of the theoretical analysis is well known. When interrogating a flow field 

with a laser and collecting the Rayleigh scattering signal from molecules within the flow field, there 

are several important parameters governing the scattered intensity (i.e. intensity of the illuminating 
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light, polarization, frequency of the illuminated light, etc.). In the current use of the FRS technique 

in combustion environments, the intensity and spectral profile of the scattering are needed to deduce 

the temperature! Since the flames studied here are at atmospheric pressure, Brillouin scattering 

effects should be considered. Several different models exist for calculating the Rayleigh scattering 

spectral profile (for example see Yip and Nelkin, 1964 and Tenti et al, 1972), and these have been 

confirmed by experimental measurements (Lao et al., 1976). The shape of the scattered spectrum 

is typically parameterized by the dimensionless frequency X and the y parameter. The frequency 

is nondimensionalized by the thermal broadening and is given by 

*|v-vj M (1) 

2sin(0/2) \ 2kT 

where X is the wavelength of the incident light, (v -v0) is the frequency difference from line center, 

0 is the angle between the incident and scattered wave vectors, k is the Boltzmann constant, T is the 

temperature of the gas, and M is the molecular mass. The y parameter, which is the ratio of the 

collisional frequency to the acoustic spatial frequency, characterizes the shape of the Rayleigh 

scattering spectrum and is given by 

X? M (2) 
4nsin(6/2) \ 2kT 

Here, P is the pressure and u is the viscosity. For y of order of unity or greater (the kinetic regime), 

Brillouin components become important and kinetic models must be used. For y «1 (low pressures 

or high temperatures) the scattering spectrum is Gaussian and the Brillouin components can be 

neglected (Pitz et al., 1976). The total spectral intensity (Pitz et al., 1976) is given by the intensity 
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of the scattering of the ith gas species weighted with its mole fraction x; and Rayleigh cross section 

ORJ and is given by 

I(v) = C I0N £. x.oR.r.(T,P,Mi,0,v) (3) 

where C is the optics calibration constant, I0 is the incident laser light intensity, N is the total number 

density, and r; is the scattering distribution of the ith gas species determined by the kinetic model (i.e. 

S6 model used by Tenti et al, 1972). 

The intensity collected by the camera is a convolution of the total spectral intensity (I(v)) 

and the transmission profile (A(v)), as shown schematically in Figure 3, and is given by 

i(v) = fl(v')A(v -v^dv7 (4) 

The scattering from particles and surfaces has a narrow linewidth and is attenuated by the iodine 

filter (Fig. 3). Since the Rayleigh scattering from molecules is thermally broadened, part of the 

scattered intensity (16% to 42%) passes outside the absorption profile (as illustrated by the shaded 

region of Figure 3). This is a significant characteristic of FRS, since molecular Rayleigh scattering 

is generally weak relative to surface and particle scattering. In order to eliminate the optical 

calibration constant on the incident laser irradiance distribution, flame images were 

nondimensionalized by scattering collected from the air at ambient conditions. 

For the present experiments only premixed flames are considered and the dominant species 

is nitrogen, therefore the scattering will be assumed to be from a single species. This is a common 

assumption in Rayleigh scattering temperature measurements in combustion and will be evaluated 

in the uncertainty analysis. With these assumptions, and since the flames are all at atmospheric 

pressure, the intensity is a function only of temperature for a given optical arrangement; thus the 

normalized intensity is 
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;(v) NN2/öN2r(T,P>MN2,e,v)A(v-v/)dv/ 

Sair(v>     Nair/oairr(TSTP,PSTP,Mairje5v)A(v - v')dv' 
(5) 

The local gas temperature influences the collected intensity through the gas number density (N) and 

by changing the thermal broadening, which increases the portion of the scattering transmitted by the 

filter. For the present experiments two different iodine lines were used (at 18788.44 and 18789.28 

cm"1), resulting in two different temperature versus intensity profiles, as shown in Figure 4. Thus, 

if the normalized intensity ratio (SOO/S^v)) is known the temperature can be determined from the 

profiles shown in Figure 4. 

It should be noted that the profile can be shifted in frequency relative to the illuminating laser 

due to the Doppler shift which is given by 

1 
4& = -£(*.-£>>■* (6) 

where fc and k 0 are the observed and incident unit light wave vectors, respectively, and V is the flow 

velocity vector. In the present experiments, however, the flow rates are relatively low and the 

scattering is collected normal to the primary velocity component, resulting in a negligibly small 

Doppler shift. 

TEMPERATURE MEASUREMENTS 

Hydrogen-Air Flame 

Figure 5 gives the two-dimensional temperature field (x-y view) for a hydrogen-air flame 

(equivalence ratio <£ = 0.25) 2 cm above the Henken burner with a plot of the temperature profile 
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in the center of the image given below the appropriate image. It should be noted that no particular 

care was taken to physically eliminate particles in the flame or in the surroundings. Scattering from 

particles generally will dominate the Rayleigh scattering; however, in the present experiment particle 

scattering is strongly absorbed since it is not thermally broadened. The adiabatic flame temperature 

in this case is 1065 K.  Figure 5a shows a single-shot instantaneous temperature field with the 

average temperature away from the edges of the flame being 1062 K. The instantaneous profile has 

large temperature variations in what should be a relatively flat profile, as shown by CARS 

measurements. Most likely this temperature variation is due to the photon shot-noise statistics. Thus 

the signal-to- noise ratio can be improved by either increasing the number of photons collected (more 

laser energy per pulse), low pass filtering, or binning multiple pixels together. Figure 5b shows the 

effect of binning 3 adjacent pixels together (Fig. 5c).   As expected, the random temperature 

fluctuations decrease, but at the cost of decreased spatial resolution (0.1 mm2 to 1 mm2). Figure 5c 

is the two-dimensional temperature field made by averaging 40 instantaneous images together. As 

expected this shows the least amount of temperature fluctuation, but of course the instantaneous 

information is lost. 

Figure 6a and 6b gives the average temperature and standard deviation in the flat portion of 

the hydrogen-air flame for various equivalence ratios. The temperatures measured with FRS have 

excellent agreement with the adiabatic flame temperatures and the CARS measurements. The 

maximum deviations are at the highest temperatures with the FRS measurements always slightly 

lower, as expected. It should be noted that the CARS measurements use the highest temperature as 

a calibration and may actually have even better agreement with the FRS measurements than is shown 

here. The standard deviation of the temperature across the flat portion of the flame is given in Figure 

6b for the instantaneous, bin-by-three, and average temperature fields for various equivalence ratios. 

Binning the pixels of the instantaneous image by three decreases the signal to noise ratio by 

approximately three for all cases which would be the case if the fluctuations were a result of photon 
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statistics. The percent of temperature fluctuation for the average, instantaneous, and instantaneous 

bin-by-three temperature fields were found to be approximately 2%, 8%, and 3% respectively. 

Methane-Air Flame 

One advantage of FRS is that it can be used to make measurements close to surfaces without 

being affected strongly by surface scattering, since surface scattering like particle scattering is at the 

laser frequency and is not Doppler shifted or broadened outside of the absorption profile. Figure 7a 

and b are respective average two-dimensional temperature fields of a methane-air flame lifted and 

attached to the McKenna burner surface. The burner is water cooled and has a surface temperature 

of approximately 283 K with the edge located at x = 0 slightly off the left side of the image. For the 

lifted flame (Fig. 7a) the temperature before the flamefront is slightly low (262 K) which, as will be 

seen in the uncertainty analysis, is due primarily to the fact that the Rayleigh scattering cross section 

of the mixture is slightly higher than that of pure nitrogen. For the attached flame (Fig. 7b) the 

temperature gradient can be seen on the left side of the image due to the slight lifting of the flame 

near the burner edge. The adiabatic flame temperature for the lifted and attached flames was 1620 

K and 1690 K, respectively, while the measured temperatures were 1522 K and 1537 K, respectively. 

Note that the measured values are expected to be lower due to the heat transfer to the much cooler 

burner surface and the averaging process. Measurements were recorded within 300 urn of the burner 

surface and were limited primarily by the camera lens used in these experiments. 

Figure 8 shows the temperature field from the copper burner with a premixed methane- 

nitrogen-oxygen flames (two different equivalence ratios) stabilized above the copper burner. 

Figures 8a and 8d are averaged from 120 instantaneous images for each case. Figure 8a-c show 

temperature fields at an equivalence ratio of 0.65. The corresponding adiabatic temperature is 1664 

K with an average temperature from FRS of 1594 K. Figures 8 d-f are temperature fields at an 
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equivalence ratio of 0.71, again the adiabatic flame temperature is 2230 K while the average 

temperature from FRS is 2000 K. The instantaneous images show temperature fluctuations within 

the product region due to nonuniformities in the flow through the holed-array burner. As expected, 

the measured temperatures are below the adiabatic flame temperatures due to the averaging process, 

heat losses to the burner surface, and mixing with ambient air. The temperature in the premixed 

region would be expected to be at a temperature of approximately 300 K but in both cases the 

temperature was measured to be lower (271K and 283 K) due to the presence of the methane which 

has a much higher Rayleigh scattering cross section. 

One of the greatest advantages of FRS for two-dimensional temperature measurements is in 

its ability to capture instantaneous fluctuations of unsteady flames. Figure 9 shows the average 

(Figure 9a) and instantaneous temperature fields (Figs. 9b-h) of the premixed methane-nitrogen- 

oxygen flame with an equivalence ratio of 1.21 and an adiabatic flame temperature of 2510 K. Using 

FRS the flame temperature was measured at 2265 K. Again this lower temperature is due to 

unsteadiness of the flame in conjunction with the averaging process. Almost all the instantaneous 

images show buoyantly driven vortices rolling up on the edge of the flame and the associated 

temperature variation within them. 

UNCERTAINTY ANALYSIS 

A simple uncertainty analysis has been performed to estimate the uncertainty associated with 

the temperature measurements using FRS. The absolute error can be calculated if the property 

measured can be written as a function of the independent variables. Generally, the overall 

uncertainty is defined as 

AV 

/ 
M) 

Au 
\ «hj 

(7) 
M ~.   " 

G.S. Elliott et al. 11 

113 



where Auf is the overall uncertainty and f^i,,^,...,^) is the property measured as a function of the 

independent variables u,,^,...,^, which have corresponding uncertainties of Au,, Au 2, ...,Aun 

Ideally one could write a closed-form expression for the dependent variable (i.e. temperature), 

however, this is not possible due to the computational model which is utilized in FRS. Therefore, 

the partial derivatives and the total uncertainty are solved computationally using the model. The 

uncertainty in temperature for each independent variable and the total uncertainty is given in Table 

2 for the average measurements of the flames studied. For the hydrogen-air flame, measurements 

were made in the reactants and products. Equilibrium concentrations of the species present in the 

flame were used to calculate the uncertainty due to differences of molecular weight and Rayleigh 

scattering cross section from that of nitrogen. 

As seen in Table 2, the uncertainties for the hydrogen-air flame are approximately 8.5% on 

average which is high when compared with the agreement obtained between the FRS measured 

temperatures and the adiabatic flame temperature. This is due mainly to the fact that for these flames 

the uncertainty due to the molecular weight and Rayleigh scattering cross section are added when 

in actuality they cancel each other out (i.e. the molecular weight of the mixture is lower than nitrogen 

which results in more of the scattering broadened outside of the absorption filter, while that of the 

Rayleigh scattering cross section of the mixture is lower than nitrogen resulting in less signal). 

Taking this fact into consideration reduces the uncertainty to approximately 5%, which is more in 

line with the measurements. 

The highest uncertainties were found to be within the reactant region of the methane flame, 

particularly for the flame with the equivalence ratio of 1.2. The predominance of methane with a 

Rayleigh scattering cross section twice that of nitrogen causes the temperatures to be underestimated, 

as is seen in the Figures 7-9. The product region of the flame, however, shows a lower uncertainty 

of approximately 4%. Of course the uncertainties for the instantaneous images are higher (due to 

higher noise in the recorded intensity) than those given in Table 2: greater than 10% in the reactant 
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region and 7% in the products. It should also be noted here that the values for the uncertainty of the 

independent variables were generally overestimated, resulting in very conservative total uncertainties 

in the temperature measured with FRS. Also if more information is known about the composition, 

the total uncertainty can be further reduced. 

It should be noted that it is possible that the uncertainties associated with the Rayleigh 

scattering cross section can be eliminated. This is done by using a second camera, with no filter, to 

normalize the filtered image. The uncertainty analysis shows this would greatly reduce the error, 

but the temperature measurement would be susceptible to scattering from particles and surfaces. 

Also the uncertainty could be greatly reduced by enhancing the thermodynamic stability of the 

molecular filter and by more accurate cameras which may be available in the future. 

CONCLUSIONS 

Filtered Rayleigh Scattering (FRS) was demonstrated for two-dimensional thermometry in 

reacting flows. Temperatures were recorded in laboratory flames containing particles and/or near 

surfaces using molecular Rayleigh scattering. Hydrogen-air flames created using a Hencken burner, 

and premixed methane-oxygen-nitrogen flames were investigated. The accuracy of the FRS 

measurements was tested by comparing FRS-derived temperatures with calculated values and 

temperatures recorded with coherent anti-Strokes Raman spectroscopy (CARS). For these flames, 

the FRS method gave temperatures within 2% of the expected value (from measurement and/or 

calculation). Furthermore, the precision of single-shot FRS measurements in the hydrogen/air flame 

was within ±8% for individual pixels; of course, binning signals from individual pixels significantly 

improved the precision (though at the cost of reducing the spatial resolution). Methane-air flames 

were investigated to demonstrate the usefulness of FRS for measurements near surfaces (within 300 

urn) and to obtain "large field" two-dimensional temperature information in buoyantly driven 

flames. 

G.S. Elliott et al. 13 
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Figure 1. Schematic of laser and optical arrangement for FRS temperature measurements. 
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The Structure of a Dynamic Nonpremixed H2-Air Flame 

C. D. Carter, L. P. Goss, K. Y. Hsu, V. R. Katta, and D. D. Trump 
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A Division of Space Industries International, Inc. 
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INTRODUCTION 
Studies of simple vertically oriented nonpremixed 

jet flames have shown that when the co-flow velocity is 
sufficiently low, buoyancy-induced, periodic torroidal 
vortices form outside the flame surface. These vortices 
wrinkle the flame surface and produce stretched and 
compressed flamelets, thereby providing a relatively 
simple means of studying flame-vortex interactions. 
Recent calculations by Katta et al. [1,2] suggest that 
preferential diffusion due to nonunity Lewis number in 
these H2-air flames influences the gas temperature 
along the flame surface. In particular, Katta et al. [1,2] 
find that the flame temperature increases in the 
compressed regions of the flame and decreases in the 
stretched regions. That the flame temperature varies in 
this manner has been confirmed in part by previous 
experimental studies [3,4]. 

To characterized the structure of a dynamic non- 
premixed H2-air flame, we have made sequential point 
measurements of temperature using thin-filament- 
pyrometry (TFP) and concentrations of hydroxyl (OH) 
and nitric oxide (NO) using laser-induced fluorescence 
(LIF). We have chosen three downstream locations of 
135 mm, 85 mm, and 50 mm from the jet exit; for each 
of these positions, we have recorded the radial and 
temporal variation of these scalars. For this paper, we 
will focus on measurements recorded at 135 mm. 

EXPERIMENTAL METHODS 

Facilities and Techniques 
Shown in Fig. 1 is a schematic of the experimental 

facility. The burner consists of a tapered fuel tube (1- 
cm ID) surrounded by a co-annular air section (15-cm 
ID); both the burner and the co-annular section are 
mounted to an x-y-z translation system employing step- 
per motors.   Assuming a uniform velocity profile, the 

flow velocities for the fuel and air were 4.62 m/s and 
0.40 m/s, respectively. These flow rates resulted in a 
buoyant frequency of 15.2 Hz. Although a range of 
frequencies (10 to 20 Hz) can be obtained by varying 
the gas flow rates, the 15-Hz frequency is optimum for 
the available laser system (a 30-Hz Nd:YAG pump 
laser), insofar as the laser is triggered at twice the fre- 
quency of the buoyant fluctuations. The laser and de- 
tection electronics were phase locked to the 15.2-Hz 
buoyant frequency using the passage of these structures 
through a cw laser beam; the beam steering induced by 
the passage of the flame bulge moved the laser beam on 
and off a photodiode at the frequency of 15.2 Hz; with 
the flame isolated from disturbances, the variation in 
the trigger frequency was only ±0.2 Hz. To maintain 
the trigger signal, we mounted both the cw laser and the 
photodiode detector to the burner/co-flow housing. 
Thus, the detection electronics were triggered from the 
same flame structure, regardless of the burner position. 
Finally, to reduce the maximum temperatures and, 
thereby, extend the lifetimes of the filaments, we 

PMT 

BD He-Ne   BD 

—-To Nd:YAG Laser 

To Computer 

Fig. 1. Schematic of experimental setup 
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employed a diluted fuel mixture in the ratio of 2.22 
parts H2 to 1 part N2. 

Originally the filament emission and NO fluo- 
rescence were recorded simultaneously. However, the 
flame proved to be reproducible, and subsequent to our 
initial simultaneous'measurements, each (NO fluores- 
cence, OH fluorescence, and temperature) was recorded 
sequentially. The ß-SiC filaments, due to their small 
diameter (14 urn) and low thermal conductivity (10 
kcal/m-hr-K or about 40 times lower than that of a type 
S or R thermocouple) exhibit excellent temporal re- 
sponse and spatial resolution. The filament acts as a 
graybody with an emissivity of 0.88. The detection 
limit for the filament corresponds to -900 K; the high- 
temperature limit, -2300 K in practice, is determined 
by the sublimation point of the ß-SiC material. 

We overlapped the filament and LIP probe volumes 
using a 500-um pinhole-which was mounted on a ki- 
nematic magnetic base assembly--in combination with a 
He-Ne alignment laser; the pinhole defined the spatial 
resolution of both the LIF and the TFP measurements. 
The light from the He-Ne laser was split into two 
beams, which were made to pass through the alignment 
pinhole. The intersection of the two beams was then 
used as a marker for the probe volume, and the filament 
was properly aligned when scattering from both He-Ne 
beams was observable. With all three measurements, 
we translated the burner to the axial and radial position 
of interest. The signals were then recorded as a func- 
tion of delay relative to the trigger signal; the 2-D maps 
(signal vs. time and radius) were then constructed from 
the individual signal vs. time traces. With temperature 
we recorded the signals in real time; that is, we sampled 
the filament emission at a frequency of -1 kHz. 
Typically, we averaged the filament emission over 45 
cycles for each spatial location. Strong emission from 
H20 was also present in the hottest regions of the 
flame; consequently, recording the background flame 
emission was necessary. Thus, subsequent to recording 
the filament emission map (i.e., in time and space), the 
filament was broken and the background was recorded 
for the same phases and radial positions. With the LIF 
measurements, we were limited by the 30-Hz pulse, 
repetition frequency of the laser; thus, we obtained 
measurements on successive cycles of the buoyant 
structures. Typically, we averaged the fluorescence 
from 45 laser pulses-corresponding to 45 successive 
buoyant cycles~for each temporal and spatial location. 

The filament emission was collected with a con- 
ventional camera lens and focused onto a dual photodi- 
ode detector. This dual photodiode is composed of 
sandwiched InGaAs and Si diodes having respective 
spectral ranges of about 0.9 to 1.8 p.m and 0.45 to" 1.0 
urn. Because the temperature is derived from a ratio of 
the photodiode signals, the measurement is less sensi- 
tive to possible variation in the filament emissivity (due 
to long exposure at high temperatures, for example) 
and to small variations in the optical alignment. The 
frequency response of the filament is better than 1 kHz 
for flame conditions. Therefore, we expect that the 
filament will accurately reflect the temporal variations 
in gas temperature. 

The laser-beam diameters for OH and NO excita- 
tion were adjusted to allow -90% of the beam energy 
through the alignment pinhole. The probe-volume 
beam energies for OH and NO were kept below the 10- 
uJ level to ensure that the fluorescence would remain 
within the linear regime. We collected the fluorescence 
with two 100-mm-diameter fused-silica lenses~a 250- 
mm focal length collection lens and a 500-mm focal 
length focusing lens-which resulted in a system mag- 
nification of -2. A slit-and-photomultiplier-tube hous- 
ing was positioned at the focus of the fluorescence 
beam. For both NO and OH fluorescence collection, the 
slit width was set to -1.0 mm, resulting in a resolution 
of -0.5 mm along the axis of the LIF laser beams. 

For NO and OH fluorescence excitation, we em- 
ployed a Nd:YAG-pumped dye laser system with a 30- 
Hz pulse repetition frequency. To generate the wave- 
length for NO excitation, the frequency-doubled output 
of the dye laser was mixed with the residual IR radia- 
tion from the Nd:YAG. We tuned this system to the 
Q!(28) transition of the A2I+-X2n(0,0) band (k 
=225.20 nm). A Schott UG-5 colored-glass filter, a 
KrF excimer-laser turning mirror, and the spectral re- 
sponse of a solar-blind PMT photocathode were used to 
isolate the NO fluorescence from the (v'=0, v"=l-5) 
bands and reject background radiation. Although inter- 
fering fluorescence from vibrationally hot 02 is present, 
the level of interference in this flame is small relative to 
the NO fluorescence [5]. For OH excitation, we tuned 
the same laser system (using the frequency-doubled dye 
laser beam) to the S21(8) line of the A2I+-X2n(l,0) 
band (?i=278.91 nm). By pumping a satellite 
transition, we greatly reduced absorption of the laser 
beam propagating through the flame [6]. Schott 
colored-glass filters, WG-295  and UG-11, blocked 
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scattered radiation and transmitted fluorescence from 
the dominant (1,1) and (0,0) bands, where the (0,0) 
band fluorescence is preceded by vibrational energy 
transfer from v'=l to v'=0 [7]. Some of the fluores- 
cence, principally the (0,0)-band component, is strongly 
absorbed as it propagates through the flame. For this 
reason, we collected fluorescence from the near half of 
the flame. For both LIF measurements, we recorded 
the laser energy in addition to the OH or NO fluores- 
cence from a laminar, near-adiabatic reference flame 
(Fig. 1). The reference flame served two purposes: 
first, the LIF signal allowed easy tuning of the laser 
wavelength to the desired transition; second, the re- 
corded fluorescence allowed correction of the LIF sig- 
nal in the H2-air flame for minor wavelength drift of the 
dye laser. 

Calibrations and Corrections 
The filament was calibrated using a near- 

stoichiometric H2-air flame produced by a Hencken 
burner [8]. This 25-mm-square burner consists of an 
array of small fuel tubes surrounded by a Hastelloy 
honeycomb matrix which provides for the flow of air. 
The uncooled burner thus produces an array of 
nonpremixed flames; with sufficiently high flow rates 
of H2 and air (total cold-gas flow rates of -50 slpm for 
this 25-mm-square burner), the heat loss to the burner 
is negligible and the temperature is near the adiabatic 
value [8]. The hot-gas velocity-which is necessary for 
calculation of the radiation correction-can easily be 
calculated due to the 1-D nature of the flow field; 
additionally, the gas properties can be obtained from 
equilibrium calculations. Because of the nonpremixed 
nature of the burner, one can obtain a wide range of 
temperatures (from below 1000 K to greater than 2300 
K) simply through variation of the H2 flow rate [8]. A 
comparison of the derived filament temperature 
(calibrating the filament at one Hencken flame 
condition) and the adiabatic equilibrium temperature 
showed excellent agreement between the calculated 
temperatures and those obtained from the filament. 

To convert the emission measurement into gas 
temperature, the measured filament temperature must 
be corrected for radiative losses [4]. A numerical, 
simulation of the flame (described below) shows that 
the velocity field is relatively uniform-i.e., a factor of 
two variation~in the region of interest; thus, we have 
simply used a constant velocity of 3.6 m/s for all the 
radiation corrections. However, to assess the 
sensitivity of the derived temperature to the time- 

varying velocity and temperature fields, we have used 
the calculated fields and gas properties as inputs into 
the radiation correction algorithm. The difference in 
temperatures derived by means of the two approaches, 
one using uniform velocity and gas properties and the 
other using the time-varying calculated values, is small 
due to the relatively high velocity of the gas. 

To calibrate the OH fluorescence, we used the 
same burner. At heights greater than ~2 cm above the 
burner, the OH fluorescence is constant, indicating that 
the OH has equilibrated. We used the measured [OH] 
reported by Barlow and Carter [8] for a lean (<|> = 0.94) 
H2-air flame. This concentration, [OH] = 2.16 x 1016 

cm"3, compares well with the adiabatic equilibrium 
value of 2.31 x 1016 cm-3. Unlike the concentrations of 
OH, those of NO are too small for reliable absorption 
measurements and are typically far below equilibrium 
at reasonable distances above the burner. Conse- 
quently, the approach taken was to dope a lean laminar 
flame with a small, known concentration of NO (from a 
bottle with -200 ppm of NO in N2). The calibration 
procedure consists of measuring NO fluorescence 
signals in a doped flame and in an undoped flame, 
where a portion of the pure N2 is substituted for the 
NO-doped N2. Thus, except for the NO levels, the 
flames are identical; by subtracting the signal from the 
undoped flame from that of the doped flame, we obtain 
the signal corresponding to the doped NO. 

Using quantities obtained from the calibration 
flame (those quantities denoted with the subscript cat), 
we have converted the linear fluorescence signals Sj to 
mole fraction with the following equation: 

Sf 
*/= — 

N: [FBL)([EjQ]cal 

f J«A 

\ 

EJQ 

Here, NT is the total number density; [Nj/Sf]cal is the 
fluorescence calibration factor (species number density 
divided by fluorescence signal); FB is the Boltzmann 
fraction; EL is the laser energy; and Q is the net 
quenching rate. For the NO fluorescence, we also took 
into account the effect of line broadening; however, its 
affect on the derived concentrations is small for the 
range of temperatures recorded with the filament. Of 
course, for both OH and NO LIF the transitions were 
chosen to minimize the temperature sensitivity of the 
respective ground-state populations over the tempera- 
ture range appropriate for the filament (i.e., 900 to 
2300 K). 
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Fig. 2. Contour plots of measured temperature (left), OH concentration (middle), and NO concentration (right) in space 
(radius) and time. For temperatures and NO concentrations, contour levels are shown (temperature increments of 200 K 
with a maximum level of 2200 K; NO mole fraction increments of 50 ppm with a maximum level of 450 ppm). For OH 
mole fraction, contours are in increments of 0.2 percent with a maximum contour of 0.8 percent (fourth-level contour). 

Currently we can only approximate the quenching 
variation using the recorded temperatures. Because one 
can distinguish fuel-rich from fuel-lean regions, the mix 
of species necessary to produce the measured 
temperatures can be estimated from equilibrium 
calculations. Because OH exists over only a limited 
range of conditions, its fluorescence is minimally 
affected by this estimate; for NO fluorescence, 
however, the quenching rate can vary by a factor of two 
over the range 1000 K to 2200 K. Consequently, to 
correct the fluorescence for the quenching variation 
across the flame, we constructed a look-up table of the 
quenching rate vs. temperature, which was based on an 
adiabatic temperature and the corresponding 
equilibrium mixture of species. The corrections differ 
for rich and lean conditions; thus, the correction 
algorithm distinguishes between the fuel-rich (inner) 
and fuel-lean (outer) regions of the flame. The models 
for OH and NO quenching include the quenching cross 
sections recently described by Paul et al. [Refs. 9 and 
10 for NO; Refs. 11 and 12 for OH quenching]. 

RESULTS AND DISCUSSION 
Shown in Fig. 2 are the measurements of tempera- 

ture and mole fraction of OH and NO (again, at   the 

downstream location of 135 mm) versus radial position 
and time, relative to the photodiode trigger signal. The 
temperature and mole fractions are represented with 
contour plots. Smooth curves have been drawn through 
the NO and temperature data for ease of interpretation; 
the same was not done for the OH plot, due to the 
course mapping resulting from 1-mm radial steps. The 
maximum observed temperature, -2250K, occurs at the 
location of the flame bulge, i.e., the compressed region 
of the flame. In the stretched regions of the flame, the 
maximum temperatures across the flame drop to -1900 
to 2000 K. Currently, we are investigating this drop in 
temperature below the adiabatic value of -2200 K. 

As expected, OH exists only over a relatively 
narrow region of space. This region matches well that 
bracketed by the T > 1800 K contour; consequently, the 
OH marks the high-temperature regions where we 
expect NO to be produced. For OH we find that the 
maximum concentrations of 0.8 to 0.9 percent by 
volume are in the thin stretched regions; at the bulge, 
the peak concentrations are lower. Katta et al. [4] 
attribute this behavior to flame curvature effects. 
Unfortunately, the flame stability was somewhat worse 
on the day when the OH was recorded (0.4 Hz vs. 0.2 
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Hz); as a consequence, the sharpest features of the OH 
map have probably been lost and the contour plot 
appears noisy. For NO the higher temperatures within 
the bulge result in concentrations in excess of 400 ppm. 
As expected, away from the bulge, even along the flame 
surface, the NO concentration is lower. Of course, 
once the NO is produced, it is transported as a 
relatively stable product; thus, we observe considerable 
concentrations of NO even in fuel-rich regions. 
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Fig. 3. Line plots of temperature, X0H, and XN0 vs. radius 
at two times (top plot, 59 ms; bottom plot, 28 ms) relative 
to the trigger signal. 

In Fig. 3 we show radial profiles at two times (i.e., 
phases), 28 and 59 ms, corresponding respectively to . 
profiles across the compressed and stretched portions of 
the flame. The profiles from the stretched regions show 
narrow distributions of temperature, of XN0, and espe- 
cially of X0H The OH peaks slightly to the lean side- 
based on the temperature profile~of stoichiometric at 
-0.8 mole fraction; the peak XN0 (-220 ppm) corre- 

lates well with the peak temperature (-2000 K). In the 
compressed region, the profiles of temperature, XN0, 
and X0H are broad. The NO peaks at about the same 
radial location (20 mm) as the OH. As mentioned 
above, the NO concentration is at its maximum value at 
this location; on the other hand, the peak OH concen- 
trations are somewhat less than in the stretched regions. 

Finally, in Fig. 4 we show results from the afore- 
mentioned numerical simulation, which has been de- 
scribed in detail by Katta et al. [1,2]. Briefly, the time- 
dependent Navier-Stokes equations, along with the 
species- and energy-conservation equations, are inte- 
grated on a nonuniform staggered-grid system. The 
detailed chemistry model includes 13 species and 52 
elementary reactions. The effective binary-diffusion 
coefficient of the individual species in the local mixture 
is calculated using molecular dynamics and Lennard- 
Jones potentials. Across the compressed region, we 
find the maximum concentrations in the range of 420 to 
480 ppm, in good agreement with the measured values. 
The maximum OH concentrations, occurring along the 
stretched regions, are between 0.8 and 1.0 percent mole 
fraction. Again, this matches well the experimental 
maximum of about 0.8 to 0.9 percent mole fraction. 
However, across the bulge, the calculated X0H are 
somewhat larger than the measured values. Perhaps a 
more significant area of disagreement, however, is in 
the temperature field: while the measured temperatures 
drop 200 to 300 K in the-stretched regions of the flame, 
the drop in the calculated values is less than 100 K. 

CONCLUSIONS 

We have investigated the structure of a dynamic 
nonpremixed H2-air flame. In particular, we have 
mapped in space and time through sequential point 
measurements the temperature through thin filament 
pyrometry and the concentrations of OH and NO 
through laser-induced fluorescence. The measurements 
show that OH is confined to relatively narrow regions, 
especially in the stretched portion of the flame. The 
peak values across the stretched regions of the flame 

are X0H = 0-8 to 0.9 percent mole fraction. The OH 
distribution across the compressed region is 
significantly broader (10 mm vs. 4 mm) and the peak 
concentrations are reduced. 

NO is distributed over a wide region of the flame 
(from lean to rich, whereas the OH is found primarily 
in fuel-lean mixtures), with peak concentrations of 
-450 ppm in the compressed (bulge) region; in 
contrast, peak XN0 across the stretched region are as 
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Fig. 4.  Contour plots of calculated temperature (left), OH concentration (middle), and NO concentration (right) in space 
(radius) and time. Contour levels are indicated above each plot. 

low as -180 ppm. A numerical simulation of the flame 
produced good agreement with the measured NO con- 
centrations. Both calculations and measurements show 
peak NO concentrations of 450 to 480 ppm in the bulge 
and significantly reduced concentrations in the stretched 
regions. Currently, the most significant area of dis- 
agreement between simulation and experiment is the 
temperature field. We expect that future measurements 
and calculations will resolve this discrepancy. 
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INTRODUCTION 

Studies of simple, vertically oriented, nonpremixed jet flames have shown that when the co-flow 
velocity is sufficiently low, buoyancy-induced, periodic torroidal vortices form outside the flame surface 
[1-4]. These vortices wrinkle the flame surface and produce stretched and compressed flamelets, thereby 
providing a relatively simple means of studying flame-vortex interactions. Recent direct numerical 
simulations of these unsteady laminar flames (with H2 as the fuel) suggest that preferential diffusion—due 
to nonunity Lewis number (Le, the ratio of rates of heat and species diffusion)—acting in concert with 
flame curvature influences the gas temperature along the flame surface [1,2,5]. In particular, Katta et al. 
[1,2] find that the flame temperature increases in the compressed regions of the flame and decreases in the 
stretched regions. That the flame temperature varies in this manner has been confirmed, in part, by 
previous experimental studies showing increased temperature within the compressed regions [3-4,6-7]. 

To characterized the structure of a dynamic nonpremixed H2-air flame, we have made sequential point 
measurements of temperature using thin-filament pyrometry (TFP) and of concentrations of hydroxyl (OH) 
and nitric oxide (NO) using laser-induced fluorescence (LIF). Because the NO production rate is strongly 
temperature sensitive (e.g., at flame temperatures the production rate for thermal NO increases by a factor 
of ~2 for increases in temperature of 100 K), NO is a good marker for the higher temperature zones. We 
have chosen three downstream locations, 50, 85, and 135 mm from the jet exit, that illustrate the 
downstream development of the buoyant flame structure. For each of these positions, we have recorded the 
radial and temporal variation of these scalars. 

EXPERIMENTAL METHODS 

Facilities and Techniques 
Shown in Fig. 1 is a schematic of the experimental facility. The burner consists of a tapered fuel tube 

(1.0-cm ID) surrounded by a co-annular air section (15.0-cm ID); both the burner and the co-annular 
section are mounted to an x-y-z translation system employing stepper motors. The area-averaged flow 
velocities for the fuel and air were 4.6 and 0.42 m/s, respectively. Recent velocity measurements 
(employing LDV) across the co-annular region show that the air velocity is reasonably uniform (at -0.44 
m/s) away from the fuel nozzle; however, a significant lower-speed region (due to the boundary layer and 
the taper of the fuel nozzle) exists adjacent to the fuel tube. The selected air and fuel flow rates result in a 
buoyant frequency of 15.2 Hz. Although a range of frequencies (10 to 20 Hz) can be obtained by varying 
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the gas flow rates, the 15-Hz frequency is optimum for the available laser system, a 30-Hz Nd:YAG pump 
laser, insofar as the laser is triggered at twice the frequency of the buoyant fluctuations. The laser and de- 
tection electronics were phase locked to the 15.2-Hz buoyant frequency using the passage of these 
structures through a cw laser beam; the beam steering induced by the passage of the flame bulge moved the 
laser beam on and off a photodiode at the 15.2-Hz frequency. With the flame isolated from disturbances, 
the variation in the trigger frequency was within ±0.2 Hz. To maintain a consistent trigger-flame phase 
relationship while probing different regions of the flow, we mounted both the cw laser and the photodiode 
detector to the burner/co-flow housing. Thus, the detection electronics were triggered from the same flame 
structure, regardless of the burner position. Finally, to reduce the maximum temperatures and, thereby, 
extend the lifetimes of the filaments, we employed a diluted fuel mixture in the ratio of 2.22 parts H2 to 1 
part N2; the corresponding maximum adiabatic equilibrium temperature is -2220 K. 

Originally the filament emission and NO fluorescence were recorded simultaneously. However, the 
flame proved to be reproducible, and subsequent to our initial simultaneous measurements, each (NO 
fluorescence, OH fluorescence, and temperature) was recorded sequentially. The ß-SiC filaments, due to 
their small diameter (14 urn) and low thermal conductivity (10 kcal/m-hr-K or about 40 times lower than 
that of a Type-S or -R thermocouple), exhibit excellent temporal response and spatial resolution. The 
filament acts as a graybody with an emissivity of 0.88. The detection limit for the filament is detector 
dependent and was -900 K for the sandwiched Si and InGaAs photodiodes employed in this experiment; 
the high-temperature limit, -2350 K in practice (depending on the tension on the filament), is determined by 
the sublimation point of the ß-SiC material. The InGaAs and Si photodiodes have respective spectral 
ranges of about 0.9 to 1.8 urn and 0.45 to 1.0 |im; and because the temperature is derived from a ratio of 
the photodiode signals, the measurement is less sensitive to any variation in the filament emissivity and to 
small variations in the optical alignment. The frequency response of the filament is better than 1 kHz for 
flame conditions. Therefore, we expect that the filament will accurately reflect the temporal variations in 
gas temperature. 

We overlapped the filament and LBF probe volumes using a 500-um pinhole—which was mounted on a 
kinematic magnetic base assembly—in combination with a He-Ne alignment laser; the pinhole defined the 
spatial resolution of both the LIF and the TFP measurements. The light from the He-Ne laser was split into 
two beams which were directed through the alignment pinhole. The intersection of the two beams was then 
used as a marker for the probe volume, and the filament was properly aligned when scattering from both 
He-Ne beams was observable. With all three measurements, we translated the burner to the axial and 
radial position of interest. The signals were then recorded as a function of delay relative to the trigger 
signal; the 2-D maps (signal versus time and radius) were then constructed from the individual signal- 
versus-time traces. With temperature we recorded the signals in real time; that is, we sampled the filament 
emission at a frequency of 1 kHz. Typically, we averaged the filament emission over 30 cycles for each 
spatial location. Strong emission originates from H20 within the hottest regions of the flame; consequently, 
we simultaneously recorded the background flame emission and the filament emission. The emission was 
collected and focused by a concave spherical mirror (to eliminate chromatic aberration present with the 
available transmissive-lens systems) and then directed onto two optical fibers (one fiber specifically for 
filament emission and the other for flame emission), which routed the radiation to two dual-photodiode 
detectors. The spatial resolution of the temperature measurement, which was determined by the 
magnification of the mirror system (0.5) and the fiber core diameter (0.55 mm), was -1.1 mm. The 
effective separation of the background and filament fibers was ~3 mm. To account for differences in 
optical efficiencies and detector gain, the recorded signals for the two detectors were matched with the 
filament well away from the flame, to ensure that both detectors recorded only background flame emission. 
Unfortunately, we did observe the effects of movement of the filament (due to gas velocity variations), not 
only within the unsteady flame but also in the transition from the unsteady flame to the calibration flame; of 
course movement of the filament can bias the temperature measurements. 
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Fig. 1. Schematic of experimental setup. For the filament measurements, the fluorescence lenses were replaced by 
a spherical concave mirror and two optical fibers were employed to transmit the filament and background flame 
emissions to two dual-photodiode detectors. 

With the LIF measurements, we were limited by the 30-Hz pulse repetition frequency of the pump 
laser; and typically, we averaged the fluorescence from 30 laser pulses—corresponding to 30 successive 
buoyant cycles—for each temporal and spatial location. The laser-beam diameters for OH and NO excita- 
tion were adjusted to allow -90% of the beam energy to pass through the 500-u.m-diameter alignment 
pinhole. We limited the probe-volume beam energies for OH and NO to 10 uJ (less for NO excitation) to 
ensure that the fluorescence would remain within the linear regime. We collected the fluorescence with two 
100-mm-diameter fused-silica lenses—a 250-mm focal-length collection lens and a 500-mm focal-length 
focusing lens—which resulted in a system magnification of ~2. A slit-and-photomultiplier-tube housing 
was positioned at the focus of the fluorescence beam. For both NO and OH fluorescence collection, the slit 
width was set to ~ 1.0 mm, resulting in a resolution of -0.5 mm along the axis of the LIF laser beams. 

To generate the wavelength for NO excitation, the frequency-doubled output of the dye laser was 
mixed with the residual IR radiation from the Nd:YAG. We tuned this system to the Qi(28) transition of 
the A2I+-X2ri(0,0) band (A. = 225.20 nm). A Schott UG-5 colored-glass filter, a KrF excimer-laser turning 
mirror, and the spectral response of a solar-blind PMT photocathode were used to isolate the NO 
fluorescence from the (v' = 0, v" = 1-5) bands and reject background radiation. Although interfering 
fluorescence from vibrationally hot 02 is present, the level of interference in this flame is small relative to 
the NO fluorescence [8]. For OH excitation, we tuned the same laser system (using the frequency-doubled 
dye laser beam) to the S2i(8) line of the A2E+-X2n( 1,0) band (k = 278.91 nm). By pumping a satellite 
transition, we greatly reduced absorption of the laser beam propagating through the flame [9]. Schott 
colored-glass filters, WG-295 and UG-11, blocked scattered radiation and transmitted fluorescence from 
the dominant (1,1) and (0,0) bands, where the (0,0)-band fluorescence is preceded by vibrational energy 
transfer from v' = 1 to v' = 0 [10]. Some of the fluorescence, principally the (0,0)-band component, is 
strongly absorbed as it propagates through the flame. For this reason, we collected fluorescence from the 
near half of the flame; furthermore, the OH layers are thin (see Figs. 3-6 below), and thus we expect that 
the OH fluorescence from the unsteady flame is minimally affected by absorption.    For both LIF 
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measurements, we recorded the laser energy in addition to the OH or NO fluorescence from a laminar, 
near-adiabatic reference flame (Fig. 1). The reference flame served two purposes: first, the LIF signal 
allowed easy tuning of the laser wavelength to the desired transition; second, the recorded fluorescence 
allowed correction of the LIF signal from the unsteady flame for minor wavelength drift of the dye laser. 

Calibrations and Corrections 

The filament was calibrated using a near-adiabatic H2-air flame produced by a Hencken burner [11]. 
This 25-mm-square burner consists of an array of small fuel tubes within a Hastelloy honeycomb matrix 
which provides for the flow of air. The uncooled burner thus produces an array of nonpremixed flames; 
with sufficiently high flow rates of H2 and air (total cold-gas flow rates of -50 slpm for this 25-mm-square 
burner), the heat loss to the burner is negligible and the temperature is near the adiabatic value [11]. The 
hot-gas velocity—which is necessary for calculation of the radiation correction—can easily be calculated 
because of the approximate 1-D nature of the flow field; additionally, the gas properties can be obtained 
from equilibrium calculations. Because of the nonpremixed nature of the burner, one can obtain a wide 
range of temperatures (from < 900 K to > 2300 K) simply through variation of the H2 flow rate [11]. In 
Fig. 2, we show a comparison between the derived filament temperatures (calibrating the filament at one 
Hencken flame condition) and the calculated adiabatic equilibrium temperatures. 

To convert the emission measurement into gas temperature, the measured filament temperature must be 
corrected for radiative losses [7]. The numerical simulation of the flame (described below) shows that the 
velocity field is relatively uniform (i.e., a factor of two variation) in the region of interest; thus, we have 
simply used a constant velocity of 3.6 m/s for all the radiation corrections. However, to assess the 
sensitivity of the derived temperature to the time-varying velocity and temperature fields, we have used the 
calculated fields and gas properties as inputs for the radiation-correction algorithm. The difference in 
temperatures derived by the two approaches—one using uniform velocity and gas properties and the other 
using the time-varying values—is small because of the relatively high velocity of the gas. This effect is 
illustrated in Fig. 2 where the temperatures derived using 1) a velocity of 6 m/s (for all the TFP 
measurements) and 2) the calculated burnt-gas velocity—which varies from 4 to 12 m/s—are virtually 
identical. 

To calibrate the OH fluorescence, we used the same burner. At heights > 3 cm above the burner, the 
OH fluorescence is constant, indicating that the OH has equilibrated. We recorded OH absorption spectra 
in a lean (<j) = 0.94) H2-air flame by scanning the dye laser over several transitions in the (0,0) band. We 
derived the absorption pathlength (about 28 mm) from a measurement of the OH LIF across the burner. 
The resulting concentration, [OH] = 2.18 x 1016 cm"3, compares well with the adiabatic equilibrium value 
of 2.37 x 1016 cm"3 (with Tad_eq = 2340 K) and is consistent with a temperature only -25 K below the 
adiabatic value. A comparison of the OH LIF data (calibrated using this absorption measurement) and the 
adiabatic equilibrium value is also shown in Fig. 2. The OH fluorescence signal has been corrected for 
variations in Boltzmann fraction and quenching (see the equation below), although both of these corrections 
are relatively small. This figure demonstrates that OH concentrations are indeed close to the adiabatic 
equilibrium values. Note that in correcting the fluorescence, we have not taken into account fluorescence 
trapping, either in the calibration flame or in the unsteady flame (although we expect that this correction is 
relatively small). 

Unlike the concentrations of OH, those of NO are too small for reliable absorption measurements and 
are typically far below equilibrium at reasonable distances above the burner. Consequently, the approach 
we took was to dope a lean laminar flame with a small, known concentration of NO (from a bottle with 
-200 ppm of NO in N2). The calibration procedure consists of measuring NO fluorescence signals in a 
doped flame and in an undoped flame, where a portion of the pure N2 is substituted for the NO-doped N2. 
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Fig. 2. Temperature and OH concentration over a near-adiabatic H2~air Hencken flame. The experimental 
temperatures and OH concentrations were recorded with TFP and LIF, respectively. The filament emission was 
calibrated using the adiabatic equilibrium temperature at (j) = 0.95, while the OH was calibrated with an 
independent absorption measurement. The TFP temperatures derived using the burnt-gas velocity are represented 
by open triangles, while those derived using a single velocity are represented by closed triangles. 

Thus, except for the NO levels, the flames are identical; by subtracting the signal from the undoped flame 
from that of the doped flame, we obtain the signal corresponding to the doped NO. 

Using quantities obtained from the calibration flame (denoted with the subscript cal), we convert the 
linear fluorescence signals 5/to mole fraction with the following equation: 

X:=- 
N, 

N; 

cal 
EJQ 

ical 

5 
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Here, NT is the total number density, [N/S/]«,, the fluorescence calibration factor (species number density 
divided by fluorescence signal), FB the Boltzmann fraction, EL the laser energy, and Q the net quenching 
rate. For the NO fluorescence, we also took into account the effect of line broadening; however, its effect 
on the derived concentrations is small for the range of temperatures recorded with the filament. Of course, 
for both OH and NO LIF, we chose transitions to minimize the temperature sensitivity of the respective 
ground-state populations over the temperature range appropriate for the filament (i.e., 900 - 2300 K). 

Currently we can only approximate the quenching variation using the recorded temperatures. Because 
one can distinguish fuel-rich from fuel-lean regions, the mix of species necessary to produce the measured 
temperatures can be estimated from equilibrium calculations. Because OH exists over only a limited range 
of conditions, its fluorescence is minimally affected by the accuracy of this estimate; for NO fluorescence, 
however, the quenching rate can vary by a factor of two over the range 900 - 2300 K. Consequently, to 
correct the fluorescence for the quenching variation across the flame, we constructed a look-up table of the 
quenching rate as a function of temperature, which was based on an adiabatic equilibrium temperature and 
the corresponding mixture of species. The corrections differ for rich and lean conditions; thus, the 
correction algorithm must distinguish between the fuel-rich (inner) and fuel-lean (outer) regions of the 
flame. The models for OH and NO quenching include the quenching cross sections recently described by 

Paul et al. [12, 13 for NO; 14, 15 for OH]. 

RESULTS AND DISCUSSION 

The numerical model that we employ has been described in detail by Katta et al. [1,2], although we 
note the following: 1) the time-dependent Navier-Stokes equations, along with the species- and energy- 
conservation equations, are integrated on a nonuniform staggered-grid system; 2) the detailed chemistry 
model includes 13 species and 52 elementary reactions; and 3) the effective binary-diffusion coefficient of 
the individual species in the local mixture is calculated using molecular dynamics and Lennard-Jones 
potentials. The numerical results presented herein are for a uniform air co-flow velocity of 0.3 m/s rather 
than the area-averaged value of 0.42 m/s. Use of the area-averaged value, though, results in a flow 
development that does not match the experimental observations. Recently, we have attempted to remedy 
this discrepancy by recording an inlet co-flow velocity profile with laser-Doppler velocimetry; however, 
updated calculations were not available for this paper. Nevertheless, we show Figs. 3, 4, and 5 the 
experimental and numerical values (using the 0.3-m/s co-flow velocity) of temperature and mole fraction of 
OH and NO at the three downstream locations of 50, 85, and 135 mm, respectively, versus radial position 
and time (relative to the photodiode trigger signal). These figures show the development of the flame bulge 
as the observation point moves downstream. The NO and temperature data were acquired in 1-mm radial 
steps, while the OH was recorded in 0.5-mm (at 50 and 85 mm downstream) and 0.75-mm (at 135 mm 
downstream) radial increments; however, linear interpolation has been used to smooth the images. Note 
that for purposes of comparison, we have displayed the measured (left-hand side) and calculated (right- 
hand side) values in a mirror-image format; in addition, we have shown only the computed and measured 
contours above 1000 K, since we were limited to measuring temperatures above 900 K with our TFP 

apparatus. 

At 50 mm (Fig. 3), the flame resembles a steady flame, though we note some temporal variation in the 
position of the flame surface; furthermore, the measurements and calculations show a small variation 
(temporal) in temperature along the flame surface and a concomitant variation in XN0. Maximum 
concentrations of NO in the measurements and calculations are similar at about -300 ppm. Consistently 
(at the three downstream locations), we obtain slightly greater measured X0H (-1.1 percent by volume) than 
calculated X0H (-0.9 to 1.0); however, fluorescence trapping in the calibration flame presumably results in 
a small error (perhaps +10%) in the calibration factor. As expected, OH exists only over a relatively 
narrow region of space. This region matches well that bracketed by the T > 1800 K contour; consequently, 
the OH marks the high-temperature regions where we expect NO to be produced.    In addition, we 
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consistently observed somewhat greater experimental flame temperatures, 2350 K measured versus -2200 
K calculated, at each downstream position; this, however, may be the result of movement of the filament in 
the calibration process (due to the high burnt-gas velocity in the Hencken flame). 

At 85 mm downstream of the jet exit (Fig. 4), the development of the flame bulge continues. The effect 
of the nonunity Le is now clearly seen in the NO image; within the bulge the NO concentration peaks at 
greater than 400 ppm (with the calculated values being slightly higher than the measured ones). Away 
from the bulge, however, the NO concentration across the flame is much reduced (i.e., XNo = 200 ppm from 
the measurements and calculations at about 28 ms). The width of the OH zone is maximum within the 
bulge, but the peak concentration across the flame drops slightly (X0H = 0.008 near the bulge vs. X0H = 
0.009 away from the bulge). Again, the maximum measured temperature is -2350 K, while the maximum 
calculated value is -2200 K. In general, however, the agreement between the measurements and 
calculations is good, not only in terms of peak concentrations and temperatures, but also in terms of the 
shapes of the concentration and temperature maps (although there are some differences, particularly with 
the XN0 and temperature at -40 ms). 

At 135 mm downstream of the jet exit (Fig. 5), the flame bulge is fully developed. The maximum 
observed temperature, -2350 K from the measurements and - 2200 K from the calculations, occurs at the 
location of the flame bulge, i.e., the compressed region of the flame; in the stretched regions of the flame, 
the maximum temperatures across the flame drop to -2100 K. The discrepancy between the measured and 
calculated temperature aside, there is reasonably good agreement between the calculated and measured 
temperature. We also observe good agreement between the measured and computed values of X0H and XNO- 

Of course, flame disturbances from room drafts are more evident at this position than at 50 and 85 mm; 
thus, the XOH map in particular (due to the small region over which OH exists) appears somewhat noisy. 
The maximum measured X0H are somewhat higher than the calculated ones; however, across the flame 
bulge, the measured X0H are somewhat lower than the calculated values. The XNO peaks in the compressed 
regions (at XNO = 490 ppm from the measurements and XNo = 550 ppm from the calculations), as expected 
based on the high temperatures within the bulge. In the stretched regions, the XNo decreases significantly; 
for example at -25 ms, the measurements show that XN0 = 180 ppm (the calculated value is somewhat 
higher, however). Of course, once the NO is produced, it is transported as a relatively stable product, and 
thus we observe considerable concentrations of NO even in fuel-rich regions 

CONCLUSIONS 
We have investigated the structure of a dynamic nonpremixed H2-air flame through experiments and a 

direct numerical simulation. In particular, we have recorded in space and time through sequential phase- 
locked point measurements the temperature using TFP and the concentrations of OH and NO using LIF. 
The measurements and calculations show the evolution of the flame with increasing distance from the jet 
exit. Near the jet exit the flame resembles its steady counterpart; however, even at 50 mm downstream, we 
observe some temporal structure that includes small broadening and narrowing of the high-temperature and 
high-XN0 zones; this effect is less pronounced with the thin OH region. Accompanying the broadening of 
the temperature/XN0 zones is a modest increase in the NO concentration. The comparison between 
measurements and computations is good, especially for OH and NO concentrations. Consistently, the 
temperature recorded with TFP was 100 to 150 K higher than expected; this may result from movement of 
the filament. With increasing downstream distance, the dynamic character of the flame continues to 
develop. At 85 mm above the jet, the compressed and stretched regions are now clearly visible, as are the 
effects of the flame curvature and nonunity Le on the XNO and X0H; whereas the NO concentrations are 
maximum within the compressed region, the OH concentrations across the flame zone are at their minimum 
values. Again, the comparison between modelling and experimental results is good, not only in terms of the 
magnitudes of the concentrations and temperatures but also in terms of the shapes of the concentration and 
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temperature maps. Finally, at 135 mm downstream, we find the bulge to be fully developed, and the 
combined effects of flame curvature and nonunity Le are most evident from the NO map, due to the 
temperature sensitivity of the thermal-NO mechanism. With both measurements and calculations, the XNo 
within the bulge js in excess of 450 ppm. Within the stretched regions of the flame, the XN0 is greatly 
reduced. Again, the measured temperatures are somewhat high across the reaction zone, and our future 
work will focus on improving the accuracy of the recorded temperatures. In addition, for the numerical 
simulation, we selected a co-flow velocity (one somewhat less than the area-averaged value) such that the 
simulation matched the general observations of the flame development; of course, future calculations will 
incorporate the measured velocity profile. 
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