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Guest Editors' 
Introduction 
Robert L. Stiegler, Robert V. Gates, and Daniel E. Harris 

In ... From the Sea and Forward... From the Sea, the Secretary of the Navy, 
The Chief of Naval Operations, and the Commandant of the Marine Corps set the 
strategic direction for Naval Services into the 21st century. The strategy places an 
unprecedented emphasis on the ability to operate in the littoral environment; that is, 
those regions relating to or existing on a shore or coastal region, within direct control 
of and vulnerable to the striking power of Naval Expeditionary Forces (NEFs). This 
strategy requires the development of new approaches to self-sustaining naval 
operations and future Navy/Marine Corps capabilities. This broad multifunction, 
joint, and complex concept is expeditionary warfare. This issue of the Naval Surface 
Warfare Center, Dahlgren Division (NSWCDD) Technical Digest focuses on 
expeditionary warfare and the enabling technologies that support that concept 
(Figure 1). 

Expeditionary Warfare 

In the last several years, the Department of Defense (DoD) has placed more 
and more emphasis on preparing our forces to fight regional conflicts involving 
one or more third-world countries. There are at least two reasons for this change 
in emphasis, one being the dissolution of the former Soviet Union. The second 
reason is the proliferation of relatively inexpensive but highly effective weapons 
and weapons systems, giving third-world countries an unprecedented capability to 
arm themselves. As a result, interest has shifted to the development of strategies 
and tactics for joint-service warfare in littoral environments, a concept now 
known as expeditionary warfare. One of the major participants in such a force is 
the Marine Corps. 

Expeditionary warfare has been tentatively defined byN85, Expeditionary 
Warfare Office, as military operations mounted (usually on short notice) in 
response to crises or potential crises, and conducted by forces with capabilities 
tailored to achieve a limited and clearly stated objective (or a specified range of 
objectives). The term "expeditionary warfare" conveys a sense of prompt and 
effective response; hence, in its initial stages, expeditionary warfare is best carried 
out by forces that are forward deployed or self-deploying, and which can sustain 
themselves in the objective area until a robust, logistic support system can be 
established. 

Expeditionary Warfare Technologies 

NSWCDD has become the focal point for superior, advanced technology 
solutions that nullify operational deficiencies and enable new approaches to self- 
sustaining naval operations and future Naval/Marine Corps capabilities. These 
efforts are focused on five imperative areas: 
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• Naval Fire Support (NFS) 
• Command, Control, Communications, 

Computers, and Intelligence (C4I) 
• Survivability 
• Battlefield Surveillance 
• Mine Countermeasures (MCM) 
This issue of the NSWCDD Technical 

Digest provides a sampling of Dahlgren 
Division's research and development in the 
technologies intrinsic within each of the 
imperative areas. As the primary focus is broad, 
so is the selection of topics for this publication. 
It will be noted that all the technologies pre- 
sented have areas that interconnect in their 
applications to expeditionary warfare and to the 
support of Marine Corps' maneuver elements. 

Naval Fire Support 

Since the end of the cold war, the Navy has 
emphasized a strategy of littoral warfare. As 
part of this strategy, the Navy and the Marine 
Corps have been developing operational 
concepts for amphibious warfare that will rely 

heavily on an ability to launch and support 
amphibious assaults from ships up to 25 nauti- 
cal miles from the enemy's shore. Successfully 
conducting amphibious operations requires all- 
weather fire support. If artillery and other 
ground-based fire support assets are not 
available, the Marine Corps' ground forces will 
need long-range, sea-based fire support from 
Navy ships, or from attack helicopters and 
fixed-wing aircraft. 

The NFS mission is to: 
• Provide supporting naval gunfire 

for amphibious operations 
• Provide suppression and/or destruction 

of hostile antiship weapons and air 
defense systems. 

• Provide supporting naval gunfire for the 
joint land battle 

Currendy, the Navy's cruisers and 
destroyers carry the 5-inch, 54-caliber gun, 
which can fire unguided projectiles to a 
maximum range of about 13 nautical miles. 
This short range, combined with threats to 
surface ships from mines and antiship missiles, 
currendy precludes the Navy from adequately 

Figure 1. Naval expeditionary warfare concept 
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supporting the Marine Corps' amphibious 
operations or engaging other long-range targets. 

The NFS program has three major thrusts: 
• Improve near-term, surface-ship fire 

support capability by developing 
modifications to systems already in 
development or production 

• Maximize the total theater-level fire 
support capability by integrating 
shipboard elements into existing and 
developing C4I systems 

• Develop advanced capabilities needed to 
keep pace with the evolution of 
expeditionary warfare systems by 
incorporating science and proven 
technologies 

Some key elements of the investment in 
improved NFS capability by the year 2001 are 
discussed in this issue of the NSWCDD 
Technical Digest. 

Command, Control, Communications, 
Computers, and Intelligence 

Today's NEFs, including the maneuver 
elements they support, depend on modern and 
robust communications and computer systems 
throughout the battlefield environment. This 
requirement is due to the sophistication of 
weapons systems, the expanse of likely batde- 
fields, the vast distances separating forces, and 
the speed at which strategic, theater, and tactical 
decisions must be made. "C4" is the dissemina- 
tion of information so that properly designated 
commanders can exercise authority and direct 
assigned forces to accomplish their mission. 
Commanders at all levels must have the right 
information, in the right place, at the right time 
This requires the collection, fusion, assessment, 
and dissemination of information throughout 
the battlefield. Moreover, information must be 
accurate; and it must travel quickly, travel 
without unscheduled interruption and, most 
often, travel to many receivers simultaneously. 
Each of these aspects of C4 plays key roles in 
attaining NEF objectives. 

The NEF and maneuver element also 
require dynamic intelligence support, tailored to 
their specific mission requirements. Intelligence 

must be in time to enable informed decisions 
for the simultaneous application of focused 
combat power across the depth and breadth of 
areas of responsibility. The key to an ability to 
apply focused and synchronized combat power 
is a seamless intelligence "system of systems" 
that enables the use of all the capabilities of the 
intelligence community, including national 
agencies and theater assets to see the battlefield 
and accurately target high-payoff enemy targets. 

The object is to create a seamless system of 
intelligence systems from NEF to maneuver 
battalion level. To meet the targeting challenges 
of the 21st century, key information and a 
common view of the battle space will be sent to 
all commanders immediately, graphic, rather 
than narrative, reporting will be emphasized. 
The intended battlefield will be visually por- 
trayed throughout its width, depth, and height, 
with sensor input sufficiendy accurate to permit 
precision targeting 

Mobility and Survivability 

"The single most significant opportunity in 
power projection lies in the current revolution in 
littoral battlefield mobility." 

Operational Maneuver From The Sea (OMFTS) 

Investment in technologies improving ship- 
to-objective maneuverability is critical in 
neutralizing and defeating 21st century threats. 

The Department of the Navy's recent white 
paper Forward. . . From the Sea recognizes the 
changes in the strategic landscape and marks an 
evolutionary shift away from Cold War thinking. 
Integral to this broad document is the Marine 
Corps' concept of OMFTS. Keys to OMFTS 
are the mobility of naval forces at sea, the rapid 
buildup and maneuver of combat power inland, 
and the early accomplishment of critical 
objectives. Although new systems are currendy 
being developed (e.g., LPD-17, MV-22 Osprey, 
and the Advanced Amphibious Assault Vehicle 
(AAAV)), even newer, more technically ad- 
vanced systems are required to project power 
over larger distances, more quickly, and in a 
seamless manner. The OMFTS concept faces 

1996 Issue: Expeditionary Warfare- 



many challenges, such as joint operations, 
greater standoff distances, and sustainment. In 
addition, many threats such as shore-to-ship 
missiles, mines, and direct-fire weapons must be 
countered or avoided when operating in the 
littoral area. To overcome these hurdles and 
successfully execute OMFTS, new technologies 
must be developed, along with operationally 
feasible concepts, to meet the component- and 
system-level deficiencies that currendy exist. 

Investments in the technology that supports 
OMFTS must continue. The technological 
thrust of this task is to enhance or improve the 
mobility of all maneuver surface elements 
envisioned in future missions, such as joint 
littoral operations, amphibious assaults, political 
operations, sustainment, and combat support. 
Alternative concepts, platforms, and configura- 
tions need to be developed and evaluated using 
traditional test and evaluation methods, as well 
as advanced modeling and simulation tools. To 
improve the mobility of future systems, innova- 
tive components, subsystems, and platforms 
need to be continually assessed and developed. 
The expected payoffs will be new components 
and subsystems required for mid-term and 
future warfare platforms, and new system 
concepts to support the successful conduct of 
OMFTS. 

Tactical deception and signature manage- 
ment are major factors with regard to the 
Marine Corps' need for an amphibious capabil- 
ity supporting OMFTS. In addition, future 
concepts may require small task forces to spread 
out on the batdefield. To enhance these 
operations, camouflage, concealment, and 
deception (CCD) technologies are required to 
minimize the vulnerability of vehicles and other 
systems to the myriad of sensing mechanisms 
used by the enemy. Signature management 
within the electromagnetic spectrum, tactical 
deception technologies, and reduction of dust 
generation are key areas to be explored to 
minimize the detectability of a vehicle by enemy 
sensors. 

There is a continued proliferation of 
"smart" weapons throughout the world. These 
potential threat munitions incorporate sensor 
technology to assure greater probability-of-hit 

against enemy platforms. In addition, the 
penetrator technology available today is more 
lethal than when many platforms were fielded in 
the past 20 years. The Marine Corps has two 
unique problems related to their vehicles. First, 
the vehicle must operate on the open ocean and 
through the surf, which demands a very low 
weight. Second, particular care needs to be paid 
to corrosion because of the salt water environ- 
ment. 

Current Navy/Marine Corps amphibious 
assault capabilities bring valuable Navy assets 
close to the hostile beach. Projected amphibi- 
ous assault tactics will involve the use of the 
AAAV to allow Navy ships to stand-off farther 
from the shore. However, both todays and 
tomorrows tactics will require the use of 
technologies that reduce detectability and 
enhance tactical surprise. These technologies 
will enable tactical surprise to be integrated into 
shipboard and vehicle systems, in order to 
minimize the detectability of naval expedition- 
ary warfare (NEW) and maneuver forces by the 
wide range of enemy devices. The payoff will 
be tactically superior and cost effective. The aim 
will be to produce a system that optimizes the 
interaction between ships' and vehicles' systems 
and applicable technology. Through the use of 
detection/avoidance technologies, the NEW 
and maneuver elements will reduce vulnerability 
to enemy sensors. Development of lightweight 
technologies that can survive the marine 
environment will provide the capability to 
maneuver in and out of the water, as well as the 
ability to quickly change a camouflage system 
from a water environment to an inland environ- 
ment. 

Battlefield Surveillance 

The most significant constraint on the 
performance of future weapon systems, as they 
apply to NEF and maneuver units, is the 
performance of the targeting sensors that 
provide tactical real-time acquisition, accurate 
identification, and effective engagement. Faster 
and more lethal weapon systems require the 
supporting fire-control systems to rapidly 
acquire, track, recognize, identify, and engage 
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targets. Challenges on the battlefield, such as 
significantly increased engagement ranges, high 
operation tempo, obscuration, and terrain 
masking, must be effectively overcome. Dispar- 
ate sensors operating in different media require 
sophisticated fusion in order to properly 
support the weapon system. The functional 
area of tactical targeting sensors is an increas- 
ingly dynamic growth area. 

Technologies that fuse the capabilities of 
lighdy armored stealthy vehicles, advanced 
sensors, and standoff weapons need to be 
developed and demonstrated. Using electro- 
optics and smart weapons, this technology will 
minimize the vulnerability of light forces by 
providing the capability to kill the enemy before 
closing to direct fire ranges. 

Compact, lightweight, affordable, integrated 
multisensor systems need to be developed: 
systems capable of implantation behind enemy 
lines to provide day/night, adverse weather, 
unmanned surveillance, and targeting 
information. Data will be transmitted to 
friendly weapons platforms using smart data- 
compression techniques. The system may have 
integrated, low-cost imaging to include 
uncooled thermal imagers and television (TV) 
cameras, as well as acoustic and other target 
cueing and position/location sensors. 

This technology will provide NEF and 
maneuver elements with accurate and timely 
" over-the-hill" reconnaissance, surveillance, and 
battle-damage assessment capability through the 
use of aerial sensors enhanced with aided target 
recognition and smart workstation technologies. 
A variety of imaging sensors may be used on a 
surrogate aerial platform, as well as a ground- 
based image exploitation workstation. 
Candidate sensors could include, forward- 
looking infrared (FLIR), infrared (IR) 
linescanner, day TV, and Moving Target Indica- 
tor (MTI) radar. The goal is to demonstrate a 
reduction in data time lines, from tasking to 
output of tactical information. 

These enhancements would provide 
automated target transfer from forward sensors 
to weapons systems, with the capability to 
engage high-value targets beyond traditional 
direct and indirect fire ranges. 

Mine Countermeasures 

The threat posed by mines, especially in the pursuit 
of our interests in the littorals, is one that must not be 
allowed either to inhibit or deter us from our ability to 
execute our nations taskings. 

The strategic concept and direction of the 
naval service oudined in the 1992 paper . . . Fran 
the Sea and reaffirmed in the 1994 companion 
document Forward... From the Sea provide 
compelling requirements for effective and 
modern mine-warfare forces. \Ce must be 
prepared to operate in distant waters in the early 
stages of regional hostilities to enable the flow 
of land-based air and ground forces into the 
theater of operations, as well as to protect vital 
follow-on sealift required for delivery of heavy 
equipment and sustainment of major forces. 

Forward-deployed U.S. naval forces must be 
allowed unencumbered maneuver within the 
theater of operations. To acquire battle space 
dominance, in-theater force buildup is required. 
This buildup is possible only if we can sail safely 
across the sea lanes of communication and into 
littoral operating areas and ports of debarkation. 

For the foreseeable future, we must 
anticipate increases in both the lethality of 
mines and the number of mines available for 
use by practically any adversary. Modern mine 
countermeasures skills and systems are thus 
pivotal if U.S. naval forces are to maintain a 
credible forward presence and, if required, to 
ensure battle space dominance and conduct 
power projection operations. The development 
of these skills and systems must be guided by a 
well-defined concept of operations and system 
architecture. 

There are four general types of MCM 
operations that build on each other: 

• Mapping, Survey and Intelligence 
Operations—includes bottom mapping, 
environmental survey and intelligence 
collection 

• Surveillance Operations-includes national 
sensors, joint forces, special operations, 
and allied forces 

• Organic MCM Operations-provides 
deployed naval forces the ability to locate 
and clear mines 
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• Dedicated MCM Operations-sustained 
focused MCM operations 

There is no single solution to the mine 
threat. A combination of existing systems and 
capabilities, coordinated with technology 
development, is essential. 

This issue of the NSWCDD Technical 
Digest includes articles concerning overall 
MCM approaches, as well as articles covering 
specific systems and technologies that address 
countering the mine threat. 

Introduction To The Technical 
Presentations 

Aspects of the NFS imperative are ad- 
dressed by several of the articles in this issue of 
the NSWCDD Technical Digest. These articles 
focus on both the requirements for new or 
improved weapons systems and their coordina- 
tion.   Blosser addresses the development of 
conceptual approaches for NFS mission 
planning and coordination. A major consider- 
ation in this development is a requirement for 
operations in a joint warfare environment. 

The Extended-Range Guided Munition 
(ERGM) is a key element in the upgrading of 
the Gun Weapon System, and is intended to 
provide the longer range needed to meet NFS 
requirements while maintaining the necessary 
terminal accuracy. Hagan discusses the systems 
engineering of future gun weapon systems with 
an emphasis on ERGM.  He also presents some 
of the longer term possibilities provided by new 
and evolving technology. 

A key to maintaining or improving the 
accuracy of both gun and missile systems lies 
with the capabilities of guidance and navigation 
from the Global Positioning System (GPS). 
Ohlmeyer and others discuss the development 
and use of a detailed computer simulation that 
supports future concept studies and systems 
design for systems such as ERGM, which will 
integrate GPS and an onboard inertial naviga- 
tion system. 

Wapon planning algorithms planned for 
the Advanced TOMAHAWK Weapons Control 
System will include algorithms for the construc- 
tion of composite allowable launch areas and 

missile inflight avoidance areas. These regions 
can be constructed by calculating the unions 
and intersections of simple polygons that 
represent operating and defended areas. 
DiDonato describes a computationally efficient 
algorithm that computes the intersections and 
unions of planar polynomials, which can be 
used for this purpose. It should be noted that 
this algorithm has also been used to evaluate the 
potential of a conceptual long-range theater 
interceptor and, indeed, has many other 
potential applications. 

The remainder of the articles address the 
ship-to-objective mission of expeditionary 
warfare, including the complete area of battle, 
ÖI, survivability of personnel and physical 
assets, battlefield surveillance to provide real- 
time situational knowledge, and the critical area 
of MCM. 

Holland and others discuss the fundamental 
technologies of advanced processing and their 
application to all aspects of the imperative areas. 
Advanced targeting and communication 
concepts are described by Melton in his For- 
ward Observer/Forward Ar Controller article. 
Headley and others continue the discussion on 
surveillance and sensors in their technical article 
on Horizon Infrared Surveillance Systems. 
Surveillance technologies meld into survivability 
with Driscoll and LaMoy's description of 
imagery spectroscopy 

The technologies then shift to applications 
of mine detection with Tuovila and Nelson's 
presentation of the use of fractal features for 
mine detection in cluttered sonar images; high- 
resolution array processing by Wilbur and 
others; and Shepherd's Systematic Mine Coun- 
termeasures. The final two articles by Moritz 
and Floore provide a transition from technology 
development to the simulation of the expedi- 
tionary warfare environment and the application 
of technology to the fleet, as presented in the 
AN/KSQ-1 Amphibious Assault Direction 
System. 
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Naval Surface Fire 
Support—Mission 
Planning and 
Coordination 

O. Kelly Blosser 

Naval surface fire support (NSFS) is the use of gun-fired projectiles and 
missiles from surface combatants to support amphibious operations and the land 
battle. NSFS is one of three supporting arms (including tactical aviation and 
shore-based artillery) that have traditionally provided fire support to amphibious 
assault landings. New NSFS weapons are being developed, and it is generally 
recognized that improved NSFS mission planning and coordination will be 
necessary for the effective use of these weapons in the littoral battle space of the 
21st century. 

This article identifies required NSFS mission planning and coordination 
capabilities and explores alternatives for implementing these in surface 
combatants and amphibious command ships.  The Navy must improve NSFS 
mission planning and coordination capabilities to be compatible with new joint- 
warfighting doctrine and to be interoperable with the landing force and forces 
operating ashore. The Army and Marine Corps have joint programs for 
automating fire-support coordination and effecting digital battlefield connectivity, 
and the Navy will be required to develop a system that will provide the targeting 
and fire coordination to make surface-launched fire-support weapons effective on 
the battlefield. 

The approach suggested in this article would be to build a constructive 
interim capability in parallel with the development of the near-term, extended- 
range guided munition (ERGM). Further development will provide a fully 
capable system that will operate with the joint targeting and fire coordination 
systems of the 21st century.  

Introduction 

NSFS is the modern successor to traditional naval gunfire support 
(NGFS) from battleships, cruisers, and destroyers, providing supporting fires 
for Marine Corps and Army amphibious assault landings. In the battle space 
of the 21st century, NSFS may have an expanded role with tactical aviation 
to provide firepower from the sea:  to support joint forces, to ensure domi- 
nance in littoral operations, and to support the land battle. 

Fire support encompasses (in an organization and system) sensor, force- 
level command, fire coordination, and engagement elements. Many of the 
elements are not dedicated wholly to fire support, but each has an essential 
contribution.  Sensor systems, including forward observer (FO) teams and 
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intermediate information process- 
ing or intelligence systems, locate 
targets and refine targeting infor- 
mation. An amphibious command 
ship or shore-based coordination 
center provides force-level planning 
and fire coordination, while NSFS 
ships and other supporting arms 
plan unit-level missions and engage 
assigned targets. A notional fire 
support system focused on NSFS 
ships as the engagement elements 
(i.e., a subset of the full supporting 
arms system) is shown in Figure 1. 
Although considered a system, 
current NSFS is assembled from 
existing equipments, operated by 
manual and man-intensive organi- 
zations, and held together by voice 
communications. 

In the future vision of the Navy 
expressed in . . . From the Sea and Forward. . . 
From the Sea the United States will conduct 
Naval Expeditionary Force (NEF), joint, and 
combined military operations in the littoral 
regions of the world; an essential requirement 
will be the capability of naval forces to 
project overwhelming firepower from the 
sea.1  NSFS and the other supporting arms 
will be elements of a joint fire-support 
system providing fires  "that assist land and 
amphibious forces to maneuver and control 
territory, populations, and key waters."2 

The first step towards a modern NSFS 
system was taken in January 1995 when the 
Chief of Naval Operations (CNO) author- 
ized the development of a naval weapon to 
meet Marine Corps near-term fire-support 
requirements. The goal was to introduce, by 
2001, the ERGM EX-171 fired to a range of 
63 NM by a modified 5762 Mk 45 gun 
mount. Missile concepts will also be evalu- 
ated as a supplement to the gun system and 
to provide an effective weapon against deep, 
high-value targets.3 

Effective NSFS weapons are essential. 
The current emphasis on improving weapon 
capabilities is well placed.  However, current 
NSFS mission planning and targeting 

Figure 1. The notional NSFS system 

capabilities will be inadequate to support the 
improved, near-term NSFS weapon and 
obsolete in the future battle space. A fully 
capable NSFS planning and targeting system 
evolved to support the family of NSFS 
weapons in the 21st century must be devel- 
oped within the framework of: 

• Evolving joint visions and concepts of 
littoral warfare 

• Automation of Army and Marine Corps 
fires coordination systems 

• New NSFS weapons 
• Digitalization of the battle space 
• Reduced military budgets for new 

developments 

Background 

While the tactic of moving a combat 
force by sea and landing it in the face of a 
shoreline defense dates back many centuries, 
modern amphibious warfare doctrine was 
developed by the U.S. Marine Corps in the 
1920s and 1930s. Application of this doc- 
trine required special landing craft and 
amphibious vehicles to speed the ship-to- 
shore maneuver and overwhelm beach 
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defenses before enemy reinforcements could 
arrive.  Ships and aircraft supported the 
assault with surface gunfire and rockets and 
air-launched ordnance, which were joined by 
artillery emplaced ashore in the early phases 
of the assault. 

Traditional amphibious assault operations 
consisted of several steps:  prepare and move 
to the area, soften the area with bombard- 
ment, seize a beachhead, defend the beach, 
build up power ashore, and break out to 
extend the battle landward. Landings were 
predominantly "across the beach" using slow- 
moving landing craft, and because only about 
six percent of beaches were suitable for 
landings, the assaults were usually opposed by 
heavily fortified enemy defenses.4 These 
amphibious concepts and equipments served 
the Navy, Marine Corps and the Army 
through World War II and Korea. 

New doctrine, tactics, and organization 
for supporting arms were also crucial to the 
success of these amphibious operations. 
Supporting fires from all elements (a) pre- 
pared the landing beach, (b) interdicted 

enemy reinforcements and communications 
leading to the landing beach (in order to 
isolate the enemy force already in place), and 
(c) responded to calls from landing force 
elements on the way to the beach and ashore 
for fires to suppress and neutralize enemy 
troops and positions (Figure 2). 

Current Capabilities 

The backbone force for current amphibi- 
ous operations is the forward-deployed 
Amphibious Ready Group (ARG) with an 
embarked Marine Expeditionary Unit (MEU), 
which has a Special Operations Capability 
(SOC). Amphibious operations will be 
conducted by task forces composed of 
multiple ready groups reenforced with other 
Navy and Marine elements. 

This force will be equipped with Air 
Cushion Landing Craft (LCAC) and helicop- 
ters: The LCAC makes over 60 percent of all 
beaches accessible by amphibious landing, 
and helicopters can vertically lift assault 
forces well inland, behind beach defenses. 

Prerequisites 

Secure lines of 
communication from rear 
bases into the zone 
of conflict 

Preparation 

Command of the sea around 
the objective area 

I      -"  
Command of the air around 
the objective area 

• Paratroopers 
• Air Strikes o Naval Guns 

(Land Artillery) 

Destroy or neutralize defensive positions 

 1 y '    I  
Troops      Cargo   * Paratroopers 
^ A i »AirStrikes 

▼       ▼ 

Naval Guns 
(Land Artillery). ' 

Amphibious Assault 

—-i 1  
'Troops       Cargo 

♦ "-+■■ 
Shift from amphibious to land war 

Ultimate Objective 

Select a beach with favorable 
hydrographic and terrain conditions 

Deceive the enemy as to the point 
of debarkation [and force objectives] 

Employ naval guns [and air strikes] in 
preparing the way for troops 

Destroy or neutralize opposing artillery 

Deploy land-based artillery as soon 
as practicable 

Seize the high ground that commands 
the landing area 

Quickly transfer supplies ashore 

Figure 2. Traditional amphibious assault 
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The V-22 Osprey, now in development, will 
greatly increase the reach and momentum 
with which vertical assault elements can be 
moved ashore. The Advanced Amphibious 
Assault Vehicle (AAAV), also in development, 
will more than triple the speed with which 
over-water elements can move ashore. These 
advanced lift capabilities will enable amphibi- 
ous operations to be launched from over the 
horizon, provide greater safety for amphibi- 
ous forces, and keep the enemy confused 
about the location and timing of the landing. 
He will be forced to scatter his forces over a 
wider geographic area, thus weakening 
defenses of any single potential landing area, 
or he will tie up many more forces in the 
defense of his coastal areas. The naval gun 
system with ERGM will provide the range 
and accuracy needed to support the gready 
extended range and tempo of operations of 
assault forces, and a fire support missile will 
be used against high-value deep targets. 
However, to fully exploit its potential, NSFS 
must be closely integrated with assault 
element planning and operations. 

Fire support planning in the Amphibious 
Task Force is done by the combined landing- 
force operations staff, with intelligence support 
from the Joint Intelligence Center (JIC). In the 
operational plan (OPLAN), NSFS ships are 

identified and given prearranged targets to 
engage on schedule. When the operation 
commences, a Supporting Arms Coordina- 
tion Center (SACC) in one amphibious 
command ship executes the plan and coordi- 
nates general support call-fire missions. 

Surface combatants in a fire-support role 
are either in general support (GS) and 
respond to calls for fire from the SACC, or 
are in direct support (DS) of a landing force 
battalion ashore.  DS ships respond to calls 
for fire from the battalion's fire-support 
element and FO teams to directly support 
maneuver elements.  Missions assigned to 
NSFS ships during phases of a traditional 
assault are shown in Figure 3. 

Once the combat force is ashore and the 
Commander of the Landing Force (CLF) 
assumes control, a Fire Support Coordination 
Center (FSCC) takes on the primary role for 
supporting-arms coordination. The fully 
developed NSFS organization is shown in 
Figure 4.  This organization is very similar to 
that used during World War II and remains 
sound.  It provides the logical framework for 
developing a Navy force-level, fire-support 
planning and coordination system for the 
future. 

However, supporting-arms mission 
planning and coordination capabilities and 

PRE-D-DAY FIRES 

Mine Warfare 
Support/ 

Reconnaissance/ 
Demolition 
Operations 

D-DAY FIRES 

—SEAD Fires- 

POST-H-HOUR FIRES 

"Counterfire- 

<|—LZ Preparatory Fires-^- 

Destruction/ 
Neutralization Fires 
(Preplanned Fires) 

Support/ 
Protective/ —^ 
Defensive 

Fires 

 —TIME—  
D-DAY H-HOUR 

Figure 3.  Phases of a traditional amphibious assault operation 
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Figure 4. Elements of an NSFS fire coordination organization 

supporting systems must be updated and 
automated to respond to future operational 
tempos. A SACC on the most modern 
amphibious command ships plans and 
conducts fire support very much as it was 
done in World War II; it is a manually inten- 
sive operation using charts, maps, overlays, 
and 3 by 5 file cards. Voice communications 
or naval-text-formatted teletype messages are 
the means connecting separate elements of 
the organization. Marine Corps elements 
have recently installed interim automation 
systems in the SACC and Landing Force 
Operations Center (LFOC) of several 
amphibious command ships, but these 
terminals are not integrated with the com- 
mand ship's combat system. 

Improvements in gun fire control have 
been made in surface combatants since World 
War II and Vietnam, but NSFS advances have 
not kept pace. The Mk 160 Gun Computer 
System (GCS) in Arleigh Burke class destroyers 
is a modern fire-control system, and the use 
of the Global Positioning System (GPS) 

enables these ships to get a precise fix on 
ownship's position, instead of using dead 
reckoning or navigation reference in inshore 
waters. However, a modern NSFS planning 
and coordination capability does not exist.  In 
the Combat Information Center (CIC), a 
gunnery liaison officer (GLO), plot team, and 
fire-control system operator constitute the 
NSFS organization, and these personnel work 
a largely manual process.  Sector geographic 
feature maps (e.g., 1 to 25000 or 50000 scale), 
overlays, and voice communications are their 
planning and coordination tools. Voice radio 
nets connect operators to the SACC or FSCC 
for general support missions, and to FO 
teams operating with battalion fire-support 
elements for direct support missions. A plot 
team at the Dead Reckoning Tracer (DRT) 
confirms the ship track, plots gun-to-target 
lines, and reviews fire missions against fire 
coordination lines and no-fire zones to 
ensure coordination and safety of fire. The 
GCS operator enters target locations, and 
when solutions generated by the plot team 
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and the GCS operator agree, firing com- 
mences. Grid spot conversion for adjustment 
of fire is done using a manual tool, and spots 
from the FO are called to the fire control 
operator to adjust fire. 

In the future, the manual process will not 
work The surface combatant has a frag- 
mented and inadequate tactical picture of the 
battlefield, and the man-intensive process and 
voice communications connectivity severely 
limits the NSFS system's ability: 

• To rapidly respond to calls for fire 
• To handle multiple fire missions 
• To rapidly replan targets 
• To determine dynamic zones of fire 

and no-fire 
• To coordinate operations with other 

surface and air combatants 
Overloaded operators will be prone to make 
errors, and manual data entry will require an 
excessive response time. 

The Future: A Rapidly Changing Scene 

New warfighting concepts, movement 
towards joint services commonality, and 
progress in the other services in automation 
of fire-support coordination systems will 
exacerbate the existing problem in future 
NSFS operations.  Several of these influences 
are described below. 

Warfare Evolution: New Paradigms 

As the United States approaches the 21st 
century, changing political and international 
relationships have altered national and 
military strategies of the United States and its 
military, respectively. We are committed to a 
littoral warfare doctrine that incorporates 
joint expeditionary warfare.  Parenthetically, 
significant improvements in defense tech- 
nologies available to potential adversaries 
could affect the ability of U.S. forces to 
project their power, unhindered, in the littoral 
regions of the world. The capability of the 
services to carry out joint expeditionary 
operations will be impaired in the face of 
enemy defenses, were the traditional doctrine, 

tactics, and equipments designed for World 
War II and the Cold War maintained.  The 
Navy has defined its strategic concepts for 
the future in . . . From the Sea and Forward... 
From the Sea. The Marine Corps conceived 
Operational Maneuver From The Sea 
(OMFTS) as its goal for future amphibious 
doctrine and a series of experiments termed 
Sea Dragon to experiment with visions of 
warfare in the 21st century. The Army is 
developing the Force XXI concept. The 
current chairman of the Joint Chiefs of Staff, 
General Shalikashvili, has apparently melded 
these into his concept of a joint force 
exerting "full-spectrum dominance" over 
future battlefields.5 OMFTS and Force XXI, 
in stressing joint operations and the extended 
and extensive use of firepower, will have a 
fundamental impact on the Navy requirement 
to provide fire support. 

The Marine Corps' vision and experimen- 
tal concepts for NEF operations emphasizes 
the Marine role as the "naval advanced 
guard."   OMFTS stresses surprise, speed, 
information, decision support, and mobility 
to give an expeditionary force the ability to 
maneuver before landing force elements are 
landed, and to rapidly move these units to 
maintain a tempo of operations to foil enemy 
defenses and achieve our own force objec- 
tives. 

The expeditionary force will operate on 
vital objectives without the traditional buildup 
of support forces ashore.  The concept 
includes dispersing and concentrating forces 
in terms of breadth, depth, and time; and, in 
addition, "employs maneuver to engage by 
fires, and shapes the battle space in a nonlin- 
ear manner with forces capable of acting 
independently to achieve the commanders 
intent."   It is "distributed and centrally 
coordinated but decentralized in execution on 
a more dispersed and opportunistic battle- 
field."  Command and coordination "will 
usually remain sea-based."  Sea Dragon 
concepts will integrate "both expeditionary 
and joint force elements";  therefore, 
fire-support coordination systems should be 
fully interoperable, if not identical, with Marine 
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and joint-force fire support coordination 

elements.6 Sea Dragon experiments will exploit 

the use of OMFTS to its maximum extent. 

Fires from a sea-based platform will be 

the primary means for engagement early in an 

operation.  Further, the concept stresses 

"engagement coordination."   FO teams and 

other sensor systems will directly or indirectly 

feed targets to the engagement systems. 

However, the new concept allows for opera- 

tions in the more traditional hierarchical 

organization where required. 

The command structure may feature a 

flatter configuration with fewer echelons of 

control and coordination between fires team 

and the Marine Air Ground Task Force 

(MAGTF). Response, accuracy, and lethality 

will be necessary attributes for all supporting 

arms, and dispersed fire systems will be 

coordinated against a target set over an 

expanded battlefield. All fire-support ele- 

ments must have a common tactical picture 

and a common understanding of the 

commander's intent, and they must respond 
with common decision logic to the engage- 

ment requests from MAGTFs and subordinate 
echelons. 

Force XXI is the Army's vision for "full- 

dimensional operations of the strategic Army 
in the early 21st century."  War will require 

doctrinal flexibility and lighter, more lethal, 

and better-protected forces to operate over a 

larger and deeper battlefield. These forces will 

be modular, with flatter and less rigid hierar- 

chical organizations.7 Information sharing 

among systems will provide all command 

levels with a common tactical picture.  Infor- 

mation sharing and distribution to all units 

will be an essential element for operations. 

Fewer forces and smaller units will out- 

perform and outpace the enemy's defenses 

through "simultaneous engagement of targets 

by a greater variety of joint warfighting 

systems."  The maneuver forces will be 

supported and, in some cases, replaced by 

direct and indirect fires with extended range, 

greater accuracy, and greater lethality. 

Deep operations and simultaneous attack 

may alter the current concepts of fires and 

maneuver:  the operational commander will 

attempt to stun and quickly defeat the enemy 

throughout the battle space. Stress on early 

entry of Army components of a joint force is 

a dramatic change from the current, standard 

operational approach.  Early entry will be 

required by the future strategic environment. 

Early-entry forces may have to fight their way 

into the theater and face an enemy who is 

attempting to retain control of the area. 

Common elements of the OMFTS and 

Force XXI concepts that will have a signifi- 

cant influence on NSFS planning and 

coordination, as well as weapon requirements, 

are: 

• "Flatter" command structure (central 

coordination of distributed assets) 

• Information sharing at all levels 

• Large battle space, including the deep 

and close battles 

• Fire teams, and maneuver to support 

fires 

• Overwhelming firepower from the sea 

Digitization of the Battlefield 

Digital data connectivity is an essential 

part of modern warfighting concepts, for the 

sharing of tactical data and for assured 

command control. A joint-services agreement 

on digitization of the battle space will lead to 

common digital-communications systems, 

protocols, and message standards.8 Command 

systems that rely on manual operations and 

voice communications to connect with other 

commands must evolve to full, digital 

capabilities or they will be unsuitable for 

future joint-battlefield operations. The Army 

and Marine Corps are now fielding a common 

system for battlefield tactical communications, 

the single channel ground-to-air radio system 

(SINCGARS), which provides a secure, jam- 

resistant, very high frequency (VHF) 

communications medium.  In Force XXI, the 

Army envisions a tactical internet 

incorporating SINCGARS, the Enhanced 

Position Location Reporting System (EPLRS), 

and mobile subscriber equipment (MSE) to 

electronically route digital data. 
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Ship-to-ship and ship-to-shore fire support 
coordination now rely on voice communications 
for operation, but as an interim measure, 
amphibious ships and NSFS ships will be fitted 
with SINCGARS to provide tactical voice and 
digital communications for command and 
coordination. However, SINCGARS has 
significant limitations in extended-range ship-to- 
shore communications since its radio frequency 
is line-of-sight, and man- and vehicle-portable 
radios are low powered. New solutions for 
reliable high-speed digital data exchange among 
surface ships and shore-based fire support 
elements must be developed as part of the Navy 
Joint Maritime Communications System 
(JMCOMS). 

Fire Coordination System Automation 

Computer-aided systems were introduced 
in the Navy in the 1950s for antiair and 
antisubmarine warfare but, as noted earlier, 
these capabilities have not been applied to 
maritime fire-support coordination. Since 1975, 
the Army and Marine Corps have moved from 
manual fire-direction centers to modern 
computer-aided systems for artillery fire 
direction. The first-generation Marine Corps 
systems providing significant automation for 
artillery support were the Tactical Fire Direction 
System (TACFIRE) and its replacement, the 
Interim Fire Support Automation System 
(IFSAS). IFSAS is implemented in field 
computers distributed among tactical command 
echelons and connected via combat net radio 
communications. Marine Corps units operating 
ashore employ IFSAS terminals, and IFSAS 
terminals are being installed in the LFOC and 
the SACC of modern amphibious command 
ships.9 

The Army, with Marine Corps support, is 
developing the Advanced Field Artillery Tactical 
Data System (AFATDS), a distributed fire 
coordination system connected by a tactical 
radio communications system. Compared to 
IFSAS, AFATDS will have a gready expanded 
capability to process and display tactical infor- 
mation and provide control information to all 
fire-support elements. It will provide a 

common tactical picture of the battlefield and 
tactical fire control and coordination for all fire- 
support elements. AFATDS capabilities will 
include coordination of all supporting arms 
(naval gunfire and tactical aircraft). It will be 
used at all echelons, from force-level to artillery 
battalion and Army Multiple-Launcher Rocket 
System (MLRS) battery level. AFATDS will be 
incorporated in MAGTF command, control 
communications, computers, and intelligence (Ol), 
for use ashore and afloat AFATDS will be 
implemented as part of the Marine Corps 
technical architecture (TA) to ensure 
"interoperability of Marine Corps, joint, and 
combined Forces in a three-dimensional battle 

"10 space. 
Digital communication devices and spotting 

devices will be used by FO teams and Air and 
Naval Gunfire Liaison Organizations 
(ANGLICO) operating with the maneuver 
elements. FO teams are now equipped with 
Digital Communications Terminals (DCTs) or 
Forward Entry Devices (FEDs) for exchanging 
digital fire-support messages with the fire 
coordination elements. 

In the future, FO teams will have the Target 
Location Designation Handoff System 
(TLDHS), which is being developed for use by 
the Marine Corps. TLDHS is a device with a 
laser rangefinder, an azimuth measuring device, 
GPS, digital computer, and radio with digital- 
message capability Using TLDHS, the observer 
spots the target to record the offset target 
position in GPS coordinates, enters amplifying 
target identification data, and sends the targeting 
data to close air-support aircraft, specified 
command elements, or a direct-support NSFS 
ship. 

Required Capabilities 

Based on (a) the current state of NSFS 
coordination capabilities, (b) the significant 
improvements being made by the other 
services in fire coordination, and (c) the bold 
visions of military operations in the early 
21st century, it is clear that the Navy NSFS 
system must be a key part of a fully integrated 
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fire-support system:   it must use the shared 
tactical battlefield picture, it must provide 
fires and fires coordination to meet Marine 
Corps OMFTS and Army Force XXI needs, 
and it must communicate with all fire-support 
elements using joint message standards over 
high-speed, digital data paths. These general 
capabilities imply modernization of not only 
the physical system, but nearly every aspect 
of NSFS organization, tactics, and proce- 
dures. The fully effective NSFS mission 
planning and coordination system for the 21st 
century must meet several basic requirements: 

1. The NSFS system must support the 
use of NSFS weapons against assigned 
targets:  prearranged and call-fires, in general 
support and direct support missions. The 
system must provide target information to 
accurately place NSFS ordnance within lethal 
radius for a variety of targets.  In order to 
achieve this goal, the system must be pro- 
vided with timely data from external targeting 
sources. The near-term need is to support 
initial operational use of the 5-inch ERGM 
round to its maximum range, with targeting 
accuracy sufficient to provide high, single- 
round damage to targets.  The system must 
support the use of tactical missiles in fire 
support when these are introduced. 

2. The NSFS system must operate with 
both digital and voice communications with 
joint forces on the battlefield. 
A communications support 
system, e.g., JMCOMS, must 
provide reliable tactical com- 
munications among all 
maritime components of the 
NSFS and the land-based 
elements. Ideally, one commu- 
nications system would provide 
the capability for all support- 
ing-arms components and 
coordination systems, afloat 
and ashore, to maintain reliable 
and high-speed information 
flow. Voice will be less impor- 
tant, but for the near future, 
voice must be retained as a 
parallel and backup capability. 

3. The NSFS system must have the 
capability to fully interoperate with the force 
fire-support coordination system.   The 
problems of the future battlefield include 
maintenance of a common relevant tactical 
picture, assignment of resources effectively, 
and deconfliction of aircraft, helicopters, 
missiles, and gun-fired ordnance over a 
dynamic battlefield. The system may be 
organized with multiple fire teams, a fires 
coordination center, and multiple NSFS 
ships, as illustrated in Figure 5- 

System Candidates 

NSFS system concepts are being ex- 
plored to evolve specific system requirements 
and to identify candidate systems that could 
be incorporated in a full NSFS system. This 
process includes the identification of existing 
and developmental systems that could have a 
major role in fulfilling the above requirements 
and conducting demonstrations to provide a 
proof of concept. 

Today, the requirements to develop a new 
system must be tempered with concern for 
cost and flexibility in the combat system. 
Reuse of systems, especially where this 
provides enhanced capabilities and inter- 
operability, is a design goal that must be 
incorporated. 

Figure 5. Notional fire support system of the future 
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New joint systems are being developed in 
a common operating environment under 
open-system architecture standards to operate 
in standard hardware. Future surface com- 
batants will have fully integrated combat 
systems with a computing system backbone 
and common display terminals:   mission- 
specific applications will run on the common 
system.  In the interim, several candidates 
could be used as building blocks for an NSFS 
mission planning and coordination system. 
Features of these systems could be combined 
to provide a constructive step to development 
of a fully functional NSFS system. 

AFATDS 

A relevant, shared tactical picture and full 
interoperability with Marine Corps and Army 
fire-support coordination systems is a key 
required capability for NSFS.  Reuse of 
applicable AFATDS software modules and 
displays may expedite the achievement of full 
Navy interoperability with the force fire- 
coordination system. AFATDS is the future 
Marine Corps system that will provide "fully 
automated fire support command and 
control."11  In limited operation with Army 
combat units, AFATDS version 1 was 
implemented for field artillery coordination 
on standard Army Tactical Computer Units 
(TCUs).  Version 2 will be the first fielded by 
the Marine Corps and, at the same time, 
AFATDS will be modified to operate in a 
common operating environment.  It will also 
incorporate naval gunfire and tactical air- 
support functions.  Close-air support 
messages are being implemented to integrate 
tactical air operations.  NSFS messages are 
being implemented to permit AFATDS 
operators to assess NSFS ship resources and 
task NSFS ships to engage. 

AFATDS will be installed on amphibious 
command ships as part of MAGTF C4I, much 
as IFSAS terminals are being installed today. 
With AFATDS as the standard land and 
amphibious command-ship fire-coordination 
system, use of relevant AFATDS modules, 
databases, and displays in an NSFS system on 

surface combatant ships will give these 
elements an immediate interoperability with 
all force and land-based fire-coordination 
elements.  Using the same algorithms, 
databases, and refresh rates, an NSFS ship 
will maintain a shared common tactical 
picture with afloat and shore-based 
coordination centers and operate as a node 
of the fire coordination system.  Implemen- 
tation of specific features of AFATDS on a 
standard Navy computer will provide shared 
situational awareness and a powerful set of 
tactical algorithms. Additional Navy 
requirements would be implemented in future 
builds of AFATDS software. A common 
application will require that only one program 
must be modified for all services each time a 
new version is fielded. 

Advanced Tomahawk Weapon Control 
System (ATWCS) 

ATWCS is the next-generation weapon 
control system for the family of Tomahawk 
Land Attack Missiles (TLAM). TLAM was 
designed as a strike weapon, but changes in 
the missile and weapon control system will 
give it a capability against time-critical targets. 
One variant of TLAM has been proposed as 
an effective interdiction weapon against 
massed enemy armor reinforcements. 

ATWCS is being built on the common 
operating environment using standard Navy 
displays, a local area network, and both 
commercial and government off-the-shelf 
software. ATWCS will have interfaces with 
the ship's combat system, with the Joint 
Maritime Command Information System 
(JMCIS), and with standard Navy communi- 
cations systems.12 In the future, ATWCS 
could assume additional roles, including 
control of unmanned aerial vehicles (UAVs) 
and deep strike operations, and weapon control 
for a ship-based fast response NSFS missile.13 

ATWCS could also assume NSFS 
functions; once AFATDS is converted to a 
common operating environment, appropriate 
modules of its software could be run as an 
application in the ATWCS system. 
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Mk 160 Gun Computer System 

The current Mk 160 GCS in DDG-51 
Arleigh Burke class destroyers is being 
modified with a new display, a local area 
network for data transfer, and computer 
programs operating in a common environment. 
With appropriate interface processing capability 
and software modifications, this system could 
also support a full, two-way digital-data transfer 
capability with an external fire-support source. 

Computer Aided Dead Reckoning Tracer 
(CADRT) 

As described above, in current NGFS 
operations, the plot team uses maps and manual 
procedures to plot ship's course, mark major 
features and tactical data on the battlefield, and 
plot gun-to-target lines to ensure accurate range 
and bearing and safety of fire. The CADRT is 
being introduced by the antisubmarine warfare 
community for tactical decision support and is 
proposed to replace the outmoded DRT in 
shipboard use.14 CADRT is being developed in 
an open system with standard Navy TAC-X 
processors, a local area network, and a large 
horizontal display. CADRT as a component of 
the NSFS system could provide an improved 
plotting capability with fewer personnel. 
Interfaces with ships systems would be effected 
through the local area network AFATDS could 
also be implemented as an application on the 
CADRT, in order to fulfill the need to automate 
many current routines in CIG 

Demonstrations 

Two demonstrations, completed in 1995 
and 1996, respectively, showcase new con- 
cepts for NSFS planning and coordination. 

The first, a digital interface between the 
Mk 160 GCS and an external Digital Commu- 
nications Terminal (DCT), demonstrated the 
capability of an FO to input digital data on 
land targets to the gun system. The Remote 
Digital Data Link (RDDL) experiment 
required a desktop computer with interface 
cards. Two TACFIRE messages from the 
DCT were converted to Navy Tactical Data 

System (NTDS) low-level serial messages for 
processing in the Mk 160 GCS. Target data 
were then displayed on the Mk 160 console 
for operator action including target selection 
and adjustment of fire. RDDL provides the 
nucleus of a capability to use digital 
TACFIRE and the new variable message 
format (VMF) fire-support messages to 
streamline the sensor-to-shooter data path. 

An NSFS demonstration, part of Com- 
bined Joint Task Force Exercise (CJTFEX) 
96, was an ambitious attempt to showcase 
planning and coordination capabilities at 
force and NSFS ship levels. Mission plan- 
ning, air-space coordination, general-support 
and direct-support fire missions with the gun 
system, and a notional engagement with a 
simulated shipboard Army Tactical Missile 
System, were demonstrated using AFATDS 
terminals installed in USS Mt. Whitney 
(LCC-21), USS Saipan (LHA-2), USS Nassau 
(LFIA-4), and USS Mitscher (DDG-57). 

Direct-support missions were simulated 
with a shore FO using the DCT to pass fire- 
support messages to the AFATDS terminal 
on USS Mitscher. An expanded RDDL device 
then converted these TACFIRE messages to 
NTDS format for display on the Mk 160 
GCS console. SINCGARS radios and an 
extremely high frequency (EHF) satellite 
communications link were exercised to 
exchange tactical data and coordinate fire 
missions among the ships and land stations. 

Interim System Approach 

Development of a fully capable NSFS 
mission planning and targeting system is a 
long-term goal; however, steps should be taken 
to meet the near-term requirements of surface 
combatants to support the introduction of the 
improved, 5"/62 gun and the ERGM projectile. 

Interim system requirements are clearly 
based on the requirements discussed earlier. 
The ship should interface with the force 
coordination system and FOs over digital and 
voice links to receive target data. A shared 
tactical picture is required to enhance 
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coordination with the force. Communications 
must be improved even though SINCGARS 
combat-net radios will be installed in fire- 
support ships to provide short-range digital 
communications with shore-based or ship- 
based force coordination systems. The Mk 160 
GCS could be modified with an expanded 
RDDL interface card to receive and transmit 
TACFIRE and VMF messages. The DRT may 
be replaced by the CADRT in new destroyers; 
with appropriate software and displays, this 
system could support a small team to perform 
the same plotting function performed by today's 
large team. A notional interim system is shown 
in Figure 6. 

Conclusions 

A future NSFS system, with advanced 
weapons, a modern unit-level mission planning 

and targeting system, and interoperability with a 
modern, force-level, fire support coordination 
system, would be fully capable of supporting 
Marine Corps OMFTS and Army Force XXI 
operations in the 21st century. Moreover, the 
combatant would be a responsive member of 
the force fire-support coordination system. The 
concept would integrate sensor interfaces, force 
interfaces, unit-level planning and coordination, 
and weapons control and coordination into a 
coherent system, one that can respond to ship's 
command for operations and safety. A notional 
concept is shown in Figure 7. 

This NSFS system would interface with 
theater and force targeting systems, be inte- 
grated into the joint fires coordination system, 
and function with many fewer operators than 
the current system. Integration of AFATDS 
capabilities into an existing shipboard system, 
probably ATWCS, would require additional 
software, training, and consoles to incorporate 
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all of the new functions. However, the advan- 

tages of this approach as compared to the 

development of a new system have been 

recounted above. In fact, in today's defense 

environment, with its stress on joint develop- 

ment, reuse of systems, and reduction of cost 

and risk, this may be the only way to go. 
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Future Gun Weapon 
System Technology 
J. Dennis Hagan 

Effective naval surface fire support (NSFS) is a key element of expeditionary 
warfare. Among various systems which contribute to NSFS, a gun weapon system 
is a cost-effective system for those targets that fall within its range and pay load 
capability. Recent studies have shown that a submunition payload is quite 
effective against a variety of tactical targets. Existing 5-inch naval guns in the 
fleet can be equipped to deliver such payloads to a range beyond 60 NM.  This 
long-range capability requires a greater muzzle energy on the part of the gun, 
and a projectile airframe having rocket propulsion and aerodynamic lift to extend 
its range beyond the usual ballistic limit. The terminal accuracy of a projectile at 
this extended range is poor without some form of guidance and control, but the 
accuracy required for a submunition payload is only a few tens of meters. 
Guidance based upon the Global Positioning System (GPS) is compatible with 
these range and accuracy requirements.  The Chief of Naval Operations (CNO) 
has directed that an acquisition program shall accomplish the "now " objectives 
of a more energetic Mk 45 5-inch gun and an extended-range guided munition, 
now designated as the EX 171. With regard for the future, the CNO directed that 
a "campaign plan " be developed to consider the next generation of naval 
gunnery.  This could involve a larger caliber gun—using advanced forms of 
propulsion and guided munitions—installed in a new class of surface combatant. 

Introduction 

Expeditionary warfare is offensive by its very nature.  It involves forcible 
entry into a foreign, and usually hostile, sovereign nation in pursuit of U.S. 
national interests. Opposition to such an invasion can be massive and lethal 
to expeditionary forces as they establish an enlodgement, then begin to 
advance toward military objectives.  Preparatory and supporting fires from 
air and surface platforms are essential for both the minimization of own- 
force casualties and the successful attainment of military objectives. 
Supporting fires from surface platforms are generally referred to as NSFS. 
Naval gun fire, surface-to-surface guided missiles, and ballistic rockets are 
included within this category This article will address the naval gun fire 
component of NSFS, with special emphasis upon the near- and far-term 
future technologies that will greatly improve this capability, so vital to 
expeditionary warfare. 

The Role of Naval Gun Fire in Expeditionary Warfare 

The recent Department of Navy policy document, Forward. . . From the 
Sea, has articulated the changing role of maritime forces from that of blue- 
water combatants to one of power projection ashore involving joint littoral 
operations.1  The Marine Corps has developed its companion doctrine 
promulgated in a policy document entitled Operational Maneuver From The Sea.1 
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Turning these doctrinal ideas into warfighting 
concepts through the application of 
innovative technologies is the objective of an 
operational concept called Sea Dragon" from 
the Commandant's Warfighting Laboratory. 
One of the primary concepts within Sea 
Dragon is a paradigm shift away from 
supporting fires in-order-to-maneuver, to one 
using maneuver as a means to engage by fires. 
Fires are to become a primary means of 
engagement rather than simply supporting 
arms.  The Navy is planning shipbuilding 
programs for two new classes of combatants: 
the SC-21 and the Arsenal Ship. The guiding 
documents for both of these ships cite power 
projection and fire support among their 
various mission areas.4,5 A recent draft of a 
proposed doctrine for joint-service defense 
against air and missile threats cites naval gun 
fire as an effective means for offensive 
counterair operations, wherever enemy air 
and missile assets are within range.6 

In all of these areas of current 
warfighting focus, naval gun fire plays an 
important role. Naval ships can carry a large 
loadout of ammunition, compared to what a 
mobile ground unit can carry.  Ships can be 
replenished in relative safety, beyond the 
enemy's horizon.   Ground artillery, when 
massed to deliver massed fires, creates a vital 
asset ashore that itself must be protected. 
Massive fires from surface ships can be 
provided with no additional protection other 
than that warranted for the amphibious task 
force itself.  Ground-based artillery must 
"shoot and scoot" as a survival tactic.  Naval 
guns just "shoot and shoot."   It is important 
to note, however, that in order for naval guns 
to be truly effective in the face of these 
opportunities, they must have adequate range 
and lethality. These attributes are the princi- 
pal objectives of future gun technology 
initiatives. 

Performance Required from Guns for 
NSFS 

Guns are versatile weapon systems, 
addressing a variety of warfighting needs. 

The principal gun in the fleet today is the 
Mk 45 5-inch, 54-caliber naval gun.   It was 
designed during the mid-1960s, primarily as 
an antiair warfare (AAW) system, with 
secondary and tertiary roles for antisurface 
warfare (ASuW) and gun fire support, 
respectively. Throughout the years since 
then, these roles have changed as missiles 
assumed the primary role for AAW The 
Mk 45 gun's primary role then became fire 
support, but its maximum range of -13 NM 
limited its utility in this area. Accuracy at this 
maximum range, on the order of 400 m, 
circular error probable (CEP), further 
restricted the situations where naval gun fire 
could be used effectively without collateral 
damage.  The most notable advantage of 
naval gun fire is the capability to deliver large 
quantities of ordnance within a short period 
of time, at an affordable cost, and from a 
relatively safe standoff distance.  Improve- 
ments to the gun should seek to exploit this 
advantage, while increasing range and reduc- 
ing CEP. 

The Marine Corps is the principal 
expeditionary force of the U.S. armed forces. 
The Marine Corps is therefore the primary 
customer for NSFS.  Established Marine 
Corps doctrine for amphibious operations has 
led to requirements for range and accuracy 
for NSFS. From ships operating beyond the 
horizon, at least 25 NM offshore, naval gun 
fire must reach 16 NM inland to prepare and 
secure the beachhead, and an additional 22 
NM inland to suppress and/or neutralize 
enemy artillery seeking to defend that beach- 
head.7 These requirements add up to 63 NM 
of range—almost a fivefold increase over 
present capability. Accuracy at this maximum 
range must be no worse than the present 
capability of Marine Corps artillery, which is 
333 m, CEP, for the M549-A1 rocket-assisted 
projectile, fired to its maximum range of 
16.3 NM.  The attainment of such accuracy 
at the 63-NM maximum range required for 
NSFS calls for a guided munition; hence, the 
NSFS program will develop such a munition, 
presently designated as the EX 171 Extended- 
Range Guided Munition (ERGM). 
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The Near-Term Technology Program Improving the Contribution of the Gun 

In December 1994, the CNO directed 
that an immediate program be executed to 
develop and deploy a 5-inch gun with the 
capability described above.8 Such an extraor- 
dinarily quick response is made possible by 
the availability of needed technology from a 
variety of sources. The attainment of NSFS 
performance objectives requires a more 
energetic gun with the ability to fire a massive 
guided projectile weighing up to 110 lb and 
with a muzzle energy of 18 MJ. Such a 
capability affects every aspect of a gun's 
design, from interior ballistics to recoil/ 
counterrecoil system. 

The Navy executed a Balanced Technol- 
ogy Initiative from FY90 through FY94 to 
develop a 60mm electrothermal gun. This 
effort was joined by the Defense Nuclear 
Agency, which developed the same technol- 
ogy in a 5-inch size gun. The objective was 
increased muzzle energy in the range of 18 to 
25 MJ.  These efforts provided much of the 
gun science needed to expand the capability 
of the Mk 45 gun for NSFS. 

Muzzle energy alone is insufficient to 
project 5-inch ammunition to 63 NM. 
Additional range must come from the ERGM 
using rocket assistance, and an extended 
flight path accomplished by aerodynamic lift 
from a gliding airframe. The flight path must 
be altered beginning at apogee, thus requiring 
an onboard navigator and some means to 
steer the airframe for several minutes. The 
GPS offers an attractive basis for guidance 
and navigation. An earlier 5-inch guided 
projectile known as DEADEYE provides the 
design baseline for the airframe. Other 
needed technologies, developed under small 
business innovative research contracts and 
the strategic defense initiative, provide the 
means for adapting the DEADEYE airframe 
to fulfill NSFS perform-ance requirements. 
Examples of these technologies include a 
miniature, rugged steering actuator, a fast- 
acquisition military GPS receiver, long-life 
primary and reserve batteries, and micro- 
machined silicon inertial instruments. 

The increased muzzle energy of the Mk 
45 gun is the result of several design changes. 
The first and most simple change involves 
increasing the size of the propellant charge. 
Two primary constraints must be considered. 
First, the resulting peak pressures within the 
gun chamber and barrel cannot exceed safe 
operating levels, as determined by structural 
limits of the gun barrel, breech closure 
mechanism, and/or the projectile. Second, 
the impulse, equal to the momentum of the 
projectile as it leaves the muzzle, cannot 
exceed the limits of the braking force and 
recoil distance allowed by the recoil/ 
counterrecoil system. The present Mk 45 gun 
is constrained by the latter when firing guided 
projectiles weighing in excess of 100 lb; thus, 
the propelling charge's operating pressure can 
be increased from present levels (around 
45 ksi) to about 65 ksi without overstressing 
the gun, provided that the recoil/counter- 
recoil system is upgraded accordingly.9 

The next design parameter to be consid- 
ered is barrel length. The Mk 45 has a 54-cal 
barrel length (e.g., 54 times the barrel's inside 
diameter, or 270 inches).  Lengthening the 
barrel allows the propellant pressure to act 
upon the projectile for a longer time, further 
increasing its velocity before it exits the 
muzzle. The primary constraint in this area is 
the added weight and moment of the barrel, 
which can cause the barrel to droop, and 
whip upon firing, in addition to placing an 
unacceptable load upon the train and eleva- 
tion drives. With engineering consideration 
given to these design criteria, the Mk 45 was 
determined to be capable of supporting an 
8-cal longer barrel.10  This adds about 400 lb 
to the end of the existing barrel. The added 
weight helps the recoil problem by reducing 
the initial velocity of the recoiling parts for a 
given impulse at the muzzle. The total 
impulse developed at the muzzle is equal to 
the momentum of both the projectile and the 
propelling charge gasses as they leave the gun. 
An empirical formula for this total momen- 
tum is as follows: 
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M = (m   . * IV) + (m     * 4700), 
pro) 

where M is the total momentum, m    is the 
' .     . . .  . Py, 

mass of the projectile, I Vis the initial 
velocity of the projectile at the muzzle, and 
m    is the mass of the propellant. With each 

prop i       r 

of these expressed in English units, the factor 
of 4700 works out to the approximate speed 
of sound, in feet per second, for the high- 
temperature, high-density compressed 
propellant gasses pushing the projectile as it 
exits the muzzle. This total momentum 
divided by the mass of the recoiling parts 
yields the initial velocity of the recoiling parts. 
The product of this velocity squared, times 
the mass of the recoiling parts, times 0.5, 
yields the kinetic energy of these parts, the 
motion of which must be arrested by dissi- 
pating their energy in the form of work done 
on the recoil system.  This work is the prod- 
uct of a so-called brake load acting over a 
recoil distance, or stroke. The present Mk 45 
has a brake load capacity of 100,000 lbf and 
a stroke of 24 inches. The modified gun will 
be capable of 156,000 lbf and a stroke of 
30 inches  The interrelationship of all of 

these parameters is shown in the nomograph 
of Figure 1. 

The Capability of the ERGM 

The ERGM comprises three basic sub- 
systems. It has a solid-propellant rocket motor 
aft, ahead of which sits a payload bay containing 
submunitions. Ahead of the payload bay, at the 
front of the round, is a guidance and control 
subsystem, which performs two important 
tasks. It alters the ballistic flight path beyond 
apogee by controlling the total airframe to 
assume an angle of attack upward, thus devel- 
oping lift to oppose gravity and enabling the 
airframe to glide along a shallow glide slope, 
greatly extending its range. Additionally, the 
guidance and control subsystem steers the 
airframe to the target and releases the 
submunition payload to fall upon it. The 
ERGM, after launch at an optimum quadrant 
elevation by the 18-MJ gun, proceeds along a 
ballistic trajectory. The rocket motor is burned 
at an optimum point in the upward climb 
toward apogee. This adds yet more energy to 
the trajectory to extend range. Depending upon 
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its size and where in the trajectory it is burned, 
the rocket motor can contribute on the order 
of 10-MJ additional energy. The combined 
effect of the 18-MJ gun launch, the 10-MJ 
rocket motor impulse, and the gliding flight 
path can yield the sought-after range of 
63+ NM. 

The submunition payload was selected on 
the basis of a study done by the Marine 
Corps. This study considered different NSFS 
expeditionary scenarios and found that a 
majority of the targets to be taken under fire 
by naval surface units were most effectively 
engaged with dual-purpose submunitions (i.e., 
antipersonnel and antimateriel). The Army's 
XM-80 was chosen as the model for the 
ERGM payload. At least 70 of these 
submunitions can be carried by the ERGM. 
This payload is lethal to "soft" targets if 
dispensed in a pattern no larger than 100 m 
across. The required delivery accuracy then 
needs to be comparable to the pattern radius 
of 50 m, minus the target location error, 
which is typically around 20 m when based 
upon a GPS targeting system. The resulting 
30-m CEP requires some type of terminal 
guidance, but not the "surgical" accuracy 
associated with terminal seekers. A GPS 
receiver tightly coupled to an inertial naviga- 
tion system (INS) was chosen for the ERGM 
guidance system.  Such a system is autono- 
mous, small, rugged, affordable, and can 
operate in virtually any type of weather, day 
or night. 

The GPS/INS Guidance System 

Operationally, a GPS/INS guidance 
system in a gun-launched munition has 
several interesting characteristics.  The inertial 
system cannot be aligned and initialized prior 
to launch, as can be done with a missile; 
therefore, the system is completely dependent 
upon the GPS subsystem for calibration 
during flight. Immediately after the launch, 
the GPS receiver must quickly acquire four 
GPS satellites to establish the position and 
velocity of the ERGM. The INS can aid this 
process by informing the GPS receiver of 

body angular rates and accelerations.  Once 
GPS acquisition and track is established, the 
INS can be calibrated and aligned via a 
Kaiman filter with inputs from the GPS 
receiver. The combined system is synergistic 
in this respect. The INS also provides 
feedback of body dynamics to the autopilot, 
which controls the flight of the round to the 
target. The primary need for the INS arises 
from the expectation that the GPS receiver 
will be jammed by enemy emitters as the 
ERGM approaches the target area. The INS 
then becomes the sole means of guidance for 
the terminal encounter. 

The Gun-Launchable GPS Receiver 

The GPS has a commercial signal known 
as the C/A-code, and a more accurate 
military signal known as the P(Y)-code. The 
latter is encrypted to protect it from enemy 
exploitation and use. It also involves a very 
long nonrepeating, pseudorandom sequence 
encoded at a 10.23-MHz "chipping" fre- 
quency. Military users must be able to acquire 
this code sequence directly, without first 
locking on to the much simpler C/A-code. 
This capability requires a very precise time 
and frequency reference onboard the projec- 
tile.  For this purpose, a crystal oscillator 
must be energized and calibrated within the 
ERGM immediately before it is rammed and 
fired.  This oscillator must continue to 
operate throughout gun launch, and maintain 
its prelaunch accuracy afterward, in order for 
the GPS receiver to directly acquire the 
P(Y)-code. 

The Navy has conducted rather extensive 
tests of crystal oscillators to reduce the 
technical risk in this important area.11  The 
Naval Air Warfare Center at Indianapolis, 
Indiana, acquired 10 samples of 9 different 
types of oscillators. Five of the samples for 
each type were subjected to a temperature 
and shock test program.  The other five were 
given to the Army Research Laboratory for 
similar tests. 

The Navy shock tests were carried out by 
a commercial laboratory, using a 4-ft square 
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steel plate, V^-inch thick, shocked by a coil of 
ptimer cord attached to one side. The 
resulting shock spectrum closely matched 
that of a 5-inch projectile fired from a Mk 45 
gun at 10,000 and 16,000 g. The crystal 
oscillator was instrumented throughout the 
test. Two devices were damaged by the test. 
The rest survived and showed a shift in 
frequency averaging around 2.5 ppm. 

The Army tested their samples in an air 
gun at 10,000 and 16,000 g.  In their test, 
38 percent of the devices were damaged, and 
the rest showed a frequency shift averaging 
about 4 ppm. 

The Naval Surface Warfare Center, 
Dahlgren Division (NSWCDD), is preparing 
an all-up projectile to be fired at Yuma 
Proving Ground. This projectile will have a 
crystal oscillator running prior to, during, and 
after the gun-launch event. A telemeter 
onboard will monitor performance and relay 
it to a ground-based computer for analysis. 
This will be the first real-time test of an 
oscillator's performance in a gun-launched 
airframe. 

GPS Jamming Must Be Considered 

Previously, it was mentioned that the 
GPS is subject to jamming. This cannot be 
prevented in a practical sense, so the INS was 
added as an alternate means of terminal 
guidance. The INS must be small, rugged, 
and affordable; hence, it is not generally of 
high-quality, high-performance technology. A 
technical tradeoff must be made here 
between a highly capable GPS receiver that 
can closely approach a powerful jammer, and 
a highly capable INS that can deliver terminal 
accuracy from a long way out without an 
unacceptable growth in CEP.  (An example 
of this analysis is described in the article by 
Ohlmeyer et al., which follows this one.)  In 
general, the GPS receiving system, 
comprising the antenna subsystem and the 
receiver itself, should be able to acquire track 
in a broadband noise environment of 65-dB 
jammer-to-signal (J/S) ratio and maintain 
track in an 85-dB J/S noise environment. 

The INS should have gyros with startup drift 
no worse than 100 deg/hr and accelerometers 
with startup bias no worse than 100 milli-g. 
These are initial values that should be 
improved at least an order of magnitude by 
the Kaiman filter, as it tightly couples the 
GPS receiver to the INS during flight. 

GPS Accuracy 

A final characteristic of GPS guidance is 
the accuracy it can deliver. To understand 
that which follows, a brief discussion of the 
GPS is helpful.12 The GPS satellite orbits are 
at half geosynchronous altitude. Their orbital 
period is -12 hr, so they do not change their 
apparent position in the sky very quickly. 
Because the orbits are so large (-20 E+6 m 
above the earth), they appear more or less the 
same to simultaneous users spread over 
distances of hundreds of kilometers. The 
position error experienced by users within 
hundreds of kilometers of each other is 
predominantly due to ionospheric effects, the 
relative geometry of the satellites in the sky, 
and the uncertainties with respect to reported 
time and position from the satellites them- 
selves. These errors represent a bias in the 
position determined from the GPS and are 
seen the same by all users during any given 
period of time. Therefore, individual users 
are each subject to an "autonomous" error in 
determining their GPS position, and the 
magnitude of that error is on the order of 
15 m.  Whenever two cooperative users—say 
one locating a target and the other program- 
ming a weapon to navigate to that target—are 
both seeing the same error, then that error is 
common to both elements of a closed loop, 
so it ceases to matter.  The effective position 
error in that case is the random noise compo- 
nent, which is quite small—on the order of a 
few meters. 

One other way of reducing the error in 
the GPS is by means of a technique known 
as differential GPS, or DGPS. In this 
arrangement, a receiver located at a known 
geodetic survey point, in the vicinity of user 
clients, observes the error in the GPS on a 
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continuous basis.  This information is then 
continuously broadcast to all user clients in 
the area so that they can subtract this error 
from their observed GPS locations. The 
resulting error from DGPS, operating on the 
military P(Y)-coded signal, is less than one 
meter! Thus, it can be seen that the accuracy of 
the GPS has a range of possibilities, depending 
upon the way in which it is being used. 

The Far-Term Technology Program 

As the CNO chartered the near-term 
program, he also directed that a "campaign plan" 
be developed to address the mid- and far-term 
needs of NSFS. Even with the modified Mk 45 
gun and its ERGM, NSFS needs greater im- 
provements in range and throw-weight, along 
with more diverse target engagement capabilities. 
In keeping with the high-volume characteristic 
of naval gun fire support, these new technolo- 
gies must be developed in such a way as to keep 
them affordable. The campaign plan must also 
be consistent with future shipbuilding plans. 
Future needs must be considered when structur- 
ing initiatives for development within the Navy's 
PvDT&E technology base. The ERGM 
acquisition program includes a preplanned 
product improvement (P3I) phase following 
the initial operational capability. This P3I 
phase provides a transition path for the 
emerging products of the technology base. 
The following paragraphs will describe those 
technologies with the most promise. 

Far-Term Gun Technology 

The most likely gun technology to supersede 
the modified Mk 45 would be a larger caliber 
gun—probably a 155mm.  Past studies, including 
the recent NSFS cost and operational effective- 
ness analysis (COEA), have established this size 
gun as the optimum for NSFS. The volumetric 
ratio of a 155mm gun and ammunition, com- 
pared to a 5-inch gun and its ammunition is 
(155mm/5 inch)3, which is -1.8. This means 
that an 18-MJ 5-inch gun scaled up to 155mm 
would have -32 MJ of muzzle energy. The 
payload bay of the scaled-up 155mm projectile 

could carry 1.8 times the weight carried by the 
5-inch projectile. The rocket motor could also 
contain 1.8 times more propellant. With the 
muzzle energy and rocket motor impulse scaled 
up from the 5-inch analog, in proportion to the 
overall weight increase of the 155mm projectile, 
the resulting range would be the same in a 
vacuum. 

Naval guns are not fired in a vacuum, 
however. They are fired at sea level where the 
atmosphere is most dense. This fact brings into 
play a parameter known as the ballistic coeffi- 

W 
cient, B = p~T, determined by the ratio of the 

weight of a projectile to its drag. The higher the 
ballistic coefficient, the better a projectile will 
penetrate the atmosphere, with a resulting 
increase in range. The weight of a projectile is 
proportional to its diameter cubed; its drag is 
proportional to cross-sectional area, or diameter 
squared.  Forming the ratio of these two 
characteristics results in a linear dependence of 
the ballistic coefficient upon the body diameter; 
consequently, the ballistic coefficient of a 
155mm projectile is -1.2 higher than that of a 
5-inch projectile (assuming the same drag 
coefficient for both rounds). 

Thus it can be seen that a 155mm gun can 
project a 1.8-times heavier payload to a 1.2-times 
greater range. The entire gun mount tends to 
weigh 1.8 times as much as a 5-inch gun, and a 
magazine space of comparable volume will hold 
only about 1/1.8, or 56 percent, of the capacity 
for 5-inch rounds. These factors make the 
installation of a 155mm gun into the space 
currently occupied by an existing 5-inch gun 
highly impractical. For this reason, the near-term 
program could only proceed with an improved 
5-inch gun. The development and deployment 
of a 155mm gun was deferred until a new and 
larger ship class, with an NSFS mission, emerges 
from one of the current ongoing studies. 

Far-Term Projectile Technology 

Innovative technology for the guided 
projectiles to be used for NSFS falls into two 
general programmatic categories: advanced 
technology demonstrations (ATDs) and P3I of 
the ERGM. 
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Competent Munition for the 5-inch 
Gun A TD. This technology involves the 
development and testing of a miniature 
GPS/INS guidance system to be packaged 
within the nine-cubic-inch volume of the 
NATO-standard fuze for conventional spin- 
stabilized projectiles. The Charles Stark 
Draper Laboratory of Cambridge, Massachu- 
setts, is the principal performer for this 
effort, which began in FY96.  In addition to 
miniature GPS/INS components, this device 
will also include a steering actuator that is 
roll-decoupled from the spinning projectile by 
means of a bearing assembly. The nose can 
thus be aerodynamically controlled to stop it 
from spinning so it can be positioned and its 
canards deflected to steer the projectile. An 
electrical generator is also driven by this 
relative spin difference. This generator 
provides electrical power to supply the 
guidance system's needs, and it provides a 
reaction torque opposing the aerodynamics 
of the nose, thereby producing a torque 
balance that is controlled to position the 
nose. The NATO-standard fuze fits virtually 
all of the artillery ammunition of U.S. and 
NATO armed forces; thus, this ATD will find 
a wide range of applications and a corre- 
spondingly large production potential, which 
will drive down its cost. This ATD will 
enable a diverse family of competent muni- 
tions obtained from vast conventional 
stockpiles.  It will not increase the range of 
this ammunition, but it will give it GPS 
accuracy. This device can also be used on the 
ERGM airframe.  Its small volume will permit 

either a larger payload or a larger rocket 
motor, depending upon the need for either 
increased lethality or range.  Here, it can 
deliver long range as well as accuracy by 
virtue of the ERGM airframe with its rocket 
motor and aerodynamic lift.  This configura- 
tion is shown in Figure 2. 

"Best Buy"ATD. This technology 
initiative seeks to circumvent the length 
constraint imposed upon the ERGM by the 
Mk 45 gun's autoloader. Presently, the overall 
length of the ERGM cannot exceed 
61.195 inches.  This limit on the payload and 
propulsion systems constrains both the 
lethality and the range.  "Best Buy" will 
exploit technology under development by the 
Army, including composite structures and a 
joint between two separate sections of a 
single round of ammunition that can be 
joined within the gun barrel as the second 
section is rammed behind the first. At 
present, the gun must undergo two ramming 
cycles when firing ERGM.  The first cycle 
places the ERGM in the gun, and the second 
places the propelling charge, which is only 
about 33 inches in length. Thus, an additional 
28-inch section of the ERGM could be 
included with the second ram cycle, allowing 
a substantial increase in either the payload or 
propulsion system, again, depending upon 
need. The use of composite materials can 
help to maintain strength while reducing 
weight. The joint would likely involve a 
"snap-ring" forced upon a conical interface 
terminating in a locking groove. Such a 
round could approach the range and payload 

SOLID PROPELLANT ROCKET MOTOR PAYLOAD SECTION 
72 XM-80 SUBMUNITIONS 

COMPETENT 
MUNITION 

ATD 
G&C 

Figure 2. ERGM with Miniature GPS/INS Guidance System from the Competent Munition ATD 
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BASELINE ERGM CONFIGURATION 
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Fore Body - Rammed on 1st Cycle Afterbody and Prop Charge -Rammed on 2nd Cycle 

"BEST-BUY" CONFIGURATION 

Figure 3. Comparison of ERGM and "Best-Buy" configurations 

of a 155mm gun.13 This ATD is scheduled 
to begin in FY97. A comparison of the ERGM 
and "Best-Buy" configurations is shown in 
Figure 3. 

"Longlook"ATD. This concept involves 
the placement of an unmanned aerial vehicle 
(UAV) for reconnaissance and targeting by 
means of a gun-launched delivery vehicle. 
Such a method circumvents the problem of 
quickly getting a slow-flying UAV where it is 

needed. The UAV will have 
either a ram-air-inflatable 
fabric wing or a composite 
"swing-wing," an internal 
combustion engine, and an 
avionics package with a GPS 
receiver, attitude instruments, 
autopilot computer, video 
camera, and radio-frequency 
uplink and downlink.  It can 
be placed 60 NH downrange 
within 10 min. Its loiter time 
will be 3 hr. It can indicate 
the location of an object of 

interest with respect to its own location 
determined by reference to the GPS.  It can 
be commanded to move to a preferred 
position and point its camera in a preferred 
direction.14 This concept has not been 
accepted for funding as of this writing—it is 
still being marketed. The "Longlook" 
concept is shown as Figure 4. 

ERGMP3I. The Marine Corps study 
mentioned above, which established the 

GPS/INS 
Navigation 

ATR and 
Image 

Compression 

Electrical Power 
from Internal 

Combustion Engine 

Multiple 
Megapixel 
Cameras 

Data 
Transmission 

and Relay 

Image Stabilization 
and Deblurring in the 
Camera 

Shipboard Components 
Video Exploitation Tools 
ATR Operator Cueing 
3-D Location Algorithms 

Figure 4. "Longlook" concept 
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GPS/INS ROCKET ASSIST PROPULSION SYSTEM 

Optional Seeker and Unitary Payload 
Extends Coverage to Additional Target Types 

SAL/lR/mmW SEEKER TANDEM SHAPED CHARGE 

Figure 5.   P3I ERGM 

priority for a submunition payload for the 

5-inch ERGM, also indicated that a large 

fraction of the NSFS target set required a 

terminal seeker and a large unitary warhead. 

These targets include moving vehicles and 

hardened targets such as armor and fighting 

bunkers.  For that reason, the Operational 

Requirements Document for the ERGM calls 

for a future improvement in the form of a 

terminal seeker coupled with a unitary 

warhead.15 The terminal seeker technology 

will be decided by a future study, but the 

obvious candidates include semiactive laser 

(SAL), imaging infrared (IR), low-light-level TV, 

and millimeter wave (mmW). These can be 

configured as body-fixed sensors, having no 

moving parts—made possible by installing them 

as an adjunct to the existing GPS/INS guidance. 

The inertial instruments of the INS will provide 

measurements of the rigid-body dynamics to 

determine the true target line-of-sight dynamics 

for terminal guidance. The GPS guidance 

system provides midcourse guidance to get into 

the vicinity of the target for the terminal 

seekers acquisition and handover. The unitary 

warhead would likely be a tandem-shaped 

charge pair, designed to defeat reactive armor. 

The planning and funding for this P3I will be an 

issue for future years' defense plans. The P3I 

ERGM is shown in Figure 5. 

Conclusion 

Naval guns will play an important role in 

expeditionary and joint warfare. A far-reaching 

lethal gun, fired from a surface combatant 

within the littorals, is a vital element of modern 

warfighting concepts such as Operational Maneu- 

ver From The Sea and Sea Dragon. Technology 

affecting both the Navy's Mk 45 5-inch gun and 

its ammunition are advancing, as directed by the 

CNO.   Emerging technologies at various stages 

of execution and planning are providing for an 

even greater benefit from naval guns in the 

future. 
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Application of GPS/INS to 
Extended-Range Guided 
Munitions and Tactical 
Ballistic Missile 
Interceptors 
Ernest J. Ohlmeyer, Thomas R. Pepitone, B. Larry Miller, D. Stephen 
Malyevac, John E. Bibel, and Alan G. Evans 

The Global Positioning System (GPS) is finding increasing use as an 
effective means to improve the accuracy ofinertial navigation systems (INS) in 
guided projectiles and missiles.  Two areas that have provided strong motivation 
for using integrated GPS/INS are Naval Surface Fire Support (NSFS) and 
Tactical Ballistic Missile Defense (TBMD). This article presents an overview of 
various techniques for the integration of GPS and INS in a guided weapon 
system. The article describes a multipurpose GPS/INS simulation and analysis 
tool developed to support a variety of possible technology demonstrations and 
full-scale development programs involving GPS-aided guided weapons.  The 
simulation includes detailed models of GPS satellites and receiver, jamming 
environment, navigation Kaiman filter, INS with strapdown inertial measurement 
unit (1MU), six-degree-of-freedom (6-DOF) airframe, and guidance and control 
components.  To illustrate capability, the navigation performance of a GPS-aided 
smart munition is analyzed in detail. The article also reviews some emerging 
technology trends and potential future applications for GPS/INS. 

Introduction 

A growing number of new weapon systems are relying on the GPS to 
provide accurate in-flight calibration of the onboard INS. This navigation 
system updating can achieve high terminal precision for surface attack and 
NSFS missions by gready reducing the buildup of weapon fiyout errors. As 
an example, the use of GPS allows guided projectiles and other precision 
guided munitions to navigate more accurately to the target area and deploy 
their payloads in a tightly controlled pattern.  Weapons that employ terminal 
seekers for homing, such as the interceptor missile used for TBMD, can also 
be rendered more effective through the use of GPS.  GPS navigation 
updates permit more accurate handover from midcourse guidance to termi- 
nal guidance by reducing heading and alignment errors in the navigation 
system.  Smaller heading errors allow guidance systems with limited divert or 
maneuver capability to steer out the delivery errors before intercept.  Reduc- 
tion in alignment errors permits earlier target acquisition by narrow beam 
(small field-of-view) seekers without the need for an extended search pattern. 

Because of the expanded use of GPS in a wide range of weapon system 
engineering applications, an effort was initiated to develop a general purpose 
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Overview of GPS 

The GPS has three major operational segments: 

Space Segment. The space segment consists of a constellation of satellites in semisynchronous orbits around 
the earth.  The fully operational GPS space segment has 21 navigation satellites plus 3 active spares. The 
satellites are uniformly distributed in six orbital planes, providing four to seven visible satellites to a user 
anywhere on Earth.  The satellites' orbital planes are inclined at 55-degrees with respect to the equatorial 
plane, the orbital altitude is 20,200 km, and the orbital period is 12 hr. The system measures range to a set of 
four or more satellites by timing the arrival of radio signals transmitted from the satellites at precisely known 
times.   Each satellite transmits specially coded signals that allow individual satellites to be distinguished, and 
the range and range rate to the user to be measured. The satellites transmit their signals at two L-band 
frequencies: L = 1575.42 MHz and L = 1227.60 MHz. The transmitted signals are modulated with two pseudo- 
random codes:  the P-code and the C/A code. The P-code denotes the precise code and provides the highest 
degree of GPS accuracy. An encrypted version of the P-code is termed the Y-code.  Users of the P/Y-code 
must obtain authorization from the DoD. The C/A, or coarse/acquisition, code is open to civilian users. 

Control Segment. The control segment consists of one master ground control station and several other monitor 
stations with tracking antennas at accurately known positions throughout the world.  The function of the 
control segment is to accurately track the GPS satellites and periodically update the satellites with corrected 
data. At the main ground control station, the orbits for each satellite are fitted and predicted. Almanacs 
good for several weeks and ephemerides good for a few hours are computed and uploaded to the satellites. 
Satellite clock corrections and atmospheric data are also uploaded.   Each satellite also broadcasts as part of 
its data message a subset of the ephemerides and almanacs for all the satellites. 

User Segment.  The user segment is composed of the various military and civilian end users with GPS receiving 
equipment.  GPS user equipment consists of antenna, receiver, and associated electronics and displays.  The 
objective of the user segment is to process information received from the GPS satellites to obtain position, 
velocity, and time. 

GPS/INS digital simulation environment to 

support future concept studies and system 

design efforts. The intent was to make the 

simulation flexible enough to accommodate a 

variety of ongoing and planned weapon 

system development and demonstration 

programs. Strong motivation for the model's 

development was ptovided by the Extended- 

Range Guided Munition (ERGM) program 

and the Navy's Theater-Wide TBMD Pro- 

gram (designated "SM-X"). 

This article will review the application of 

GPS/INS to guided weapon systems and 

describe the design implementations and 

required levels of system modeling to analyze 

such systems. Various approaches are 

examined for the integration of GPS with 

INS for guided weapon navigation. The 

various subsystem models required for an 

integrated GPS/INS system model are also 

described. 

An example of ERGM system perform- 

ance is provided, along with simulation 

results that show the navigational accuracies 

that ate achievable using a conceptual ERGM 

GPS/INS system. Also included are prelimi- 

nary results that show the effects of jamming 

on ERGM terminal accuracy. Some antici- 

pated future trends in the evolution of GPS/ 

INS systems are then provided. 

GPS/INS Integration With Weapon 
Systems 

The GPS is a space-based radio navigation 

system managed by the U.S. Department of 

Defense (DoD). It provides accurate three- 

dimensional position, velocity, and time to 

authorized users. The system provides continu- 

ous, worldwide, all-weather coverage. Because 

GPS receivers are relatively low-cost, and have 
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small size, weight, and power requirements 
and fairly high reliability, GPS has many 
advantages for application to guided weapon 
navigation.  Some useful general information 
on GPS is given in References 1 through 6. 

The GPS's principle of operation is 
based on range triangulation.  If the satellite 
position is known accurately via ephemeris 
data, the user can receive the satellite's 
transmitted signal and determine the signal 
propagation time. Since the signal travels at 
the speed of light, the user can calculate the 
measured range to the satellite. The actual 
measurement (called the "pseudorange") 
contains errors because of a bias in the user's 
clock relative to GPS reference time. Because 
atomic clocks are used in the satellites, their 
errors are much smaller than errors in the 
users' clocks. Thus, to determine three- 
dimensional position, and also to calculate the 
clock bias, a minimum of four satellites is 
needed to obtain a solution to the navigation 
problem. Velocity can be obtained by various 
methods, which amount to time differencing 
the pseudoranges over the measurement time 
interval.  The resulting measurement is called 
the "delta-range." 

Inertial navigation refers to the determi- 
nation of a vehicle's position, velocity, and 
course with respect to the earth. The naviga- 
tion solution is obtained by numerically 
solving Newton's equations of motion using 
meas-urements of vehicle specific forces and 
rotation rates, obtained from onboard instru- 
mentation. The onboard sensing components 
consist of accelerometers and gyros which, 
together with other platform electronics, 
compose the IMU. The IMU and the com- 
puter software and hardware that implement 
the navigation solution make up the INS. A 
good discussion of GPS/INS integration 
topics is given in Reference 7. 

The INS may be mechanized in either a 
gimbaled or strapdown configuration.  In a 
gimbaled system, the accelerometers and 
gyros are mounted on a gimbaled platform to 
isolate the sensors from the rotations of the 
vehicle and to keep the measurements and 
navigation calculations in a stabilized 

coordinate frame.  Some possible navigation 
frames include: 

• Earth-centered inertial (ECI) 
• Earth-centered, earth-fixed (ECEF) 
• Locally level with axes in the directions 

of north, east, and down (NED) 
• Locally level with a wander azimuth 

(LLWA) 
In a strapdown system, the sensors are rigidly 
mounted to the vehicle airframe, and coordi- 
nate transformations ("electronic gimbals") 
are used along with the body-fixed accelera- 
tion and rate measurements to perform the 
navigation computations in the stabilized 
frame. Gimbaled systems can be more 
accurate and easier to calibrate than 
strapdown systems, but they tend to be larger, 
heavier, more expensive, and less reliable than 
strapdown systems. Strapdown systems can 
be subject to higher dynamic conditions (such 
as high turn-rate maneuvers) that can stress 
instrument performance. However, with the 
appearance of newer, high quality gyros and 
accelerometers, strapdown inertial systems 
are becoming the predominant mechanization 
because of their low cost and reliability. 

There are numerous sources of error in 
the INS that must be considered in evaluating 
system accuracy and performance.  For 
example, errors associated with the gyros and 
accelerometers typically include: 

• Static and g-sensitive biases and drifts 
• Scale factor errors 
• Misalignment errors 
• Random noise 

Additional errors arise from calibration, 
initialization and transfer of alignment, 
computational inaccuracies, and approxima- 
tions in the navigation solution.  "Without 
compensation, all INS errors will propagate 
in time; some errors (such as position) will 
typically diverge with time; others will be 
bounded and oscillate.8'9 The accuracy of an 
INS is therefore highly dependent on sensor 
quality, navigation system mechanization, and 
the dynamics of the flight vehicle. 

Inertial navigation systems, in principle, 
permit autonomous operation. Because of 
their error propagation characteristics, 
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however, most applications requiring high 

terminal accuracy utilize external aiding to 

reduce errors. 

An aided INS uses data from some 

source (e.g., track radar, GPS, Terrain 

Contour Matching (TERCOM), star fix) in 

conjunction with a navigation Kaiman filter 

to improve the accuracy of the navigation 

solution.10"12 Figure 1 illustrates the inertial 

aiding concept. The residual formed by 

differencing the INS and external aiding data 

is sent to the Kaiman filter. The filter 

contains an internal model of INS error 

dynamics and processes the measurements to 

estimate instantaneous values of INS errors. 

These error estimates are then used either to 

correct INS outputs or, alternatively, to 

correct (reset) navigation data within the INS 

itself. The former approach is called a feed- 

forward scheme, while the latter is called a 

feedback technique. The feedback technique 

is usually preferred for its greater robustness 

and will be described in more detail. 

In the integration of GPS with INS, the 

short-term accuracy of the INS and the long- 

term stability and accuracy of the GPS 

directly complement each other.  GPS is fairly 

accurate, but is available at slower data rates. 

INS data have low noise and are generated at 

high data rates, but are subject to biases and 

drifts that cause the errors to grow with time. 

This suggests an integration approach that 

utilizes the INS for accurate weapon naviga- 

tion and guidance, with the GPS used to 

periodically calibrate the INS and keep its 

errors bounded. A Kaiman filter1314 usually 

serves as the method for fusion of GPS and 

INS data, and provides a means of estimating 

the navigation errors for later correction. 

Thus, design of the navigation filter is crucial 

to the performance of the INS. 

The integrated GPS/INS is usually 

configured in either a loosely coupled or a 

tightly coupled system. While variations exist 

across applications, typical examples of these 

systems are shown in Figure 2.  In the loosely 

coupled system, the GPS receiver has its own 

internal Kaiman filter to process the 

satellite-derived pseudorange and delta-range 

measurements. These measurements are used 

to calculate positions and velocities in the 

World Geodetic System 1984 (WGS-84) 
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Figure 1. Inertial aiding concept 
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Figure 2. Comparison of loosely coupled vs. tightly coupled GPS/INS 

ECEF coordinates. GPS-derived ECEF 

position and velocity are combined with INS 

estimates of the same states to form error 

residuals that are sent to the navigation 

Kaiman filter. The navigation Kaiman filter 

corrects the INS in a feedback manner to 

remove the effects of biases and drifts in the 

IMU and system alignment errors. 

One disadvantage of the loosely coupled 

mechanization is that cascaded filter perform- 

ance can be degraded by correlations in the 

data. Care must be taken to ensure that the 

time-correlated outputs of the GPS filter do 

not cause stability problems in the navigation 

filter. 

Another disadvantage of the loosely 

coupled architecture is that the GPS filter can 

experience large errors in the presence of 

high receiver dynamics; this may necessitate 

aiding from the navigation filter, which can 

worsen the correlation problem. 

An obvious advantage of the loosely 

coupled approach is that it allows maximum 

use of off-the-shelf hardware and software 

that can be easily assembled into a cascaded 

system without major new development. 

In a tightly coupled system architecture, 

the separate Kaiman filters for receiver and 

navigation processing are combined into a 

single integrated filter. This filter accepts 

GPS pseudorange and delta-range 

measurement residuals directly. The filter 

error states now include INS error states 

(position, velocity, attitude, gyro drift, and 
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accelerometer bias) as well as new states 
representing receiver clock bias and drift. 
The components of the filter state vector that 
represent INS errors are used to calibrate the 
INS; i.e., to correct its estimates of ECEF 
position and velocity and the direction cosine 
matrices (DCM) describing vehicle attitude. 
The filter estimates of clock bias and drift are 
used to correct GPS measurements. An 
INS-derived estimate of pseudorange and 
delta-range is formed using satellite ephem- 
eris data, INS position and velocity data, and 
estimated receiver clock errors. These 
predicted pseudorange and delta-range data 
are combined with receiver output data to 
form residuals that drive the navigation filter. 
Outputs from the Kaiman filter and INS are 
also used to aid the satellite tracking loops in 
the GPS receiver. 

The tightly coupled architecture more 
effectively utilizes available measurements and 
a priori information to determine and correct 
for system errors in a highly integrated 
fashion.  It can thus yield better performance 
than the loosely coupled system, providing 
accurate navigation estimates 
during periods of high 
vehicle dynamics or jam- 
ming. 

GPS, due to its accuracy 
and availability, can be an 
effective aiding source for 
INS systems, with the ability 
to rapidly remove errors in 
navigated position and 
velocity at moderate update 
rates.  GPS measurements 
can also drive rather large 
initial alignment and inertial 
sensor errors to small values 
over sufficiently long 
mission time lines.  The 
achievable accuracy depends 
on IMU quality, GPS/INS 
integration architecture, 
presence or absence of 
countermeasures, and 
amount of kinematic activity 
over the trajectory, since the 

observability of some error states depends on 
vehicle motion histories. 

Two examples illustrate the application 
of GPS/INS to current tactical weapon 
systems:  ERGM and SM-X. 

The ERGM15,16,17 is an ongoing develop- 
ment program that will provide NSFS 
capability to a maximum range in excess of 
60 NM. The program will use GPS, com- 
bined with an INS, to navigate and guide a 
gun-launched 5-inch projectile to a specified 
target location.  Integral to the concept is the 
use of a miniaturized GPS receiver and IMU 
sensors that are adequately hardened to 
withstand the severe shock and vibration of 
the gun-launch environment, yet accurate 
enough to achieve the required navigation 
performance.  A conceptual illustration of 
the ERGM vehicle is shown in Figure 3. A 
more extensive discussion will be given later 
in this article. 

The SM-X missile, shown in Figure 4, is 
the Navy's primary interceptor for theater- 
wide TBMD. The ongoing program integrates 
a number of key existing technologies, 
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Figure 3. ERGM configuration and trajectory profile 
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including a kinetic warhead (KW), a dual-pulse 
rocket motor for the third stage, and the SM-2 
Block IV missile.  Main mission functions 
include: 

• Boost and flyout by the SM 
• Third stage separation 
• Midcourse guidance using thrust 

vector control 
• Nose cone removal 
• Alignment and pointing of the 

KW at the target 
• KW ejection and seeker acquisition 
• KW divert to intercept 
Essential to the successful operation of 

the SM-X is the use of an integrated GPS/ 
radar/INS system on the third stage.  In-flight 
updates are provided by both GPS and the 
SPY radar on AEGIS ships. The GPS and 
SPY complement each other and provide 
accurate missile state vector data to the 
guidance system. These data, in conjunction 
with radar uplinked target state data, allow an 
accurate intercept solution to be derived and 
continually updated.  In addition, the mission 
scenarios and small KW seeker field-of-regard 
place demanding accuracy requirements on the 
third stage to deliver the KW into an 

acceptable acquisition basket.  The GPS and 
SPY play a critical role by correcting the 
navigation system and reducing system 
alignment errors to values commensurate with 
KW seeker angle containment requirements. 

Modeling of the GPS Receiver 

A model of a GPS receiver with naviga- 
tion software was developed to provide a tool 
for analyzing the performance of proposed 
GPS/INS configurations for guided projec- 
tiles or missiles. The receiver will track four or 
more GPS satellites during flight and compute 
an estimate of vehicle position and velocity. 
When an INS is available, these data can also 
be used to update the INS solution. The 
receiver model is designed so that it can (a) be 
incorporated into a full-scale, 6-DOF vehicle 
dynamics model, (b) be included in a covari- 
ance analysis model, or (c) be used in a 
stand-alone mode. 

The receiver model selects an appropriate 
satellite set and calculates the pseudorange and 
delta-range to each satellite. These raw 
measurements are corrupted by various 
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hardware and environmental error sources 
and are sent to an internal Kaiman filter at a 
nominal 1-Hz rate. This filter calculates the 
vehicle's position and velocity, which are sent 
to the external INS and navigation Kaiman 
filter for further processing that executes the 
complete navigation solution. 

GPS satellite system modeling includes 
the satellite constellation as a function of 
time, and characteristics of the satellite 
broadcast data.   By knowing the position of 
the GPS satellites and the ranges to them, a 
receiver can determine its own position, 
velocity, and, clock bias.  Several types of 
measurement data may be acquired, including: 

• Pseudorange data 
• Delta-range (or integrated Doppler) 

data 
• Phase data 
• Multiple antenna phase difference data 
• Differential GPS data 

To compute the position and velocity of a 
satellite, the receiver algorithms require 
ephemeris data.  The current almanac or 
ephemeris for a satellite can be downloaded, 
converted, and used in the simulation. 

The actual position and velocity of GPS 
satellites are computed using an orbital 
perturbation model.  The orbits for each 
satellite are randomly modified for each 
component of radial, along-track, and cross- 
track error. For each error component, the 

GPS SV; (t4) 

GPS SV; (t,) 

GPS SVj (t2) 

GPS SV; (t,) 

GPS SV j 
Trajectory 

Receiver Position (t4) 

Receiver Position (t3) 

Receiver Position (t2 

Receiver Position (t,) 

Host Vehicle Path 

Figure 5. GPS receiver and satellite geometry 

amplitude of the error and the period of 
perturbation are randomly selected.  GPS 
clock errors are estimated by the main ground 
station, and predicted corrections are in- 
cluded in the broadcast almanacs and 
ephemerides. Any error in this estimate is 
included in the model as a bias when meas- 
urement data are computed. 

When the receiver is tracking a GPS 
satellite, it may lose lock on the signal be- 
cause of such factors as: 

• Blockage of the signal by the host 
vehicle (HV) or external objects 

• Weak signal because of geometry or 
environment 

• Signal jamming from an external 
transmitter 

• The dynamics of flight (line-of-sight 
acceleration and jerk) 

Acquisition of the signal is even more 
difficult under these conditions. The quality 
of the GPS track is very dependent on the 
make, model, and attributes of the particular 
receiver and the characteristics of the an- 
tenna. As a basic assumption, the following 
attributes are modeled:  four or more satellite 
tracking channels, Y-code pseudorange and 
delta-range measurements, fast acquisition 
and reacquisition within dynamic limits, and a 
quartz oscillator. 

The GPS receiver model computes 
tracking dynamics (range, range rate, accelera- 

tion, and jerk) between the 
receiver HV and each satellite 
vehicle (SV) being tracked (see 
Figure 5).  Range rate, accelera- 
tion, and jerk are estimated by 
computing finite differences every 
0.1 sec. 

Whenever acceleration or jerk 
exceeds tolerance values, tracking 
lock on that satellite is lost. When 
tracking fails for an SV, a default 
reacquisition time is used to 
determine when data from that SV 
will again be available.   For 
applications with high vehicle 
dynamics, the receiver will probably 
need aiding data from the INS to 
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help it maintain tracking lock on the satellite 
signals. Navigation is very dependent on the 
accuracy of the receiver state propagation 
models and whether geometrically strong 
GPS data are available at each measurement 
update. When data from at least four satel- 
lites are used, and the dynamics are 
reasonable, accurate position and velocity can 
usually be obtained. 

Several different options are available for 
GPS antennas. Some have fairly simple gain 
patterns, such as an isotropic hemisphere 
(possibly with cutout zones), which can track 
any satellite above the horizontal plane. 
Others use highly detailed digitized patterns. 
The model computes the line-of-sight vector 
from HV to SV and transforms to the body 
frame. Then the angle of incidence at the 
antenna is calculated to determine the 
antenna gain, which is used to decide if the 
satellite can be tracked. 

In the absence of any tracking problems, 
the selection of which satellites to track is 
based on which set is geometrically the 
strongest (produces the most accurate 
solution). A satellite selection algorithm 
scans the constellation and determines the 
best geometry for the tracking scenario. To 
be feasible, a satellite's signal must (a) fall into 
the receiver's antenna pattern, (b) be un- 
blocked and sufficiently above the earth's 
horizon, and (c) be of adequate signal 
strength.  Satellites in some directions might 
be avoided because of possible jamming. 
The selection of which satellites to use is 
made by eliminating unfeasible candidates 
and using the best geometric dilution of 
precision (GDOP) to pick the preferred set. 
(GDOP is a measure of accuracy for a four- 
satellite solution.)  For some applications, 
tracking the same satellites for the duration 
of the flight is desirable. At other times, 
dynamically choosing a set of four that 
minimizes the possibility of tracking loss 
during the flight might be the objective. Any 
application-specific constraints can easily be 
added to the selection criteria. 

The receiver model contains an option 
for simulating the effects of jamming on 

GPS signal reception.  An array of jammers 
defined by location, type, and effective 
radiating power is constructed and input to 
the model. The angle of incidence of each 
jammer signal on the GPS antenna gain 
pattern is calculated, and the attenuation at 
the receiver is determined. The model 
assumes the jammers will be primarily 
continuous wave (CW) at GPS frequencies 
(tone jammers).  Constant GPS signal 
strengths at LI (-163 dBW) and L2 
(-166 dBW) are assumed.   For analyzing the 
collective effect of the jammer array, it is 
assumed that the jammer signals add incoher- 
ently. The model computes the jammer-to- 
signal power (J/S) ratio for each transmitter/ 
receiver pair. The J/S ratio18 is a function of 
jammer radiating power, distance between the 
transmitter and receiver, GPS tracking 
frequency, and receiver antenna gain. 

The effects of jamming on the GPS 
receiver extend from complete loss of data to 
reduced tracking performance and degraded 
navigational accuracy. In the current model, 
signal reception is treated in a simplified 
fashion:  When J/S values exceed specified 
tolerance levels (45 dB for acquisition and 
65 dB for tracking), the GPS receiver is 
denied the ability to acquire and/or track the 
satellites.  Some effective ways to reduce 
jamming susceptibility include: 

• Antenna null steering 
• Antenna beam pointing 
• Direct Y-code acquisition 
• Using large numbers of correlators 
• External aiding from the INS 
• Signal processing enhancements 
• Receiver countermeasures 
GPS measurements are computed by 

adding bias and random errors to truth data 
for GPS satellites and HVs. Table 1 shows 
the components of the GPS measurement 
error model. The pseudorange errors include 
biases in the receiver and SV clocks, 
atmospheric propagation errors, and random 
noise. Errors in the delta-range are 
represented by a receiver clock drift error and 
random noise. The error model for the 
receiver clock assumes a quartz crystal 
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Table 1. GPS measurement error model 

Pseudorange P      = cAT + b -b + d. + d + e , 
Delta Range 8      = c A T - c A ToM + bd A t + e 2 

Clock Bias T
b    = T.  + T. (t-t) + «/2T   (t-t)2 

bo           do v      o'                  ao v      o' 

At = delta range measurement interval d     = tropospheric delay 
AT = tr-t = signal time delay \    = bias due to receiver clock drift 
t = time of reception T

b0   = clock bias 
t = time of transmission Too     = clock drift 
c = speed of light T.     = clock aging 
b = receiver clock bias error t current time 
b = bias due to SV clock error t receiver turn-on time 
d. 

i 
= ionospheric delay F   F    = 

1,    2 
random noise 

oscillator, and includes bias, drift, and aging 
components. 

Processing of raw GPS measurements to 
obtain HV position and velocity for naviga- 
tion purposes is also performed in the 
receiver model.  The receiver model contains 
an internal Kaiman filter that processes GPS 
data to determine the best estimates of errors 
in the HV states. The filter model also 
includes states representing receiver clock 
bias and drift.  In addition, a system state 
model is used to propagate HV states and 
clock errors dynamically in time.  Outputs 
from the state model are used to form 
predictions of GPS measurements, and the 
difference between predicted and measured 
values (residuals) are sent to the Kaiman 
filter.  Error estimates from the filter are then 
used to correct the state estimates before they 
are passed to the navigation system. 

The receiver's dynamic state model" 
consists of 11 states, representing 3 compo- 
nents each for position, velocity, and 
acceleration in the ECEF frame, and 2 
components for receiver clock bias and drift. 
The gravitational model includes the J2 term 
in the potential field and assumes the earth is 
an oblate spheroid conforming to the WGS- 
84 description.20 

Unless external data are available from 
other sources, the model will use GPS 
measurement data to derive a best estimate of 
instantaneous vehicle acceleration. This 
works well except for periods of high 

dynamics (e.g., during thrusting or when 
stages are separated). When GPS data are 
plentiful and state dynamics are moderate, 
this process can yield a very accurate 
navigation solution with a low degree of 
dynamic modeling.  If GPS data are sparse or 
if high dynamic conditions are encountered, 
then modeling errors will begin to show an 
effect.  High dynamics may also cause 
tracking problems and a reduction in GPS 
observations. The preferred way to handle 
high dynamics is with a tightly coupled GPS/ 
INS navigation filter. Such a system can 
provide improved navigation accuracy 
because the INS provides better dynamic 
modeling and aiding for the receiver, as well 
as stability during periods of satellite tracking 
loss. 

The navigation filter is modeled as an 11- 
state extended Kaiman filter simulating 
receivers with real-time capability. The filter 
uses UD matrix factorization with vectorized 
storage. Divergence control is implemented 
via residual ratios, fading memory, and data 
rejection; and measurements are processed 
sequentially. At each update, any 
combination of pseudorange and delta-range 
from any of the SVs under track may be 
processed. The filter, like the state model, 
assumes a low-order acceleration model, but 
has provisions for thrust flagging and 
utilizing feedback acceleration from the INS. 
Normally the filter will detect thrusting from 
its solution for acceleration and velocity. 
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However, a delay will be introduced, and the 
solution will be biased.   If the filter receives a 
flag from the HV as thrusting begins, then 
filter process noise can be increased 
appropriately and the bias reduced.  Unless a 
tightly coupled GPS/INS filter is used, 
periods of high thrusting will usually produce 
degraded navigation. 

Modeling of the Navigation System 

As with the receiver model, the naviga- 
tion system model was developed to 
represent a general purpose INS architecture 
that could be adapted to a variety of actual 
flight hardware and software configurations. 
There are many possible forms of the inertial 
navigation and Kaiman filter state equations 
that may be implemented depending on the 
specific application. The ECEF coordinate 
frame is a natural one for the receiver model 
because it is the frame in which GPS meas- 
urements are taken.  For navigation purposes, 
however, a LLWÄ. mechanization similar to 
that found in many commercial applications 
was utilized.   Of course, in either case, 
appropriate coordinate transformations are 
necessary to convert data between the ECEF 
and LLWA frames. 

The navigation system can be configured 
in either a loosely coupled or a tightly coupled 
implementation.  Many current systems use 
the loosely coupled architecture because of 
the ease of assembly from off-the-shelf 
hardware and software. The current version 
of the INS model was constructed along 
these lines. However, it is expected that the 
trend for future systems will be increasingly 
toward the tightly coupled approach.   Efforts 
are presently underway to extend the existing 
loosely coupled model to a tightly coupled 
version. 

The navigation model was developed in 
two versions to support different analysis 
objectives: 

1. The full implementation of the Monte 
Carlo 6-DOF model containing the receiver, 
INS, Kaiman filter, and airframe subsystem 

models was intended for conducting com- 
plete system-level performance evaluations 
and providing flight test analysis support. 
This model represents the most accurate 
characterization of system performance. 
However, it can also be highly computer- 
intensive because of the high model fidelity, 
small computational intervals, and large 
number of Monte Carlo trials required. 

2.  A covariance version of the model 
was also developed, primarily to analyze 
navigation performance.  In the GPS/INS 
Covariance Analysis Model (GCAM), statisti- 
cal evaluations are done by propagating and 
updating covariance matrices representing the 
actual system (truth model) and a lower order 
approximate system carried on the flight 
vehicle. GCAM also includes simplified 
versions of the receiver and INS that allow 
the model to be exercised in a deterministic 
mode for comparisons with covariance 
results. The covariance analysis ap- 
proach810,12'14,21 can provide a more efficient 
tool for conducting specialized studies of 
INS performance and for determining 
sensitivities to parameter variations.  It is 
intended to complement the higher fidelity, 
6-DOF model where appropriate. 

A description of the INS and Kaiman 
filter formulations common to both of these 
models follows. 

Inertial Navigation System 

In the LLWA approach, the navigation 
frame remains tangent to the oblate earth's 
surface, and has zero angular velocity about the 
vertical axis with respect to earth, as shown in 
Figure 6.  The missile's translational and 
rotational dynamics8 may be written as shown in 
Table 2, and are in the form of differential 

equations for earth-relative velocity V and the 
direction cosine matrices C" and Ce relating the 

b n O 

body, navigation, and earth frames. In these 
equations, Q. is earth rate, p is the vehicle 
transport rate, CO* and ah are the IMU-measured 
body rates and specific forces, h is altitude, and 
g is gravity. S(x) denotes the skew-symmetric 
matrix form of the vector x. 
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navigation frame 

Inertial Measurement Unit 

The strapdown inertial instrument error 
descriptions can be chosen to reflect a wide 
range of IMU types and quality. The IMU 
errors are treated as constants for a given 
mission, but may vary over an ensemble of 
possible instrument sets when Monte Carlo 
studies are conducted.  To ensure a high 
degree of INS simulation accuracy, the IMU 
is typically sampled at data rates in the 
neighborhood of 500 to 1000 Hz. Table 3 
provides the IMU error model description. 

Navigation Kaiman Filter 

The loosely coupled navigation Kaiman 
filter was patterned after actual flight soft- 
ware developed for missile demonstration 
and development programs,12,22 and was 
derived independently prior to implementa- 
tion.  Navigation system error equations 
relating missile position, velocity, and attitude 
errors to inertial instrument errors were 
formulated assuming linear system dynamics 
and measurements.8 These equations are 
shown in Table 4. 

Normalized vehicle position errors, 
described by the vector 0, represent errors in 
the knowledge of the earth-to-navigation 
DCM, C". In a similar way, missile orienta- 
tion errors are represented by the vector <£ 
that describes uncertainties in the body-to- 
navigation DCM, C"h. The growth of errors 

Table 2. INS mechanization equations 
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Table 3. IMU error model 
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in earth-relative velocity, 5v", is driven directly 
by the accelerometer bias V, and the growth of 
the attitude error <£ is directly influenced by the 
gyro drift £. 

Errors in missile position are treated 
indirectly as errors in C, as opposed to 
direct perturbations in missile ECEF coordi- 
nates. This approach is better suited to the 
in-flight compensation scheme that is used to 

correct for IMU errors. The INS estimate Ce 
n 

is related to the true DCM by 

C   =C   +8C 6Ce = Ce@      (1) 

The small angle perturbation matrix 0 is the 
skew symmetric form of the position pertur- 
bation vector 9-(8 ,6 ,6 )T 

0 

0 -0, °r 
a, 0 -e} 

-0„ e, 0 

(2) 

Missile attitude errors are modeled as an 
uncertainty in Cn

h and represented as: 

c Ch +ÖC\ öC; = -4»C; (3) 

where <J> is the skew symmetric form of the 
attitude error vector j|>. 

The navigation filter also includes 
descriptions of the dominant inertial instru- 
ment errors, i.e., gyro drift and accelerometer 
bias. The filter attempts to estimate these 
states inferentially through GPS/INS residual 
measurement of position and velocity.  Gyro 

drift and accelerometer bias errors are 
modeled as first-order Markov processes, as 
shown in Table 4. 

In the loosely coupled GPS/INS architec- 
ture, the receiver provides estimates of vehicle 
position and velocity derived from its internal 
Kaiman filter. These are then differenced with 
INS estimates, in ECEF coordinates, and 
transformed to the navigation frame using the 
corrected C" to obtain the inputs z." sent to the 
navigation filter. The position and velocity 
components of z." are given by 

tGPS (4) 

(5) 

These measurements may now be related 
directly to filter states 6 and 5v through the 
measurement equation 

Z- 

\.Zvj 
Hx (6) 

where the 16-element navigation filter state 
vector is defined as 

x = (6,Sv,$,Öh,£,V)T (7) 

and the measurement matrix fj is taken as 

H = "x       "3x3      ^3x3 

'3x3 '3x3 y3x3 

it        "6x6 

^3x1      06x6. 
(8) 

Table 4. Kaiman filter error equations 

8v" = C?Vb +a_n x$-(2a" + p")x8v" -(25Q" + 8p") xv" + 8g" + wv(f) 

we(f) 

n        n 

9 =8xp" + 8p" +; 

n n 
<t>=-C^e-(ß    +p   )x()) + 8n    +5p    + WA (0 

hh = -8vz + wz(t) 

e = -ße e + we (t) 

n         1 n 
8p     = (M X8V    ) 

Y = -ßvY + wv(0 

8Q" = 
n 

-e XQ 

„   n 
og_    = [ 0   0   ~2g° Sh ] 
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with 

H, = 

0     -Rn 

0 

0 

0 
«=(0,0-l)T    (9) 

and R0 is equatorial earth radius. 
The previous linear dynamic system 

equations and measurement equations form 
the basis for the Kaiman filter, which esti- 
mates the navigation system errors. The 
standard equations of the Kaiman filter may 
be found in References 13 and 14. 

Filter estimates of gyro drift and acceler- 
ometer bias errors are continually fed back to 
the navigator in order to compensate the 
instruments at the instrument sample rate of 
500 Hz. The compensated IMU measure- 
ments are computed from 

a{t) = aIM1At)-V(+) 

ffl(0 = ffi,w„(0-£,(+) 

(10) 

(11) 

where V(+) and £(+) represent the updated 
filter values, which are exponentially decayed 
between updates consistent with the Markov 
model. The gyro drift and accelerometer bias 
estimates are accumulated over the entire 
duration of filter operation. 

2.5 
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£ 

[ ^ ^V / 
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Figure 7. EX-171 normal acceleration history 
maximum range trajectory 

A similar process is used to update 
navigation state variables after each GPS 
measurement at a nominal 1-Hz rate. Missile 
position estimates are used to correct C": 

c;(+) = c;(-)-c;(-)0(+)   (12) 

Missile attitude corrections are made directly 
to C": 

c;(+) = c;(-)+o(+)c;(-)     (13) 

Velocity and altitude corrections are 
implemented as 

v(+) = v(-)-5v(+) (14) 

h(+)=h(-)-Sh(+) (15) 

After each measurement update, correc- 
tions to the IMU and INS are performed, and 
the filter state variables are reset to zero. 

Preliminary Analysis of ERGM System 
Performance 

Nominal Navigation System Performance 

The performance of the GPS-aided 
navigation system was evaluated during 

support of the NSFS EX-171 
ERGM Program. Using the 
6-DOF simulation developed for 
this effort, trajectory and IMU data 
were generated along the EX-171 's 
maximum range trajectory shown 
in Figure 3.  The data reflect a gun 
launch at White Sands Missile 
Range with a muzzle velocity of 
2908 ft/sec, time of flight of 
400 sec, and maximum range of 
146 km. 

Figure 7 shows the normal 
acceleration along the ERGM's 
maximum range trajectory.  Of 
particular note is the normal 
acceleration behavior in response to 
the optimal lift/drag glide algo- 
rithm, which is activated after 
apogee at t = 83.7 sec. This steady 
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1-g specific force greatly enhances the 
observability of the navigation errors and the 
performance of the navigation Kaiman filter, 
particularly in estimating inertial instrument 
errors used for IMU compensation. 

Uncorrupted accelerometer and rate gyro 
data were recorded along the maximum range 
trajectory (at a frequency of 500 Hz), in 
addition to the vehicle's true position, veloc- 
ity, and attitude. These data were then 
processed by the GCAM model and used for 
filter tuning and navigation system perform- 
ance studies. The perfect IMU measurements 
were corrupted with IMU and navigation 
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Figure 8. EX-171 navigation position error 
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Figure 9. EX-171 navigation velocity error 

system errors, which are representative of 
flight hardware being fabricated for early 
demonstration flights; these errors do not 
represent the higher quality IMUs that may 
be available later in the EX-171 development 
program. 

The navigation filter was tuned by 
adjusting process noise spectral densities to 
achieve acceptable filter performance. The 
values used are not necessarily optimal, but 
were selected on a trial and error basis until 
the filter error covariance behavior became 
consistent with the true error behavior. 
During these initial studies, GPS measure- 

ments were approximated by true 
position and velocity data corrupted 
by Gaussian white noise, with position 
and velocity root-mean-square (rms) 
values of 10 m and 1 m/sec, respec- 
tively. 

Figures 8 through 11 show typical 
behavior of the GPS-aided navigation 
system over the EX-171's maximum 
range trajectory.  In this simulation, 
processing of GPS measurements is 
delayed for approximately 30 sec after 
muzzle exit.  This delay simulates 
navigation system initialization, rocket 
motor burn, and GPS satellite acquisi- 
tion.  Position and velocity errors 
decay rapidly from fairly large initial 
values because of the GPS aiding. 
However, missile attitude and IMU 
inferential states are much more 
difficult to estimate until the glide 
algorithm is activated shordy after 
apogee. At this point, missile attitude 
and IMU errors become more observ- 
able under the influence of normal 
acceleration, as shown in Figures 10 
and 11. A reasonable period of time 
is required to compensate IMU errors 
to acceptable levels.  Over shorter 
range flights, this may imply that 
attitude and IMU errors will not be 
fully removed before impact. 

The results of Figures 8 through 
11 show good nominal performance, 
with position and velocity errors 
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40 
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driven down to about 10 ft and 
1 ft/sec 1-0 after about 200 sec of 
flight.  The vehicle's attitude errors 
are reduced to the level of about 
3 mrad 1-G over the same period. 
The filter correctly identifies the gyro 
drift and accelerometer bias and 
corrects the IMU with small residual 
errors on the order of 2 deg/hr and 
3 mg, by the end of the flight. 

The exact requirements for 
uncompensated IMU and INS errors 
have yet to be determined for the 
EX-171 development program. 
These requirements are driven by 
cost and performance tradeoffs 
between inertia! instrument preci- 
sion, quality of GPS estimates, and 
the potential vulnerability of the 
tactical system to countermeasures. 
The GCAM model was developed 
precisely for this purpose and will be 
used to conduct system-level studies 
addressing system requirements and 
tactical employment issues. 

Effect of Jamming on Navigation 
Accuracy 

Employment strategies for GPS- 
aided weapons systems must address 
the potential vulnerability of the 
navigation system to various forms 
of jamming.  Preliminary studies 
have been conducted to evaluate 
navigational accuracy in the event 
that GPS measurements are lost 
during flight as a result of countermeasures. 
The initial studies were performed in a 
parametric fashion with respect to GPS 
"break-lock" range, without attempting to 
associate these ranges with a specific J/S 
ratio, jammer power, or geometry.  Later 
studies calculated the break-lock ranges 
resulting from particular jamming scenarios 
and power levels.  These assumed several 
candidate GPS antenna patterns and were 
evaluated for specific ERGM trajectories. 
Several navigation systems of varying degrees 
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of precision were analyzed, representing 
possible instrument accuracies that ranged 
from present day demonstration system 
hardware to very precise inertial instruments 
that might be available in the future. 

Jamming sensitivity studies were con- 
ducted by first generating vehicle truth data 
using a 6-DOF trajectory simulation. These 
data were then processed by the GCAM 
model, which contains the INS and the GPS/ 
INS navigation filter. The navigation filter 
uses GPS measurements to estimate and 
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Table 5. Initial INS errors 

Navigation System Error IMU System 

100 70 50 20 10 1 

Position Error (ft) 100 100 100 100 100 100 
Velocity Error (ft/ sec) 10 10 10 10 10 10 
Attitude Error (mrad) 100 70 50 20 10 1 
Gyro Drift (deg/hr) 100 70 50 20 10 1 
Gyro Scale Factor (ppm) 1000 700 500 200 100 10 
Accelerometer Bias (mg) 100 70 50 20 10 1 
Accelerometer Scale Factor(ppm) 1000 700 500 200 100 10 
GPS Position Error (m) 10 10 10 10 10 10 
GPS Velocity Error   (m/ sec) 1 1 1 1 1 1 

Table 6. Navigation system position errors at impact 

Inertial Measurement 

Unit Precision 
Position Error at Impact (ft) 

Range-to-go at Break-Lock (km) 0 3 6 9 12 15 
IMU System 100 4.2 8.6 14.4 37.0 76.8 150.5 
IMU System 70 4.2 8.1 12.9 36.0 61.5 123.6 
IMU System 50 4.2 7.8 12.1 33.7 55.8 111.9 
IMU System 20 3.8 6.8 10.5 26.4 47.3 76.8 
IMU System 10 3.7 6.2 9.9 25.8 39.9 68.7 
IMU System 1 3.2 4.5 7.0 19.4 34.5 48.6 

remove INS errors, and for in-flight calibra- 
tion of the inertial instruments. The study 
assumed a number of INS systems of 
varying quality, which are shown in Table 5. 
The nomenclature "SYSTEM X" is used, 
where "X" denotes the level of instrument 
accuracy as well as the size of initialization 
errors.  For example, "SYSTEM 100" denotes 
an IMU having off-the-shelf errors of 
100 mg for accelerometer bias and 
100 deg/hr for gyro drift, initialized with 
100 mrad of attitude error.  Navigator initial 
position and velocity errors were chosen for 
convenience in displaying results.  Nominal 
errors at impact are shown in Table 6 and 
assume uninterrupted GPS measurements at 
1-sec intervals throughout the flight. 

The accuracy of each notional IMU 
system was evaluated under the assumption 
that GPS measurements were lost at break- 
lock ranges between 0 and 15 km from the 
nominal impact point. These correspond to 
times-to-go between 0 and 84 sec, respec- 
tively, along the ERGM's maximum range 
trajectory. At the break-lock range, GPS 
measurements ceased, and the INS and 

navigation filter were no longer updated. 
Residual navigation and inertial instrument 
errors existing at this point were propagated 
for the remainder of the trajectory. A 
tabulation of navigation system performance 
for each break-lock range and IMU system is 
shown in Table 6. 

Figure 12 shows the navigation system 
position error at impact as a function of 
break-lock range for the various IMU systems 
investigated.  These results are very encourag- 
ing in that they show the potential for 
reasonable navigation system accuracy when 
GPS information is denied for a significant 
portion of the trajectory. The results also 
indicate that the relationship between IMU 
precision and navigation accuracy under these 
conditions is not linear. 

To assess the effects of jammer geometty 
and power levels on the ranges at which 
break-lock occurs, additional studies were 
performed in which the receiver processed 
data along the ERGM's maximum range 
trajectory. The J/S ratio was computed along 
the trajectory, and threshold levels were 
assigned to determine when loss-of-track or 
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Effects of GPS Signal Loss 
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Figure 12. Effect of GPS signal loss on navigation 
accuracy at impact 

denial-of-acquisition occurred.   For this study, 

45 dB was taken as the threshold for GPS 

acquisition, and 65 dB as the threshold for 

firm track. 

The assumed receiver antenna patterns 

were found to have a strong effect on the 

results. Two types of antenna patterns were 

considered.  The first was a spherical, isotro- 

pic pattern having a gain of one in all 

directions. The second pattern assumed that 

either through vehicle roll control or dynamic 

antenna gain control, the resulting pattern can 

be tailored to provide coverage mainly in the 

upper hemisphere. To accommodate varia- 

tions in the trajectory, a small 8-deg cutout 

zone on the upper side of the vehicle was 

also enforced.  The resulting pattern 

appears as a cone of 82 deg half-angle 

about the body vertical axis, as shown in 

Figure 13.  This antenna has a gain of one 

within the upper cone-shaped pattern for 

good satellite reception, with a -30 dB 

gain outside the cone to reject jamming 

signals. 

The J/S ratios were computed for the 

spherical antenna as a function of range- 

to-go to the target.   For this initial study, 

the total radiated jammer power was 

placed at the target or vehicle aim point. 

Jammer power levels between 1 W and 

50 kW were considered.  The results 

indicated that the all-directional antenna 

offered minimal jamming resistance. 

For a jammer power of 100 W or 

more, the receiver would not be able to 

acquire at any time, using the 45 dB 

threshold.   If the GPS signal was being 

tracked when a 100-W jammer turned on, 

loss-of-lock would occur at about 15 km 

from the target, with the 65 dB threshold. 

Based on these results, it is obvious that an all- 

directional antenna is inappropriate in 

scenarios where jamming is present. 

When the modified antenna pattern is 

used, the results change dramatically.  Fig- 

ure 14 shows the J/S ratios vs. range-to-go 

for this case.  For a jammer power of 

1000 W, acquisition is possible to within 

15 km of the target, and the GPS signal can 

be tracked up until 1.4 km from the target. 

For a very large 10-kW jammer, acquisition 

Figure 13. Hemispherical antenna gain pattern with 8-deg cutout 
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can be accomplished prior to 
approximately 50 km range-to-go, 
and break-lock will occur at a 
range-to-go of 4.7 km—a substan- 
tial capability in the presence of a 
very severe jamming environment. 

The break-lock ranges for the 
two antenna types are plotted in 
Figure 15.   From these results, it is 
clear that selective tailoring of the 
antenna design can result in gready 
improved performance in a jam- 
ming scenario.  Based on one 
feasible antenna pattern modifica- 
tion, the fairly small break-lock 
ranges that were achieved, even at 
large jammer power levels, is highly 
encouraging. 

These results are preliminary in 
nature and will no doubt be refined as the 
EX-171 system becomes better defined. 
However, they do indicate the potential 
accuracies achievable under the modest 
assumptions of this study.  It is quite possible 
that the performance observed may be 
further improved through the use of addi- 
tional trajectory shaping, tailoring of the 
antenna pattern, improvements in receiver 
signal processing, and improvements in 
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Figure 15. GPS break-lock range vs. jammer power 

Figure 14. J/S ratio vs. range-to-go 

navigation filter design, even when additional 
system error sources are considered. 

Summary and Future Directions 

The combined use of GPS and inertial 
navigation is an emerging trend that will 
continue to be incorporated into a variety of 
new system applications. This stems from 
simultaneous advances in both the GPS and 

INS arenas. The high accuracy 
and easy availability of GPS, 
combined with new, high- 
performance receiver technology, 
makes it an attractive option for 
the updating of navigation 
systems.  In the area of inertial 
navigation technology, a 
revolution is occurring that will 
result in miniaturized, micro- 
machined instruments23"25 that are 
extremely small, reasonably 
accurate, and very inexpensive. 
The synergism between GPS and 
INS is creating a new technology, 
out of which will emerge many 
new system applications of GPS- 
aided inertial navigation and 
guidance—making very high 
terminal accuracies possible. 
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New military applications continue to be 
developed.  GPS-guided bombs led to 
extended-range guided projectile and rocket 
applications. Applications of GPS to the 
Navy Land Attack STANDARD Missile 
(LASM) and the Army Tactical Missile 
System (TACMS) will produce surface-to- 
surface weapons with gready improved 
accuracy.  GPS-aided weapons that can 
maintain bounded levels of delivery errors as 
the range increases open the door to the 
development of more energetic propulsion 
systems that further extend operational range. 
These long-range, GPS-guided weapons 
create a need for more precise target location. 
This, in turn, has led to GPS/INS develop- 
ments for unmanned air vehicles (UAV) for 
reconnaissance and precision targeting, and 
the growing use of relative or differential 
GPS positioning techniques26 for accurately 
directing weapons to designated impact 
points. 

The emergence of KW technology, 
combined with development of advanced 
versions of the Navy STANDARD Missile, 
has produced TBMD interceptor systems 
such as SM-X, which utilizes GPS and ship- 
based radar to aid navigation and guidance. 
Effective use of weapons with narrow sensor 
acquisition windows necessitates that attitude 
errors be kept to a minimum.  New uses for 
GPS allow a direct determination of vehicle 
attitude by processing data from a dual 
antenna GPS receiver, together with an INS, 
using a Kaiman filter for data fusion.27 Many 
other examples exist that address mission 
requirements from a system perspective 
involving the appropriate blending of GPS/ 
INS technology and operational strategies. 

GPS can also be a very effective resource 
in support of test and evaluation.  When used 
on interceptor and target vehicles, it can 
provide a highly accurate means of measuring 
body-to-body miss distance during flight 
tests.  Precise kinematic on-the-fly GPS 
relative positioning has demonstrated 
subdecimeter accuracy for baselines of up to 
30 km.28 This relative positioning capability, 
combined with INS attitude information, can 

accurately reproduce the impact point along 
an extended body and the attitude geometry 
associated with the collision (or near miss) of 
two vehicles. This also allows a precise visual 
depiction, or animation, of a test vehicle's 
flight motion history. This capability has 
important ramifications for test and evalua- 
tion of hit-to-kill systems that utilize aim 
point selection to optimize lethality.  GPS 
appears to offer a revolutionary new ap- 
proach to the analysis and reduction of 
dynamic flight test data that is less expensive 
and more accurate than competing methods. 

The spread of military applications for 
GPS/INS technology has led to concerns 
regarding potential vulnerability of GPS, 
especially to jamming. Well-designed GPS/ 
INS systems can mitigate the effects of 
jamming using a variety of possible tech- 
niques.  Some of these include: 

• Directional and steered antennas 
• Direct acquisition of the Y-code 
• Tightly coupled aiding from the INS 
• Improved GPS receivers that 

- employ large numbers of correlators 
- contain signal processing 
enhancements 

- implement electronic 
countermeasures 

System-level simulations of the type de- 
scribed in this paper can play an important 
role in evaluating GPS jamming susceptibility. 
The effects of satellite selection, antenna gain 
patterns, and vehicle attitude dynamics on J/S 
ratios, receiver acquisition, and tracking 
capabilities can be assessed with GPS/INS 
simulations of this type.  In addition, new or 
proposed countermeasures such as receivers 
with improved antijam margin and Y-code 
acquisition as a function of vehicle dynamics, 
clock accuracy, and jamming environment can 
be evaluated. 

Many of the military GPS/INS applica- 
tions to date have utilized receivers that 
internally process raw GPS measurements 
and produce position and velocity. When 
these are combined with an INS and a 
Kaiman filter to derive navigation solution 
updating, the implementation is termed a 
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loosely coupled system. This has been a 

popular system configuration because many 

existing receivers and navigation systems are 

difficult to integrate with raw GPS pseudo- 

range and phase measurements. An 

additional problem is that the raw GPS meas- 

urements are treated as classified after they 

have been corrected for selective availability. 

However, the predominant trend for 

future systems is clearly moving in the 

direction of tight coupling for the GPS/INS. 

There are significant advantages to having a 

tightly coupled integration in which raw GPS 

measurements are directly used to update the 

Kaiman filter. Some of the benefits are: 

• More direct exploitation of 

fundamental measurement data 

• More direct aiding of the receiver 

tracking process by the filter and INS 

• Higher likelihood of maintaining firm 

satellite tracks 

• Better resiliency to poor satellite geometry, 

high vehicle dynamics, data dropouts, 

IMU errors, and jamming 

A system-level simulation can be a valuable 

tool for assessing alternative system architec- 

tures for a tightly coupled GPS/INS and for 

quantifying the performance benefits obtained. 

In addition to the military market, commer- 

cial maritime and aviation industries have 

benefited from GPS/INS technology. This 

technology is being utilized to an increasing 

extent in future ship, aircraft, and landing 

systems. Emergency and transport vehicles are 

beginning to rely more heavily on GPS, and it 

appears that GPS will become more routinely 

available in future automobile and "intelligent" 

highway transportation systems.  Because of the 

heavy commercial and civilian utilization of 

GPS, and demands for better positioning 

accuracy from users all over the world, the U.S. 

government has decided to phase out the DoD- 

controlled selective availability over a 10-year 

period. Elimination of selective availability will 

force the DoD to develop and implement new 

technologies for achieving high GPS positioning 

accuracies (for U.S. military applications during 

times of conflict), while denying potential 

adversaries that capability. 
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The Automation of 
Finding the Intersection, 
Union, or Set Difference 
of Two Planar Polygons 

Armido R. DiDonato 

This article describes the general features of an algorithm for automating, 
by computer, the determination of the intersection, union, or set difference of 
two polygons in a plane.  The algorithm, with the details given for the 
intersection case, has many applications in computer graphics: finding 
locations of defended areas, establishing launch zones for strikes against 
multiple targets, designing computer-aided design/computer-aided modeling 
(CAD/CAM) systems, and analyzing geographical data.  Few algorithms have 
been published; their implementation into code is lacking or unavailable.   The 
present algorithm allows simple polygons, extensions to those which have 
polygonal holes, coincident vertices, and overlapping edges.   Self-intersecting 
polygons are not admissible.  Some examples are given.   The program is robust, 
efficient, and available in 32-bit DOS-EXTENDED executable code. 

Introduction 

Given two polygons A and B in the xy—plane, and specifying a point by 
(x, y), the intersection, union, and set difference of A and B follow the 
definitions of set theory,1 namely 

A n B = {(x,y) : (x,y) e A and (x,y) e B} 
A u B = {(x,y): (x,y) e A or (x,y) e B} 
A - B = closure {(x,y): (x,y) e A and (x,y) £ B] 

This article describes a solution to these computational geometry 
problems by an algorithm that is implemented into a Fortran 77 computer 
program. Details are given for A C\ B. 

Determination of the intersection, union, and set difference of A and B 
has important computer graphic applications:  Two of considerable impor- 
tance to the Navy are establishing the locations of defended areas and 
determining the launch zones against multiple targets.  Other applications 
include the design of CAD/CAM systems and the analysis of geographical 
data. References 2 and 3 contain applications dealing with defended areas 
and launch zones. References 4 through 7 are basic papers. Reference 6 
provides some of the definitions we use, as well as additional references. 

A closed polygon P in the xy—plane is specified by its vertices; i.e., N + I 
points: p,, p2,. . . pN+p with p. * p.+1, \<i<N,N>2, and P| = pN+]. The 
notation p. is used to denote the point with coordinates (x., y.), and it is also 

60 NSWC Dahlgren Division Technical Digest 



The Automation of Finding the Intersection, Union, or Set Difference of Two Planar Polygons 

{a) es 

(d) e SI (e) e S£ 

Figure 1. Examples of polygons in S, S£, and ST 

(/) e SX 

used as a vector emanating from the origin 
with its endpoint at (x., y). The closed 
boundary of P, dP, is composed of a se- 
quence of N ordered, directed straight line 
segments called edges. Letting p denote the ith 

edge, it is easy to show for any point q on p. 
that 

q=(l-t)p.+ tp.tl,     0<t<l (1) 

Our algorithm will apply to the class S 
of positively-oriented simple polygons and to 
an extension of this class called S£.  A simple 
polygon P has at least three distinct vertices, 
and a nonzero area, and no pair of edges 
share a point unless they are consecutive, in 
which case they have exactly one point in 
common where the end of one edge joins the 
beginning of the other. We say P is positively- 
oriented (PO) [negatively-oriented (NO)], if its 
interior is on the left [right] as dP is traversed 
in the direction of increasing order of the 
vertex indices (Figure 1(a)).  One can deter- 
mine the orientation of P by its signed-area, 
AR(P), which is positive if P is PO and 
negative if P is NO; where, with p. = (x., y), 

2 i=i 
y0-yN (2) 

A self-intersecting polygon is said to be in 
the class ST. Such polygons are not admis- 
sible for our algorithm.  They have the 

property that either two or more noncon- 
secutive edges cross (Figure 1(d)); and/or 
they have the more subtle property that three 
or more edges meet at a point c such that 
crossings occur when some of these edges 
are slightly offset from c in a sufficiently 
small neighborhood of c, N(c).  In the first 
case, two edges, p. and p., are said to cross if 
there exist t and s in (0, 1) such that 

(l-OPi+ tpi+1 = U -s)p. + sp.+1     (3) 

In the latter case, P e ST if there exists a 
vertex c such that dP cannot be traversed 
without some path in and out of c crossing 
ÄP (Figures 1(c) and 1(f)). 

To illustrate the self-intersecting property 
for Figure 1(f), consider Figure 2, which 
shows N(c) with c located at the point where 
vertices 1, 4, and 7 meet.  The endpoint of p6 

cannot join p7 without crossing the connected 

Figure 2. Shows the self-intersecting 
property for Figure 1(f) 
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line made up of p3 and p4. Thus, the polygon 
of Figure 1(f) is in  ST.   Sometimes 
renumbering the vertices without changing 
the geometrical properties of P takes P from 
ST to S£. Compare Figure 1(e) with 1(f). 

A polygon P is said to be in S£ if it is 
not self-intersecting. Polygons in S£ may have 
polygonal holes, vertices meeting at a point with 
degree > 1, and overlapping edges. A polygonal 
hole is made up of a subset of consecutive 
vertices of P that form a closed NO polygon. 
The degree of a point p, at which coincident 
vertices meet, is an integer that equals the 
number of vertices meeting at p (Figures 1(b) 
and 1(e)). We also classify such P as PO with 
the understanding that the interior of P, when 
well-defined, is on the left as dP is traversed 
in the direction of increasing vertex indices. 
The finite area of P is given by Equation (2) 
and is nonnegative. The restriction to PO 
polygons can be made without loss of 
generality since an NO polygon B, associated 
with a set operation, can be replaced by a PO 
polygon B with the same vertex points but 
with a different set operation.   For example, 
A — B = closure (A (~\B).  This relationship is 
important in its own right, since it shows that 
the set difference A — B can be obtained by 
simply listing the vertices of B in reverse 
order and using the intersection algorithm 
with some minor changes. 

Algorithm (Preliminaries) 

Let A and B be in S£ with NX and NU 
vertices, respectively. This section contains 
additional definitions, preliminary remarks 
and procedures, and rules that govern the 
algorithm for finding A C\B. Analogous 
statements can be made for A U B, but with 

a few exceptions, our remarks will refer to the 
determination of A n B. 

Let the vertices and edges of A be 
denoted by a., ä., and those of B by b , b.. 
With a. = (x., y.) and b. = (u., v.), the coordi- 
nates x., y , and u., v. are stored in the input 
arrays X, Y, and U, V, respectively. 

Initially, all meetings of a. with b. are 
found by solving Equation (4) for t and s, 
where 

(1 - t) a. + t a.+1 = (1 - s) b. + sb.+1 , 

t, SG (0, 1], l<i<NXl, l<j<NUl,       (4) 

with NX1 = NX - 1 and NUl = NU - 1. 
A meeting point of A, B (MP) is classi- 

fied as one of the following: (c), (w), (te), (ev), 
(oa), (ob), (oab). Examples of MPs are shown 
in Figure 3. A (c) MP occurs as a crossing 
between an edge of A and an edge of B such 
that t G (0, 1), s G (0, 1). A (w) MP specifies 
a meeting of a vertex of A and a vertex of B 
such that t = 1, s = 1. A (te) MP is a meeting 
of a terminal endpoint of an edge of A and 
an interior point of an edge of B so that 
f=l,j£ (0, 1); or if the roles of A and B are 
reversed, then te (0, 1), s = 1, and the 
meeting is an (ev) MP. Note that neither t = 0 
nor s = 0 is used in identifying MPs since 
such points would have been previously 
detected and accounted for. An (oa), (ob), or 
(oab) meeting occurs when ä. and b. are 
parallel and have more than one point in 
common.  The edges are said to overlap.  If 
the terminal endpoint of a. and an interior 
point of b. are the same, this point is taken as 
an MP; if the terminal endpoint of b. and an 
interior point of a. are the same, this point is 
also taken as an MP; the configuration is 
classified (oab).  See (oab) of Figure 3. If only 
the first condition is satisfied, the MP type is 

bj 

a; 

(w) (ve) 

Figure 3. Various types of meetings of two edges 

(oab) 
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»i+1 

»i+i 

Figure 4. Examples of isolated MPs (top row) and removable MPs (bottom row) 

denoted by (oa); if only the second holds, by 
{ob). 

Once an MP, denoted by d, is found, it is 
examined for certain geometrical properties. 
First, if neither of the meeting segments, a. 
and b, points into the interior of the other 
polygon, then d is called an isolated MP. It is 
immediately stored as part of the output—an 
isolated intersection region made up of one 
point—and it is dropped from further 
consideration.  Such points can occur only 
for (w), {ve), and (ev) type meetings. See the 
top row of Figure 4 for examples.  Of the 
remaining MPs, the ones to be retained are 
called RMPs. Let [p., p.+|] denote the con- 
nected line of two consecutive edges of a 
polygon. The RMP class is made up of the 
following : 

(a)Types(c), {oa), {ob), and {oab). 

(ß) Type {w).  Provided the connected lines 
made up of [ä., ä.J andb = [b., b   ] 
cross at d such that a. without d lies on 
one side of b, and a.+] without d lies on 
the other; or else more than one point of 
5.+1 lies along b.+].  See (a) and (b) of 
Figure 6 for examples. 

(y) Type {ve). Provided the connected line 
[ä., a. ,1 crosses b. at d. Crosses here 
means that all the points of I. except d 
are on one side of b, and all the points 
of a.+| except d lie on the other; or else 
more than one point of a. lies along b.. 
See Figure 7 for examples. 

(8) Type {ev).  Provided an obvious similar 
set of conditions as given in (y) are met. 

MPs that are not in RMP (and not 
isolated) are called removable. These points 
always occur at the vertex of at least one of 
the polygons. They will be taken into ac- 
count later. See the bottom row of Figure 4 
for examples. 

Assume now that all MPs to be treated 
are in RMP. Continuing, for a given ä, each 
b. is found that meets the i'h edge of A.   If 
there are m such b, m > 1, their indices are r 
ordered according to the increasing square of 
the distance of the MPs from a. along ä. 
The index of a. is stored in m consecutive 
elements of array IA, and the m indices of 
the b. are stored in corresponding elements 
of array IB in the order stated above.  If an 
MP occurs at the endpoint of b. for a given j, 
and that vertex coincides with other edges of 
B (Figure 1(b),(e)), then distances along ä. for 
these edges will be the same. A set of MPs 
with equal distances for a given i is called an 
EQJDA set.  For such sets, a separate strategy 
is necessary to order the indices of those 
intersecting b.'s. The ordering procedure our 
algorithm uses in these cases will be described 
later. 

A parameter MO is assigned an integer to 
identify the AfP type. Thus, 

MO = 2 => {c), MO = 3 => M, MO = 4=>{te) 
MO = 5 => {ev), MO = 6 => {oa), 
MO = 7 => {ob) (5) 
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The MO values are stored in the array 
IAO. The integer values stored in IA and IB 
for a given MP are unique as a pair, except 
when {oab) occurs. In this case, the same pair 
of indices may appear more than once in IA 
and IB, with IAO containing MO = 6 or 7. 
Note, however, that their MPs will not be the 
same and, consequently, the algorithm will 
have no difficulty here. Two arrays, WA and 
ZA, contain the values of the coordinates 
(wk, zk) of the RMPs. 

After the RMPs have been obtained and 
each characterized by a value of MO, the 
decisions remain of how to process these 
data to obtain the desired result, A n B. The 
basic decision the algorithm must make is to 
determine whether to move from the RMP at 
ä. and b along a. (a.+1 if MO = 3,4,7) or B. 
(B. ,, if MO = 3,5,6).  Of course this depends 
on whether A C\ B or A U B is wanted.  In 
the first case, one should always choose the 
segment that captures some of A C\ B; and in 
the latter case, choose the segment that 
captures some of A UÄ  For example, let a^ 
and b. meet at d with MO = 2.  Let c.. = I.xb 
denote the vector cross product of a. and b 
so that c.. = c. k, where c  = (x    - x.)(v , - v) - 

i) i) i) i+i        '      J+1       ) 

(v , - y.)(u. , - u), and k is the unit vector 
V i+l     /i/v   j + 1 )" 

normal to the xy—plane consistent with a 
right-handed coordinate system.  Iff > (<)0, 
then b.(a.) passes into the interior of A(B) 
from a, and the next point to process would 
be the next listed RMP from d along B(A). 
If A U B is wanted and if c.. > (<)0, then 
a".(b~.) passes into the exterior of B(A) at d, 
and the next point to process would be the 
next listed RMP from d along A(B). 

The processing for MO = 2 as described 
is straightforward.  If MO = 3, a vertex of A 
meets a vertex of B; there are 48 different 
geometrical configurations possible.   Of 
these, 24 are removable and 8 are isolated 
MPs. Our Fortran function M03 is used to 
determine whether the MP is isolated or 
removable or, if not, whether to proceed 
along ä , or b ,.  If MO = 4(5), the endpoint 
a. , (b.+1) meets the edge b. (a.); there are 12 
different configurations, of which one is an 
isolated MP, and five are removable MPs. A 

Fortran function M04 (M05) is called to 
determine whether the MP is isolated or remov- 
able, or whether to proceed along b. (a.) or 
along a.+1(B.+1).  If MO = 7(6), the'edges 
overlap; there are four different configura- 
tions. In this case, M07 (M06) is used to 
determine whether to move along a.(b.) or 
along b.+1  (a.+]).  Some of the analysis used in 
M03 and M04 will be given in a later section. 

Now let K denote the total number of 
RMPs. If K = 0, the routine LOCPT1, from 
the Naval Surface Warfare Center, Dahlgren 
Division (NSWCDD) Math Library,8 is called. 
It determines if a point is inside, on, or 
outside a given polygon.  If the midpoint on 
ä is contained in the interior of B, then 
A n B = A; if not, LOCPT1 is asked if the 
midpoint of bj is in the interior of A.  If yes, 
then A n B = B; if not, A n B = 0.  Note 
that K cannot equal one, because the only 
possible MP would either be isolated or 
removable and, consequently, would not 
belong to the RMPs. Therefore, it will be 
assumed hereafter that K > 2. 

For a more detailed discussion, Ex- 
ample 1 is presented and shown graphically in 
Figure 5(a).  The edges of B are in bold.  The 
example displays some of the difficulties the 
algorithm must treat.  Note that the polygons 
A and B are in S£. Tables 1 and 2 help to 
clarify the discussion. They will be followed, 
in the next section, by Tables 3 through 6, 
which contain the data actually generated by 
the algorithm. 

The second and third columns of Table 1 
represent arrays X and Y that contain the 
coordinates (x., y.) of the ordered vertices of 
A. The fourth and fifth columns carry the 
coordinates (UJ, Vj) of the ordered vertices of 
B in arrays U and V. The sixth and seventh 
columns hold the indices of the edges or 
segments of A and B, respectively, which 
generate the RMPs with coordinates (wk, zk). 
These coordinates, shown in the ninth and 
tenth columns, are stored in arrays WA and 
ZA, as mentioned above. The type of 
intersection or meeting is described by the 
value of MO, which is stored in the array 
IAO as listed in the eighth column. Thus, the 
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first line in the tabulated data of Table 1, 
k = 1, starting with column six, states that the 
endpoint of edge b]0 meets (since MO = 5) 
segment a2 at w = 8.0 and z  = 1.0. 

Note that three removable MPs that 
occur at the intersections of (ä , b4), (ä , b  ), 
and (a , b ) are not listed.  The first two of 
these points at (10.0, 8.0) will make up part 
of the final output.  It will be shown later 
how they are recognized and properly in- 
serted into the output. 

The next interim set of the arrays for 
Example 1 is given by Table 2.  Columns 2 
through 7 of Table 2 are based on RMPs 
found by fixing i and finding all b. that meet 
ä., with these points ordered in increasing 
distance from a. along a.. This is done for all 
i, as was explained earlier. These data will be 
called List-A.  The remaining six columns, 
called List-B, refer to polygon B and are 
obtained by sorting the RMPs such that for a 
given j, all the a. that meet or intersect b. are 

Table 1. Interim arrays(1) of Example 1 (Figure 5(a)) 

NX = 9 NU = 12 K = 9 

k X Y U V IA IB IAO WA ZA 

1 0.0 0.0 10.0 8.0 2 10 5 8.0000 1.0000 

2 10.0 0.0 5.0 5.0 3 6 3 0.0000 0.0000 

3 7.0 1.5 3.0 3.0 3 9 3 0.0000 0.0000 

4 0.0 0.0 2.0 6.0 6 11 2 9.3684 5.7895 

5 7.0 4.0 10.0 8.0 8 5 2 8.4000 8.4000 

6 7.0 5.0 2.0 10.0 8 4 2 7.3333 7.3333 

7 10.0 6.0 0.0 0.0 8 1 5 5.0000 5.0000 

8 10.0 10.0 7.5 3.5 8 2 6 3.0000 3.0000 

9 0.0 0.0 7.0 2.5 8 6 3 0.0000 0.0000 

10 x.x x.x 0.0 0.0 2 10 5 8.0000 1.0000 

11 x.x x.x 8.0 1.0 X X X X.XXXX X.XXXX 

12 x.x x.x 10.0 8.0 X X X X.XXXX X.XXXX 
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ordered according to their increasing distance 
from b. along b\. This is done for each j.  For 

Die, with k = 1 thi of b. example, with K = 1 there is a meeting u. „j 
with a8; the indices are stored as IBT(l) = 1, 
IAT(l) = 8. Note that IA(7) = 8 and IB(7) = 1. 
The IAB and IBA arrays are defined such that 
an element of IAB contains the value of k at 
which the same MP is located in List-B, and 
IBA contains the value of k at which the same 
MP of List-B appears in List-A. Thus 
IAB(7) = 1 "points" to the first MP given in 
List-B and IBA(l) = 7 "points" to the seventh 
and same MP in List-A.  If some of the 
distances are equal for a given j, that set of 
RMPs is called an EQDB set. The RMPs at 
k = 5, 6 of List-B constitute such a set. 

The information contained in each 
element of IAO(IBO) is now expanded by 
packing, with its MO value, additional data 
that specify whether to proceed from d along 
the A polygon or along the B polygon. 
Interpreting the elements of IAO(IBO) in 
terms of 32-bit words, with the bits numbered 
from right to left, the zero*, first and second 
bits make up the value of MO for d. If also 
the 29th and 30th bits are set, then the 
algorithm moves to the next item in List-A(B), 
which means one moves from d along the 

edges of A(B) until the next RMP is encoun- 
tered.  If only the 29th bit is set, the algorithm 
moves to the next item in List-B (A); hence 
one moves from d along the B(A) polygon to 
the next RMP. Thus, for k = 7 of Table 2, 

IA(7) = 8, IB(7) = 1 and 

IAO(7) = 0110 0000 0000 0000 0000 0000 
0000 0101 = (60000005)H -> 6D5 

The elements of IAO and IBO are given 
in the concise MN-notation, MDN, which 
represents the bit pattern in hexadecimal 
notation M000000N, where M takes the value 
2 or 6, and N may have values 2 through 7. 
Thus, IAO (7) states that the seventh RMP is 
of type (ev) with MO = 5, and that the next 
RMP to process, since M = 6, is in List-A at 
k = 8.  If, for example, the algorithm were 
located at k = 8 of List-B, IBO(8) states that 
the eighth MP in List-B is of type (ve) with 
MO = 4 and, since M = 2, the algorithm 
moves to List-A at k = IBA(8) = 10. 

The reader may have noticed at this point 
that a more sophisticated computer program 
could have reduced the 12 arrays of Table 2 to 
8 or fewer. "We refrained from this in order to 
achieve a minimum computing time to reach 
the end result.  In this spirit, we point out a 

Table 2. Interim arrays(2) of Example 1 (Figure 5) 

NX = 9      NU = 12      K = 9 

LIST-A LIST-B 

k IA IB IAO IAB WA ZA IBT IAT IBO IBA WB ZB 

1 2 10 6D5 8 8.0000 1.0000 1 8 2D4 7 5.0000 5.0000 

2 3 6 6D3 5 0.0000 0.0000 2 8 2D7 8 3.0000 3.0000 

3 3 9 2D3 7 0.0000 0.0000 4 8 6D2 6 7.3333 7.3333 

4 6 11 2D2 9 9.3684 5.7895 5 8 2D2 5 8.4000 8.4000 

5 8 5 6D2 4 8.4000 8.4000 6 3 2D3 2 0.0000 0.0000 

6 8 4 2D2 3 7.3333 7.3333 6 8 6D3 9 0.0000 0.0000 

7 8 1 6D5 1 5.0000 5.0000 9 3 6D3 3 0.0000 0.0000 

8 8 2 6D6 2 3.0000 3.0000 10 2 2D4 10 8.0000 1.0000 

9 8 6 2D3 6 0.0000 0.0000 11 6 6D2 4 9.3684 5.7895 

10 2 10 6D5 8 8.0000 1.0000 1 8 2D4 7 5.0000 5.0000 
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very significant saving in computing time that 
can be realized with this algorithm.  Vertex 
points that belong to A and/or B and also 
AnB, which are not treated as RMPs, are 
called interior points (INTPs). Although there 
can be up to (NX) (NU) RMPs, in many 
(NX1) (NU1) applications there are relatively 
few compared to the number of INTPs. 
However, to find INTPs using a routine like 
LOCPT1 to determine if a point is inside a 
polygon is computationally expensive. Our 
algorithm, on the other hand, does not find 
these points by such means. Instead, as the 
RMPs are processed, the INTPs are found 
directly, in their proper order, by a simple 
analysis of the IA and/or the IBT array 
elements.  Examples of such points are a 
and a6 of Figure 5(a).  The rule for obtaining 
a sequence of INTPs of A(B), if they exist, is 
called RuleA(B). 

Rule A: The 29th and 30th bits of 
IAO(k) must have the value 1 so that the next 
element to process will be in List-A. There 
are two cases to consider, depending on the 
value of k 

(a) If the value of k satisfies 1 < k < K — 1, 
then let 

IA(k) = I,   IA(k+l)=J,   LL = J-I>0, 

and 

fl    for    MO = 2,5,6 _ 
mm = \ (6) 

(2    for    MO = 3,4,7 

Let {X} denote a sequence of points of an 
ordered subset of the vertices of A, i.e., 

{X} = {(x.L,y.L)},   il = 7+m, m = mm, 
mm + 1, . . ., LL 

(b) If k = K, then since IA(K + 1) = IA(1), 
by referring to the notation in (a) above, LL< 0. 
In this case, 

iL = 

LL = J-I + NX1, 

I + m 

(7) 

forI + m<NXl 

(I + m)mod (NX l)   for I + m > NX1 

The sequence {X} makes up a set of 
INTPs. The x-coordinate and y-coordinate of 

each is stored sequentially in the output arrays 
W and Z following the storage of the RMP at 
WA(k), ZA(k). 

Rule B: Rule A with the following changes: 

IBT -» IA, IBO -> IAO, u -» x, v -> y 
NU1 -> NX1, WB -> WA, ZB -> ZA 

It will be shown in the next section that for 
a5, ag, Rule A can be applied, at k = 3 of 
Table 3, with mm = 2,1 = 3, J = 6, LL = 3, 
iL = 5, 6. 

Before obtaining and processing the final 
tables below, we return to two items to be 
discussed. Namely EQDA, EQDB sets, and 
removable points.  Let an EQDA set consist 
of a total of n RMPs (2 < n < K - k + 2), 
which begin at the kth row of List-A; then the 
following conditions must be satisfied: 

IA(k)   =IA(k+l)   ="- = IA(k + n-l) 

WA(k) = WA(k+l) = --- = WA(k+n-l)     (8) 

ZA(k) =ZA(k + l)  =--- = ZA(k+n-l) 

The EQDB points are recognized in 
List-B by similar requirements, where IA in 
Equation (8) is replaced by IBT and WA, ZA 
by WB, ZB. Thus, an EQDA (EQDB) set 
would be characterized geometrically as an 
edge of A(B) being met n times at the same 
point by edges of B(A). Of course, there can 
be many such sets that the algorithm must 
handle, but this discussion will be limited to one 
in each list.  In Table 2, there is an EQDA set 
of two points at k = 2,3, and there is also an 
EQDB set of two points at k = 5,6. Note that 
they are ordered in increasing values of the IB 
elements and the IAT elements, respectively, i.e., 
IB(2) < IB(3), and IAT(5) < IAT(6). Initially, 
EQDA (EQDB) sets are always ordered in 
this way. The reordering of these sets, when 
necessary, will be based on an overall ordering 
of the entire IAO(IBO) array. It is understood 
that any reordering of some of the elements of 
IAO or IBO implies reordering all the arrays of 
List-A and List-B in the same manner. 

A very simple rule, Rule C, dictates the 
overall ordering that is required.  It states that 
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the M values of MDN must alternate row by 
row in each list, with one exception as stated 
below. The ordering, as given by Rule C, is 
necessary to insure that no INTPs are passed 
over and also that no erroneous ones are 
introduced into the output. There are two ways 
to satisfy this rule, in case it does not hold 
initially. First, if there exist EQDA (EQDB) 
sets, then cyclic permutations, within each set, 
can be carried out towards satisfying the rule.  If 
there remain groups of elements of IAO(IBO) 
for which Rule C is still not satisfied, then in 
each of these groups, all the elements are 
removed except one. The one kept, whenever 
possible, has an N value in MDN of two. If 
there is no such element, then the first element 
of the group is retained and the others are 
discarded. The one exception to Rule C occurs 
if all the M values throughout List-A are the 
same, and likewise for List-B. In this case, the 
algorithm processes the lists directly. 

Algorithm (Main) 

Three final sets of arrays, Tables 3 through 
5, one for each intersection region of 
Figure 5(b), are generated by applying the 

algorithm to the example of Figure 5(a). The 
tables contain sufficient information to obtain 
A n B. Removable points that are needed to 
generate A n B are picked up in their proper 
order as INTPs. This will be shown in the 
example. Table 3 differs from Table 2 
because of Rule C. In List-A of Table 3 at 
k = 2, 3 (an EQDA set), the rows are inter- 
changed from those of Table 2. An EQDB 
set exists at k = 4, 5 of Table 3, where an 
interchange has occurred from the corre- 
sponding rows at k = 5, 6 of Table 2.  The k 
values in List-B of Table 3 are off by one in 
this interchange, because in Table 3, Rule C 
required the deletion of the second row of 
List-B and the corresponding row at k = 8 in 
List-A of Table 2. 

At this point, the algorithm is in a 
position to process Table 3.  Two new arrays, 
W and Z, as shown in Table 6, will contain 
the coordinates (wL, zj of each point of 
A O B in their proper order for each intersec- 
tion region.  These regions will be in S£. 
Each element of array IC will contain the 
number of points in one such region, and a 
parameter IAN will contain the number of 
elements of IC; i.e., the number of regions in 
the output.  The first and last points for any 

Table 3. Final intersection data(1) of Example 1 (Figure 5) 

NX = 9      NU =12      K = 8 

LIST-A LIST-B 

k IA IB IAO IAB WA ZA IBT IAT IBO IBA WB ZB 

1 2 10 6D5 7 8.0000 1.0000 1 8 2D4 7 5.0000 5.0000 

2 3 9 2D3 6 0.0000 0.0000 4 8 6D2 6 7.3333 7.3333 

3 3 6 6D3 5 0.0000 0.0000 5 8 2D2 5 8.4000 8.4000 

4 6 11 2D2 8 9.3684 5.7895 6 8 6D3 8 0.0000 0.0000 

5 8 5 6D2 3 8.4000 8.4000 6 3 2D3 3 0.0000 0.0000 

6 8 4 2D2 2 7.3333 7.3333 9 3 6D3 2 0.0000 0.0000 

7 8 1 6D5 1 5.0000 5.0000 10 2 2D4 9 8.0000 1.0000 

8 8 6 2D3 4 0.0000 0.0000 11 6 6D2 4 9.3684 5.7895 

9 2 10 6D5 7 8.0000 1.0000 1 8 2D4 7 5.0000 5.0000 
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Table 4 . Final intersection data(2) of Example 1 (Figure 5) 

NX = 9 NU = 12      K = 6 

LIST-A LIST-B 

k IA IB IAO IAB WA ZA IBT IAT IBO IBA WB ZB 

1 3 6 6m 5 0.0000 0.0000 1 8 2D4 5 5.0000 5.0000 

2 6 11 2D2 6 9.3684 5.7895 4 8 6D2 4 7.3333 7.3333 

3 8 5 6D2 3 8.4000 8.4000 5 8 2D2 3 8.4000 8.4000 

4 8 4 2D2 2 7.3333 7.3333 6 8 6D3 6 0.0000 0.0000 

5 8 1 6D5 1 5.0000 5.0000 6 3 2D3 7 0.0000 0.0000 

6 8 6 2D3 4 0.0000 0.0000 11 6 6D2 2 9.3684 5.7895 

7 3 6 6D3 5 0.0000 0.0000 1 8 2D4 5 5.0000 5.0000 

particular region will always be the same, 
unless it has only one isolated point, so that 
these regions are always closed. 

When a row of List-A(B) is processed, 
the 31st bit of that row element in IAO(IBO) 
is set.  After a closed region of the output has 
been found, then all such rows in List-A(B) 
and their corresponding rows in List-B(A) are 
deleted. The remaining rows are renumbered 
sequentially, with the first row of the new 
lists repeated as the last row. Thus, a new 
table is generated and used to obtain the next 
region of the output.  In stepping through 
the table, note the way the removable points 
are recovered, as well as the way the INTPs 
are obtained, all in their proper order. It will 
be helpful in following the discussion to use 
Table 6 as well as Figure 5. 

Starting with IA(1) and IB(1), then W(l) 
= WA(1), Z(l) = ZA(1). Now IAO(l) is 
unraveled.  It carries the information that 
MO = 5, an (ev) RMP, and that one must 
proceed to the next RMP in List-A, which is 
IA(2) = 3, IB(2) = 9. Before storing WA(2) 
and ZA(2), Rule A is used to get the INTP, 
a =   (7.0,1.5) (see Table 1 for the coordinates 
of a ), which is stored in W(2), Z(2), then 
W(3) = WA(2), Z(3) = ZA(2). From IAO(2) 
with IAB (2) = 6, the algorithm points to 
List-B at k = 6, 7. Here, W(4) = WB(7), and 
Z(4) = ZB(7).  From IBO(7) and IBA = 9, 
proceed to k = 9 of List-A.  Since the starting 

point and the present point at k = 9 are the 
same, a closed output polygon specified by 
four points (IC(1) = 4), has now been obtained. 
At this stage, all the rows that have been used 
are deleted, and the remaining rows renumbered 
to obtain Table 4. 

An analysis of Table 4 at k = 1,2 of List-A 
yields INTPs a5 and afi. As the table is 
processed, another INTP is found from 
List-B at k = 6, 7 using Rule B.  It is the 
removable point from the meeting of (ä~7, bn) 
at bj = (10, 8). Thus, we see that a removable 
point is recovered, if required, as an INTP. 

The region found from Table 4 is defined 
by seven points (IC(2) = 7) that are listed in the 
W, Z arrays in elements 5 through 11. By 
deleting the used rows of Table 4, Table 5 is 
obtained. 

From Table 5, an INTP is found in List-B 
at k = 1, which is the removable point resulting 
from the meeting of ä"7 and b4 at b5 = (10, 8). 
Carrying out the steps indicated in the table 
yields the third intersection region made up of 
four points (IC(3) = 4), which are stored in the 
elements 12 through 15 of W and Z. 

The total algorithmic process is summa- 
rized in four major steps: 

1.   The input polygons A and B are in S£ 
and are defined by NX, NU vertices with 
their coordinates stored in arrays X,Y and 
U,V, respectively. Polygons in «SX are not 
admissible. 
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Table 5 . Final intersection data(3) of Example 1 (Figu re 5) 

NX = 9      NU = 12      K = 2 

LIST-A LIST-B 

k IA IB IAO IAB WA ZA IBT IAT IBO IBA WB ZB 

1 8 5 6D2 2 8.4000 8.4000 4 8 6D2 2 7.3333 7.3333 

2 8 4 2D2 1 7.3333 7.3333 5 8 2D2 3 8.4000 8.4000 

3 8 5 6D2 2 8.4000 8.4000 4 8 6D2 2 7.3333 7.3333 

W(l) = 8.00000 

W(2) = 7.00000 

W(3) = 0.00000 

W(4) = 8.00000 

W(5) = 0.00000 

W(6) = 7.00000 

W(7) = 7.00000 

W(8) = 9.36842 

2. All MPs are found and 
classified. Isolated points, 
stored separately, and remov- 
able points are not included as 
RMPs. The RMPs ate 
characterized, and their 
processing order is specified 
by the contents of IAO and 
IBO. 

3. The RMP points make up 
List-A and List-B.  It may be 
necessary to reorder or 
remove rows from these 
lists, according to Rule C, if 
some of the RMPs are of 
degree > 1. INTPs are found directly when 
the lists are processed by Rules A and B. 

4. The output consists of IAN and arrays IC, 
W and Z. The number of intersection 
regions is given in IAN. IC contains in its 
ith element the number of vertices that 
make up the ilh intersection region. The 
coordinates of the vertex points of A P B 
are stored, in proper order, in consecutive 
elements of the W and Z arrays. 

Intersection Analysis of (w) and (ve) 

In this section, we expand the discussion of 
two types of MPs. In the case of a (w) MP, a 
vertex of A meets a vertex of B. As mentioned 
earlier, there are 48 possible configurations with 
16 in RMP. Examples of two are shown in 
Figures 6(a) and 6(b). In analyzing these 
figures, one should keep in mind that A and B 
are PO, and the desired result is A P B. Hence, 
in Figure 6(a) one would process the next RMP 

Table 6. The output intersection data of Example 1 (Figure 5) 

IAN =3      IC(1) = 4      IC(2) = 7      IC(3) = 4 

Z(l) = 1.00000 

Z(2)= 1.50000 

Z(3) = 0.00000 

Z(4)= 1.00000 

Z(5) = 0.00000 

Z(6) = 4.00000 

Z(7) = 5.00000 

Z(8) = 5.78947 

W(9) = 10.0000 

W(10) = 5.00000 

W(ll) = 0.00000 

W(12) = 8.40000 

W(13) = 7.33333 

W(14) = 10.0000 

W(15) = 8.40000 

Z(9) = 8.00000 

Z(10) = 5.00000 

Z(ll) = 0.00000 

Z(12) = 8.40000 

Z(13) = 7.33333 

Z(14) = 8.00000 

Z(15) = 8.40000 

in List-A, since a.+1 points to the interior of B. 
Five cross products, with a proper sign for each 
of their magnitudes, are used to establish the 
last statement.  Given the coordinates of a., a  „ 
a. . and b., b. „ b. .,, the M03 Fortran function 

1+2 j       j+r     j+2 

picks from six possible cross products the five 
given in Equation (9).  If the signs of their 
magnitudes are as shown, then M03 recognizes 
the geometry of Figure 6(a) and outputs MD3 
with M having the value that requires processing 
the next point in List-A. 

a i x a i+i    = ck, c < 0 

bj x bVi    = dk, d>0 

aixbjH    = ek, e<0 (9) 

ai+ixbj    = /k, /<0 

ai+i x bj+i = gk, g<0 

In Table 3 at k = 2 of List-A, a («/) RMP 
is indicated.  The geometry of that MP is 
shown in Figure 6(b).  Hence, referring to the 
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figure, one would move from A to B to 
process the next RMP since b.+| points to the 
interior of A. This follows from the signs of 
the magnitudes of the five cross products 
given below in Equation (10) as determined 
by M03 and is indicated in Table 3 by the 
value stored in IAO(2). 

ai xai+i = 

bjxbj+i = 

ai xbj 

ai xbj+i = 

ai+i xbj = 

Ck, C<0 

Dk, D>0 

Ek, E>0 

Fk, F>0 

Gk, G>0 

(10) 

Figure 6(c) shows an example of a 
removable (w) MP. 

For the case of a (a?) MP, a vertex of A 
meets an interior point of an edge of B. 
There are 12 possible configurations, but only 
6 are in the RMP class.  Four have crossings 
between b. and the line made up of a., a.   . 
The other two require that a  , overlaps b . 
These situations are identified by the Fortran 
function M04 using a pair of vector cross 
products and a dot product given below. The 
geometries are shown in Figures 7(a), (b), (c), 
(d).  For Figure 7(a) (7(b)), G and H are 
negative (positive) in Equation (11), and M04 
finds that one must process the next RMP in 
List-B(A), where 

jbj xa;     =Gk 

[bj xai + i =Hk 
(11) 

One may note that the RMP shown in 
Figure 7(a) also appears in Figure 5(a), with 

the roles of A and B interchanged (see 
Table 3 at k = 7 of List-B). 

For Figure 7(c), G is positive, H = 0, and 
the vector dot product (b • ä   ) < 0, and 
M04 requires processing the next RMP in 
List-A.  For Figure 7(d), H = 0 and (b. ■ ä.+1) 
> 0, and M04 processes the next RMP in 
List-B. 

Subprograms 

The following subprograms, coded in 
Fortran 77, are used to obtain A (~\ B. 

1. XINT—The master routine. It calls 
SOLVA to find and characterize each MP. It 
uses (QSORTI, QSORTR, IORDER, 
RORDER, LOCPT1)8 to order the RMPs 
along each edge or segment.  It decides from 
IAO and IBO whether the next RMP is 
processed from List-A or List-B. It uses IAB 
(IBA) to point from List-A(B) to the corre- 
sponding elements in List-B(A). It calls 
routines 3 through 7 below.  It identifies 
INTPs. It decides when an intersection 
region has been found.  It identifies the 
output elements and stores them in the W 
and Z arrays, and assigns appropriate values 
to IAN and the elements of IC. 

2. SOLVA—Linear equation solver. 
This routine solves Equation (4) for s and t, 
and also sets the value of MO, which identi- 
fies the type of intersection found. 

3. MON—Sets the value of M (2 or 6) 
in MDN of arrays IAO and IBO, where N 
takes the values 2 through 7. 

4. PSORT6—Recognizes EQJDA and 
EQDB sets and carries out their initial 

(b) 

Figure 6. Several configurations of (w) intersections 
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(*) (b) (c) 

Figure 7. Several configurations of (ve) intersections (RMPs) 

(d) 

ordering using QSORTI, IORDER, then 
calls EX if the sets require further reordering 
according to Rule C. 

5. REORD2—Identifies the rows of 
List-A and List-B to be deleted according to 
Rule C, after EQDA and EQDB sets have 
been ordered. 

6. DEL—After an intersection region is 
found, this routine deletes the rows of List-A 
and List-B where the 31st bit is set in the 
elements of IAO and/or IBO. 

7. LOCPTl—Given a polygon P in E2, 
the xy—plane, LOCPTl determines if a given 
point in E2 is inside, on, or outside dP. 

8. CYPER1—This routine is called by 
EX to cyclically permute, according to 
Rule C, the rows of List-A and List-B that 
contain EQDA and/or EQDB sets. 

9. EX—This routine determines 
whether CYPER1 should be called.  It is 
called by PSORT6. 

Inherent Difficulties 

An inherent difficulty of our algorithm, 
as with any such algorithm, arises from the 
use of floating point arithmetic. The well- 
known problems of whether or not two lines 
actually meet, or if a point is or is not in a 
polygon are examples of where problems can 
arise. Although floating point operations are 
kept to a minimum by working mainly with 
integer arrays, they nevertheless are unavoid- 
able and are needed in subroutines 1 through 
4 and 7 of the previous section.  In general, 
the code should be run in double precision. 
This will reduce floating point problems, but 
not eliminate them entirely. 

In order to make maximum use of the 
computer's word length, the algorithm uses a 
small positive machine-dependent parameter 
e. This is accomplished by basing tolerances 
used by the floating point subroutines on e. 
It is chosen as the smallest positive number 
such that 1 + G > 1. For IBM PCs, we have 

e=^ 
1.1920929(l(T7)   (single precision) 

:.2204605(l0"16) (double precision) 
(12) 

Two Additional Examples 

Examples 2 and 3 are presented to 
display the robustness of the algorithm.  In 
Example 2, Figure 8, polygon A is made up 
of two disjoint polygons connected by lines, 
and B is composed of three such polygons. 
The connecting lines, or edges, are chosen so 
that A and B are in S£. "We see in this 
example that the intersection of more than a 
pair of polygons can often be found with 
only one application of the algorithm. 
Example 3, Figure 9, is interesting because all 
the MPs are at the same point in the plane. 

Table 7 contains the input data required 
to specify A and B for both examples. The 
discussion of both examples is brief, but 
follows essentially the same order as was 
given in Example 1 with Tables 3 through 6. 
In both figures the edges in bold belong to B. 
Figure 9 does not show the indices at the 
center point (5,5) for lack of space; however, 
the reader should have no difficulty supplying 
them.  Note that A has five coincident 
vertices, and B has four at that point.  Tables 
8 through 11 contain the algorithm-generated 
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Figure 8. Input polygons A and B and An B, respectively 

arrays for Example 2, and Tables 12 and 13 
contain the arrays for Example 3. 

In Example 2, a removable MP occurs 
at (a , b ), which has coordinates (16.0, 5.0). 
This MP was not needed in the final output, 
hence it was not picked up as an INTP. 

In Example 3, there are 16 removable 
MPs that are not listed in view of space 
considetations.  One of these, at (a   , b   ), 
appears in the final output. 
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The author thanks Sibille Tallant for 
bringing the problem and some of the 
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fable 7. Input data for Examples 2 and 3 (Figures 8 and 9) 

Example 2 Example 3 

NX = = 9      NU = 15 NX = 16      NU = 13 

k X Y u V k X Y U V 

1 5.0 10.0 5.0 15.0 1 0.0 10.0 2.0 9.0 

2 20.0 10.0 7.0 8.0 2 5.0 5.0 5.0 5.0 

3 16.0 5.0 7.0 1.0 3 2.0 5.0 1.0 7.0 

4 0.0 0.0 3.0 -4.0 4 2.0 4.0 1.0 2.0 

5 20.0 -5.0 10.0 -4.0 5 5.0 5.0 5.0 5.0 

6 16.0 5.0 7.0 1.0 6 0.0 0.0 2.0 1.0 

7 20.0 10.0 12.0 0.0 7 10.0 0.0 8.0 1.0 

8 10.0 20.0 16.0 5.0 8 5.0 5.0 5.0 5.0 

9 5.0 10.0 13.0 15.0 9 6.0 2.0 9.0 2.0 

10 x.x x.x 11.0 10.0 10 4.0 2.0 9.0 8.0 

11 x.x x.x 12.0 0.0 11 5.0 5.0 5.0 5.0 

12 x.x x.x 7.0 1.0 12 8.0 4.0 8.0 9.0 

13 x.x x.x 7.0 8.0 13 8.0 6.0 2.0 9.0 

14 x.x x.x 11.0 15.0 14 5.0 5.0 x.x x.x 

15 x.x x.x 5.0 15.0 15 10.0 10.0 x.x x.x 
16 x.x x.x x.x x.x 16 0.0 10.0 x.x x.x 

Table 8. Final intersection data (1) of Example 2 (Figure 8) 

NX = 9      NU = 15      K =12 

LIST-A LIST-B 

k IA IB IAO IAB WA ZA IBT IAT IBO IBA WB ZB 

1 1 1 6D2 2 6.4286 10.0000 1 8 6D2 12 5.9091 11.8182 

2 1 13 2D2 11 8.1429 10.0000 1 1 2D2 13 6.4286 10.0000 

3 1 9 6D5 8 11.0000 10.0000 2 3 6D2 8 7.0000 2.1875 
4 1 8 2D2 7 14.5000 10.0000 3 4 2D2 9 5.1667 -1.2917 

5 2 7 6D3 6 16.0000 5.0000 5 4 6D2 10 8.9412 -2.2353 

6 3 10 2D2 9 11.6364 3.6364 7 2 2D3 5 16.0000 5.0000 

7 3 12 6D2 10 7.0000 2.1875 8 1 6D2 4 14.5000 10.0000 

8 3 2 2D2 3 7.0000 2.1875 9 1 2D4 3 11.0000 10.0000 
9 4 3 6D2 4 5.1667 -1.2917 10 3 6D2 6 11.6364 3.6364 
10 4 5 2D2 5 8.9412 -2.2353 12 3 2D2 7 7.0000 2.1875 
11 8 14 6D2 12 7.5000 15.0000 13 1 6D2 2 8.1429 10.0000 
12 8 1 2D2 1 5.9091 11.8182 14 8 2D2 11 7.5000 15.0000 
13 1 1 6D2 2 6.4286 10.0000 1 8 6D2 12 5.9091 11.8182 
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Table 9. Final intersection data(2) of Example 2 (Figure 8) 

NX = 9      NU = 15      K = 8 

LIST-A LIST-B 

k IA IB IAO IAB WA ZA IBT IAT IBO IBA WB ZB 

1 1 9 6D5 6 11.0000 10.0000 2 3 6D2 6 7.0000 2.1875 

2 1 8 2D2 5 14.5000 10.0000 3 4 2D2 7 5.1667 -1.2917 

3 2 7 6D3 4 16.0000 5.0000 5 4 6D2 8 8.9412 -2.2353 

4 3 10 2D2 7 11.6364 3.6364 7 2 2D3 3 16.0000 5.0000 

5 3 12 6D2 8 7.0000 2.1875 8 1 6D2 2 14.5000 10.0000 

6 3 2 2D2 1 7.0000 2.1875 9 1 2D4 9 11.0000 10.0000 

7 4 3 6D2 2 5.1667 -1.2917 10 3 6D2 4 11.6364 3.6364 

8 4 5 2D2 3 8.9412 -2.2353 12 3 2D2 5 7.0000 2.1875 

9 1 9 6D5 6 11.0000 10.0000 2 3 6D2 6 7.0000 2.1875 

Table 10. Final intersection data (3) of Example 2 (Figure 8) 

NX = 9      NU = 15       K = 6 

LIST-A LIST-B 

k IA IB IAO IAB WA ZA IBT IAT IBO IBA WB ZB 

1 2 7 6D3 4 16.0000 5.0000 2 3 6D2 4 7.0000 2.1875 

2 3 10 2D2 5 11.6364 3.6364 3 4 2D2 5 5.1667 -1.2917 

3 3 12 6D2 6 7.0000 2.1875 5 4 6D2 6 8.9412 -2.2353 

4 3 2 2D2 1 7.0000 2.1875 7 2 2D3 7 16.0000 5.0000 

5 4 3 6D2 2 5.1667 -1.2917 10 3 6D2 2 11.6364 3.6364 

6 4 5 2D2 3 8.9412 -2.2353 12 3 2D2 3 7.0000 2.1875 

7 2 7 6D3 4 16.0000 5.0000 2 3 6D2 4 7.0000 2.1875 

Table 11. The output intersection data of Example 2 (Figure 8) 

IAN = 3        IC(1) = 6        IC(2)=4        IC(3) = 11 

W(l) = 6.42857 Z(l) = 10.0000 W(ll) = 16.0000 Z(ll) = 5.00000 

W(2) = 8.14286 Z(2) = 10.0000 W(12) = 11.6364 Z(12) = 3.63636 

W(3) = 11.0000 Z(3) = 15.0000 W(13) = 12.0000 Z(13) = 0.00000 

W(4) = 7.50000 Z(4) = 15.0000 W(14) = 7.00000 Z(14) = 1.00000 

W(5) = 5.90909 Z(5)= 11.8182 W(15) = 7.00000 Z(15) = 2.18750 

W(6) = 6.42857 Z(6) = 10.0000 W(16) = 7.00000 Z(16) = 1.00000 

W(7) = 11.0000 Z(7) = 10.0000 W(17) = 5.16667 Z(17) = -1.29167 

W(8) = 14.5000 Z(8) = 10.0000 W(18) = 8.94118 Z(18) = -2.23529 

W(9) = 13.0000 Z(9) = 15.0000 W(19) = 7.00000 Z(19) = 1.00000 

W(10) = 11.0000 Z(10) = 10.0000 W(20) = 12.0000 Z(20) = 0.00000 

W(21) = 16.0000 Z(21) = 5.00000 

7996 Issue: Expeditionary Warfare ■ -75 



Table 12. Final intersection data (1) of Example 3 (Figure 9) 

NX =16      NU =13      K = 4 

LIST-A LIST-B 

k IA IB IAO IAB WA ZA IBT IAT IBO IBA WB ZB 

1 1 1 6D3 1 5.0000 5.0000 1 1 2D3 5 5.0000 5.0000 

2 4 4 2D3 2 5.0000 5.0000 4 4 6D3 2 5.0000 5.0000 

3 7 7 6D3 3 5.0000 5.0000 7 7 2D3 3 5.0000 5.0000 

4 13 10 2D3 4 5.0000 5.0000 10 13 6D3 4 5.0000 5.0000 

5 1 1 6D3 1 5.0000 5.0000 1 1 2D3 5 5.0000 5.0000 

Table 13. The output intersection data of Example 3 (Figure 9) 

IAN= 1 IC(1) = 16 

W(l) = 5.00000 Z(l) = 5.00000 W(9) = 4.00000 Z(9) = 2.00000 

W(2) = 2.00000 Z(2) = 5.00000 W(10) = 5.00000 Z(10) = 5.00000 

W(3) = 2.00000 Z(3) = 4.00000 W(ll) = 8.00000 Z(ll) = 4.00000 

W(4) = 5.00000 Z(4) = 5.00000 W(12) = 8.00000 Z(12) = 6.00000 

W(5) = 2.00000 Z(5) = 1.00000 W(13) = 5.00000 Z(13) = 5.00000 

W(6) = 8.00000 Z(6) = 1.00000 W(14) = 8.00000 Z(14) = 9.00000 

W(7) = 5.00000 Z(7) = 5.00000 W(15) = 2.00000 Z(15) = 9.00000 

W(8) = 6.00000 Z(8) = 2.00000 W(16) = 5.00000 Z(16) = 5.00000 
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Advanced Processors- 
From Concept to 
Demonstration 
O.Thomas Holland, Robert L. Stiegler, Wendy L. Poston, and 
Charles W. Steadman 

The Advanced Processors (AP) section, in Naval Surface Warfare Center, 
Dahlgren Division's (NSWCDD's) Munitions Branch, is very active in developing 
and applying new technologies fundamental to the Navy's thrust in expeditionary 
warfare. Several of this section's amphibious-warfare and naval-surface, fire- 
support tasks involve algorithms and hardware for automatic target recognition, 
sensor data processing, modeling and simulation, and data visualization. Among 
these tasks are Advanced Processors for Weapons Sensor Fusion (APWSF), 
Advanced Systems for Air Defense (ASAD), and the Technology Evaluation 
Assessment Modeling and Simulation (TEAMS) facility. This article describes the 
contributions made by the AP section to these efforts, especially as they apply to 
expeditionary warfare, and presents a summary of technical results that are 
finding application to various Navy and Marine Corps interests. 

"To maintain near perfect real-time knowledge of the enemy and 
communicate that to all forces in near real time." 

Dr. Anita Jones, DDR&E, 3/24/94 

"Improved situational awareness: precision location of own-force and enemy 
assets and state of readiness and accurate, timely IFF." 

RADM W.P. Houky, U. S. Naiy 

Introduction 

To prepare the battle space and successfully accomplish their missions, 
Naval Expeditionary Forces (NEFs) rely on an integrated, yet disparate, collec- 
tion of sensors deployed by various means throughout the amphibious operating 
area. However, through the Science and Technology (S&T) Round Tables for 
Expeditionary Warfare and Littoral Warfare, the Belisarious Series of Workshops 
and Wargames, and the Littoral Operations 2020 Game Series, wide-ranging 
deficiencies have been identified in current sensor capability. 

Innovative technologies for weapon and targeting sensors, particularly the 
integrating software and processing, are essential. Future weapons will have 
significantly greater ranges and lethality. Target acquisition must extend beyond 
the ranges of those weapons. And in a significantly more dynamic and fluid 
battlefield, greater situational awareness and positive target identification are 
imperative. Innovative algorithms and advanced processors for specific targeting 
and weapon system sensors are fundamental to the success of NEF in the future 
battle space. 

The concept for future NEF operations is presented in FMFRP 14-21, 
Operational Maneuver From the Sea,"1 (OMFTS). This concept was reiterated at 
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Figure 1. "Sensor-to-shooter" engagement environment of naval expeditionary forces 

the Commandant's Warfighting Laboratory, 
Sea Dragon Brief to Industry, 19 December 
1995. Figure 1 depicts the complex NEF 
"sensor-to-shooter" engagement environ- 
ment with forces deployed ashore. 

The AP section at NSWCDD has 
contributed an evolving expertise to numer- 
ous Navy and U.S. Marine Corps (USMC) 
tasks involving innovative technologies for 
weapon and targeting sensors:  digital signal 
processing, embedded processors, applica- 
tion-specific processors, and algorithms for 
automatic target recognition and digital 
signal processing.  In this article, we 
highlight some of the expeditionary warfare, 
in particular USMC, supportive tasks in 
which the AP section has been and continues 
to be involved. 

Advanced Processors for Weapons 
Sensor Fusion 

The USMC's APWSF project grew out 
of an Independent Exploratory and Develop- 
ment (IED) program at NSWCDD. Initiated 
in October 1988, the program concluded in 
1990 with a demonstration of a system that 
could identify any one of five land-based 
military platforms from their infrared video 
imagery2 The significance of this effort was 
twofold: it demonstrated (1) that a system 
could be implemented with the capability of 
identifying targets with greater than 83 
percent accuracy (from any viewing profile 
and with degraded data), and (2) that an 
artificial neural system (ANS) could be 
implemented with conventional hardware 
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techniques and integrated into a usable target 
identification system. 

Recognizing the potential applications of 
the technology demonstrated in the IED 
program, the USMC tasked NSWCDD in 
1991 to investigate the application of ad- 
vanced technologies such as ANS to future 
USMC weapons. This initial effort identified 
extensive application of ANS and other 
neoteric sensor processing technologies to 
USMC systems under development. Realizing 
that advanced sensor processing technology 
would be at the heart of future weapon 
systems, the USMC created the 6.2 explor- 
atory development task APWSF3 in FY92 to 
pursue the development of advanced sensor 
processing, multiple and disparate sensor 
fusion, and target detection and recognition. 

The APWSF 6.2 exploratory develop- 
ment project developed algorithms and 
system architectures for target classification 
and identification that have been incorpo- 
rated in several man-portable or remotely 
delivered sensor system prototypes.  One of 
these techniques, which has been demon- 
strated in the USMC's Expendable Acoustic 
Remote Sensor (EARS), has the ability to: 

1. Determine statistically that possible 
target acoustic signals are present 
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Figure 3. Power spectral density for M60 
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Figure 2. EARS sensor 

2. Extract fundamental acoustic frequencies 
and their associated harmonics 

3. Separate (sift) signals related to one target 
from others in a target-rich acoustic 
sample 

This third technique, called Enhanced 
Harmogram Analysis (EHA),4'5 is determined 
from the Fourier transform and an estimate of 
background noise of a sample signal. Originally 
developed to detect helicopters and provide a 
feature set for classification, EHA was used in 

EARS to detect and provide a feature set for 
ground-based vehicles. Figure 2 shows the 
EARS sensor: a gun-launchable, acoustic 
target detection and classification sensor. 
Figure 3 shows the spectogram of an M60 
tank at one kilometer, and Figure 4 shows 
the harmogram spectra related to the engine 
oftheM60. 

Another contribution of APWSF to 
acoustic sensor advancement is in the use of 
wavelet transformations for helicopter 
identification.6 Detecting the presence of a 
helicopter is achievable with EriA methods; 
however, helicopters of the same type tend 
to be deployed in a group, which cannot be 
separated with this algorithm. Their signals 
are further complicated by the spurious and 
transient signals of field artillery and other 
weapons. Such additive and nonperiodic 
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signals tend to decrease the effectiveness of 
spectral analysis techniques, such as EHA. This 
presents the challenging problem of distin- 
guishing individual helicopters operating at the 
same blade rotation rates, etc., from within a 
group. One of the results of the investigation 
into wavelet transforms indicated the possibility 
of using wavelet transforms of a sample signal 
to locate short-term transients associated with 
unique characteristics of individual helicopters. 
Other results demonstrated the ability to use a 
wavelet transform to remove (i.e., filter) artillery 
blast from the signal of interest; these results 
showed that a wavelet could provide a very 
good feature set for target classification. 

Advanced Sensor for Air Defense 

Marine Air-Ground Task Forces can 
deploy anywhere in the world and must 
maintain freedom of maneuver to position 
themselves to defeat and/or control the 
threat.  Ground-based air defense (AD) fire 
units equipped with passive sensors can 
effectively detect, identify, and engage low- to 
medium-altitude air threats (at night and 
during adverse weather) while reducing the 
probability of detection by enemy forces. 

The Avenger and the Man-Portable Air 
Defense System (MANPADS) fire units 

110 

currently rely on external radar cueing and 
visual air search, both of which have 
deficiencies, for target acquisition.  Passive 
sensor technology being explored includes 
electronic support measures (ESM) and 
acoustic systems. ESM sensors exploit the 
radio frequency (RF) emissions of aircraft 
avionics equipment, while acoustic sensors 
exploit the aircraft's acoustic signature. 
Both sensors have the ability to provide 
weapons system cueing as well as noncoop- 
erative target recognition (NCTR). The 
multisensor integration of these two 
technologies is being pursued for Avenger 
and MANPADS applications.  Sensors will 
be mounted on (i.e., organic to) the fire 
units to provide a stand-alone target 
acquisition capability. The ability to sense 
while on-the-move is also being addressed 

for Avenger. 
The principle objective of the AS AD 

program is to demonstrate technologies to 
provide a passive target acquisition capability 
for Avenger (pedestal-mounted STINGER) 
and MANPADS (shoulder-launched 
STINGER) fire units. ASAD has demon- 
strated the ability to passively detect, acquire, 
and classify fixed-wing, rotary-wing, and 
unmanned aerial vehicle (UAV) targets in an 
operational environment within the engage- 
ment envelope of shore-based AD 
(SHORAD) weapons systems. ASAD has 
reduced technology risks and provided 
technology alternatives for the demonstration 
and evaluation phase of the acquisition cycle. 

ASAD has achieved its objectives by 
developing: 

1. A vehicle-mounted ESM and acoustic- 
sensor capability that is fully integrated 
with Avenger and that has demonstrated 
the ability to detect, classify, identify, and 
track targets in a realistic battlefield 
environment 

2. A man-portable ESM and acoustic- 
sensor capability to support target alert 
and cueing, with emphasis on trade-offs 
for maximizing performance while 
minimizing size, weight, power, and cost 
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3. Modeling and simulation tools for 

atmospheric acoustics that will help 

facilitate the design and deployment of 

acoustic sensor technology on the 

Marine Corps battlefield 

ESM and acoustic passive sensors have 

been developed and demonstrated for both the 

Avenger and MANPADS fire units. Priorities 

are for Avenger first, followed by MANPADS. 

Maximum commonality between vehicle- and 

man-portable applications have been pursued. 

The Avenger's passive sensors will also have 

application to light armored vehicle (LAV)-AD 

fire units. The sensors will be integrated with 

the fire units and linked to the USMC Expedi- 

tionary Air Defense System (EADS) via the 

single channel ground-to-air radio system 

(SINCGARS) remote terminal unit, which will 

be used as the passive sensor display and fusion 

device. Data fusion (active and passive target 

tracks) has been demonstrated, where practical, 

within the scope of the effort  Sensor perform- 

ance against fixed-wing, rotary-wing, and UAV 

targets will be measured, and the benefits gained 

over the unaided gunner (e.g., detection range, 

reaction time) will be evaluated. 

Army Forward Area AD (FAAD) NCTR 

sensor technology will also be evaluated and 

modified, if necessary, to meet notional require- 

ments for Avenger, where applicable. ESM and 

acoustic sensor prototypes developed at 

NSWCDD, along with industry support, have 

been used to demonstrate the desired capability 

for the MANPADS. In addition, algorithms 

from the underwater sonar community have 

been adapted for air acoustic solutions, wher- 

ever appropriate. 

The Avenger project will demonstrate a 

vehicle-mounted ESM and acoustic dual-NCTR 

sensor capability that is fully integrated with the 

fire unit and the EADS. Performance will be 

evaluated in the presence of vehicle and 

generator-interference noise sources and typical 

RF environments. 

The prime candidate for the ESM sensor 

of the Avenger system is the USMC's enhanced 

AN/VSX-2, which transitioned from the 

Amphibious Warfare Technology Directorate to 

the Program Manager-AD in fourth quarter 

1994. The enhanced AN/VSX-2 was fabricated 

byMagnavox in FY95. Changes to the baseline 

AN/VSX-2 include a coarse direction-finding 

capability (rear 270 degrees), the ability to 

operate on-the-move, an improved processor, 

and other refinements to increase performance 

and reliability. Technical demonstration oc- 

curred during first quarter 1996. Test results, 

along with affordability issues, were used to 

support a decision in second quarter 1996 for a 

low-rate initial production. ESM sensors 

developed for the MANPADS can complement 

the AN/VSX-2 or serve as backups for the 

Avenger system. 

For the STINGER MANPADS, this 

project has demonstrated two independent, 

man-portable, ESM and acoustic sensors that 

can provide the STINGER gunner a target-alert 

and cueing capability. Algorithms that can 

classify and identify targets have been and 

continue to be evaluated. 

A user/developer consortium will be 

assembled to begin development of an 

authoritative, atmospheric acoustic modeling 

and simulation capability.   Efforts will 

concentrate on: 

• Evaluation of the existing modeling and 

simulation capability 

• Identification of viable options to provide 

a near-term capability to support ASAD 

efforts 

• Long-range planning to support the 

USMC's unique requirements 

• A distributed interactive simulation 

(DIS) implementation for atmospheric 

acoustics 

This program transitioned technology 

from an Applied Research (6.2) effort that 

demonstrated the potential of onboard 

NCTR and alert and cueing sensors for 

Avenger, LAV-AD, and MANPADS fire units. 

Work on the vehicle-based sensor was in 

cooperation with the Army. The MANPADS 

work was conducted in-house at NSWCDD 

with industry support The ASAD program 

was a new start in FY93 and is managed by 

NSWCDD. Figures 5 through 8 show the 

ESM sensors (Avenger and MANPADS) 

developed at NSWCDD under ASAD. 
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Figure 5. ASAD sensor close up Figure 6. ASAD in test 

Figure 7. ASAD under USMC evaluation Figure 8. ASAD mounted on Avenger 

Technology Evaluation Assessment 
Modeling and Simulation Facility 

Beginning in FY97, USMC proof-of- 
concept demonstrations will be conducted 
within the physical context of an evolving 
TEAMS facility.  Integration will be achieved 
with emergent NEF modeling and simulation 
capabilities.  Operationally, Marine Light 
Regiment and Naval Strike Force assets and 
capabilities will be supported in the conduct 
of USMC operations.  Measures of effective- 
ness will be determined at the engagement 
level. 

Tactical and phenomenological realism 
will enable detailed system performance and 
military impact assessments to be performed. 
Material and combat developers who are 
charged with developing, procuring, and 

deploying effective sensor-to-shooter systems 
will have a much needed facility. Expedition- 
ary warfare and USMC concept developers 
will be able to use the facility to support and 
execute Advanced Wirfighting Experiments 
to assess OMFTS concepts, doctrines, and 
technology developments.  Developers will 
have a facility that supports combat develop- 
ment, acquisition, and engineering processes. 
Test and evaluation specialists can also use 
the tool to plan, assess, and augment their 
processes as well.  Engineers, analysts, and 
other technology developers are expected to 
be the principal users of the TEAMS facility. 

Operationally, the primary benefit of the 
TEAMS facility will be the capability to enhance 
operational effectiveness by ensuring that the 
correct sensor is in the right place at the right 
time, and that the best shooter is provided 
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Figure 9. TEAMS facility functional diagram 

the necessary information for successful 
engagement. This will, in turn, enable the 
NEF to successfully accomplish its mission in 
a timely fashion with significantly fewer 
resources and lower costs.  Based on technol- 
ogy developed and assessed at the TEAMS 
facility, combat leader and battle staff training 
in the employment of sensor arrays can be 
similarly enhanced by providing a more 
realistic simulated environment. 

The TEAMS facility will provide a high 
fidelity, synthetic, sensor-to-shooter engage- 
ment environment for detailed analysis and 
evaluation.  Emphasis is placed on the tactical 
level, with aggregation to desired operational 
levels possible. Tactically relevant, high- 
resolution phenomenology of algorithms, 
sensors, targets, atmospherics, and obscurants 
can be evaluated, assessed, developed, and 
simulated with the technical focus on the 
sensor-to-shooter interaction.  Lethality 
effects can be emulated for engagement 
fidelity with emphasis on the littoral domain. 

Figure 9 depicts the functional and 
process design of the TEAMS facility. The 
facility possesses a core functionality that 

effectively integrates and correlates a very high 
fidelity environment, tactical force representa- 
tion, and network management. The design 
allows for ease of entry to existing and 
emergent sensor simulators and models. 

Representations of exploratory system 
concepts can be efficiently integrated for 
performance and military-worth assessments. 
The force manager can host MODSAF and 
Multiwarfare Analysis and Research Simula- 
tion (MARS) representations in standard and 
conceptual configurations. 

Internal and external networking employs 
both DIS and MARS protocols and supports 
object-oriented data structures providing 
maximum reuse and flexibility without 
duplication. Emergent high-resolution Terrain 
is employed as a setting for the detailed 
phenomenology of the sensor-to-shooter 
interaction. 

Leading edge technologies for simulating 
dynamic sensor-to-shooter interactions and 
phenomenology are applied.  The environ- 
mental dynamics, tactical situation, sensor 
performance features, sensor array deploy- 
ment, and target characteristics can be 
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variable, providing a thorough understanding 
of a sensor's technical and tactical perform- 
ance. 

Simulations can host a comprehensive 
aerial and ground-based tactical sensor array 
of remotely deployed and platform-based 
sensors. Aerial sensors can be simulated on 
platforms with a variety of flight profiles. 
Ground sensors can be mobile or stationary. 
Existing and emergent electro-optic, laser, 
magnetic, radar, and acoustic sensors can be 
hosted. 

The capability to accept or emulate 
intelligence data from higher levels and joint- 
source sensors can be explored.   Sensor 
fusion simulation technology can be explored 
and developed, and communication functions 
can be effectively emulated. Direct and 
indirect fire can be simulated with probabilis- 
tic battle-damage assessment provided as a 
result of the sensor-to-shooter interaction. 
Methods of engagement will be developed and 
integrated into the exploratory system during 
development. 

The facility will be fully integrated into 
the NEF modeling and simulation system. 
The appropriate applications are being 
utilized to enable aggregated linkage through 
the desired battle staff hierarchy. Detailed 
interfaces are being developed that enable 
single and multiple tactical commander/ 
leader real-time interface. Connectivity to 
selected Advanced Distributed Simulation 
Sites will be attained via designated MARS 
and DIS nodes.  Command and coordination 
interface can be made with the designated 
simulation or communication system. Sup- 
porting scenarios and engagement vignettes 
can also be developed in coordination with 
the USMC to ensure operational relevance. 
The scenarios and vignettes support concepts 
of OMFTS, light regiment employment, and 
various NEF engagement options. 

Additionally, combat and material 
developers need a robust, high fidelity facility 
to support concept evaluation and perform- 
ance assessment in tactically and 
environmentally realistic simulation environ- 
ments. TEAMS will allow user-friendly 

man-in-the-loop and system-in-the-loop 
operations.  Developers will be able to 
evaluate the algorithms, sensors, and targeting 
systems in a nearby real (e.g., Fort A.P. Hill) 
or simulated battle space environment 
starting in the preparation phase and continu- 
ing through successful mission completion. 
The battle space environment covers the 
depth and breadth of the 2020 amphibious 
operating area and possesses the ability to 
focus on a system-level microcosm.  Such 
ability will gready enhance the effectiveness 
and quality of the engineering effort and 
support the decisions of acquisition and 
proponent managers from concept explora- 
tion through system fielding. 

Currently under construction at 
NSWCDD, the TEAMS facility is staffed by 
personnel from NSWCDD's Systems 
Research and Technology, Ship Defense 
Systems, and Weapons Systems departments. 

The Future 

The goal of the AP section is to investigate 
and develop sensor and information processing 
capabilities that can be applied to new systems 
requiring the ability to detect and recognize 
targets in a real-time battlefield environment. 
The technology that has developed within the 
AP section has broad application to surveillance, 
scouting, targeting, fire control, information 
processing, and battlefield management in a 
variety of military systems. "We can expect to 
continue to see advances across the spectrum 
of science. Already, new technologies have 
produced modern weapons systems with 
advanced features such as: 

• Terrain mapping radar 
• Fire-and-forget operation 
• Laser-guided operation 
The exponential growth of technology is 

transforming the modern battlefield into a 
high-tech conundrum where the weapons of 
war perform their missions at speeds beyond 
the human ability to assimilate information. 
Compounding the challenge, these capabili- 
ties are proliferating as technically advanced 
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nations, driven by increasingly competitive 

world economics, make even more advanced 

technologies not only available for any to 

purchase, but affordable as well.  It can be 

argued that threat capabilities are available to the 

independent terrorist that were once available 

only to world superpowers. 

Countering such numerous and diverse 

threats will require weapon and tactical 

intelligence systems of the future to deal with 

large amounts of loosely correlated data and 

to react accurately to rapidly changing 

information and conditions.  Data from 

multiple, disparate sensors will have to be 

quickly and concurrently integrated into an 

accurate representation of the threat environ- 

ment. The success of future weapons systems 

hinges on their ability to automatically detect 

and recognize targets of interest in a chaotic 

battlefield environment. 

Through continued innovations, the AP 

section will continue to investigate and 

develop advanced sensor data-processing 

technologies, to provide future expeditionary- 

warfare weapons systems with the capabilities 

of automatic target detection, accurate target 

classification and, where appropriate, autono- 

mous operation. 
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FO/FAC Brings A Digital 
Link to the Forward Fire 
Support Teams 
Craig T. Melton 

To shatter the enemy's cohesion and limit their capability to resist, Marine Air- 
Ground Task Forces (MAGTFs) rely heavily upon the synergism between two force 
elements: the mobility of their ground combat units and the fire power of supporting 
arms. The supporting arms employed may be organic mortar and artillery units from 
ground combat elements, aircraft from the MAGTF air combat element or, in a joint 
environment, assets from Navy, Army, Air Force, or allied forces. Key to the success 
of supporting arms is the transmission of accurate and timely target coordinates from 
the forward fire-support team to the correct coordinating agency for action. 
Reducing the time line from "sensor" to "shooter" increases both the effectiveness of 
supporting arms and the survivability of the observer. The Naval Surface Warfare 
Center, Dahlgren Division (NSWCDD), acting as the technical direction agency for 
the Marine Corps Systems Command (MARCORSYSCOM) Forward Observer/ 
Forward Air-Controller (FO/FAC) program, has developed a system to quickly and 
accurately calculate target coordinates and transmit them to the correct fire-support 
coordinating agency for action. The system uses an eye-safe laser rangefinder, a 
magnetic compass and tilt angle sensor, a Global Positioning System (GPS) 
precise-code (P-code) receiver, and a digital modem. 

Introduction 

Expeditionary forces are those which are able to function where no support- 
ing infrastructure exists. The U.S. Marine Corps (USMC) has traditionally been 
the expeditionary force relied upon to rapidly deploy in possibly austere environ- 
ments in support of National Command Authority tasking. To be effective in 
such an environment, the USMC must be light and mobile, yet not sacrifice the 
firepower necessary to succeed in their mission. This firepower is generated 
through combined arms, where infantry, armor, artillery, tactical aviation, and 
naval gunfire capabilities are integrated into an overwhelming force. 

For combat missions, USMC units are commonly organized in MAGTFs. 
Each MAGTF has one or more ground combat elements, each of which may 
include artillery and armor units, and an air combat element combining fixed- 
and/or rotary-wing aircraft. These elements must be capable of drawing upon 
their own and other elements' supporting arms to achieve combined arms. 
Various fire-support agencies are developed throughout the MAGTF hierarchy, 
through which fire-support requests are received and evaluated against the 
commander's intent. The goal for these fire-support agencies is to approve 
requests for fire in less time than it takes the tasked supporting-arms unit to be 
ready to fire—a typical goal being 60 sec for artillery, naval gunfire, or mortar 
requests. However, before requests for supporting arms are received by the fire 
support agencies, targets must be located and identified by some source. The 
most important source of targeting information is the foot-mobile soldier. 
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Fire support teams are defined as forward 
observers (FOs) for artillery and mortars, 
forward air-controllers (FACs) for close air 
support (CAS), and Air Naval Gunfire Liaison 
Company (ANGLICO) teams for naval 
gunnery and aviation.  Each team has the basic 
requirement of locating and classifying targets 
and transmitting this information back to their 
respective fire-support controlling agency. Up 
to a few years ago, these teams relied heavily 
upon maps, a compass, and a lot of experience 
to do their job. A good fire-support team could 
call in fire to within approximately 200 m of a 
target on the first shot and adjust to within 50 m 
(typically considered the required accuracy) with 
two more shots. All position calculations and 
adjustments were done by hand and rules of 
thumb, and relayed to the fire-support agency 
by voice over a radio, typically a very slow 
process. During the time the observers are 
calculating this information, voicing it over the 
radio, and adjusting fire, they could be detected 
by the enemy, who would make themselves less 
vulnerable and take action against the observers. 
Recent deployment of GPS receivers and the 
AN/GVS-5 laser rangefinder have helped 
reduce the mission time line by allowing 
observers to quickly orient themselves to the 
map and determine an accurate range to a 
target. However, errors in 
estimating azimuth angle still 
introduced large first-shot miss 
distances, and voicing data over 
the radio led to target data 
lateness and error. 

NSWCDD, acting as the 
technical direction agency for 
MARCORSYSCOM's FO/FAC 
program, has developed a system 
that utilizes an eye-safe laser 
rangefinder, magnetic compass, 
tilt angle sensor, GPS P-code 
receiver, and digital modem to 
quickly and accurately calculate 
target coordinates and transmit 
them to the correct fire-support 
coordinating agency for action. 
The field user simply acquires the 
target with the laser rangefinder, 

fires, and the targets location is calculated 
utilizing information from sensors in the laser- 
rangefinder unit and GPS receiver. The 
observer then needs only to push a button to 
send the data digitally across the radio net to the 
correct fire-support agency. 

System Hardware 

The FO/FAC Advanced Technology 
Demonstration system consists of three 
primary subsystems: the mission module, the 
control display unit (CDU), and the targeting 
subsystem (see Figure 1). This modular 
approach allows each subsystem to be modified 
with minimum impact on other subsystems. 
Total system weight is under 18 lb, making FO/ 
FAC man-portable. In addition to the three 
primary subsystems, a mission planning station 
(MPS) was developed to facilitate rapid 
preplanning of tactical scenarios. 

The mission module is the centerpiece of 
the FO/FAC program (see Figure 2).  It 
contains a miniaturized, precision lightweight 
GPS receiver; an Automatic Target Handoff 
System II (ATHS-II) digital modem; a com- 
mercially available control processing unit; and a 
power management board The GPS receiver 

Figure 1. The FO/FAC system 
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Figure 2. FO/FAC mission module 

utilizes P-code and determines the position of 
the system to within 16-m spherical error 
probable (SEP) using a helmet-mounted GPS 
receiver. 

The ATHS-II modem is a tactical data 
modem manufactured by Rockwell Interna- 
tional, Collins Avionics and Communications 
Division. The modem supports a variety of 
data-link, digital-message-device, and transmis- 
sion formats, including USMC Marine Tactical 
System (MTS), U.S. Army Tactical Fire Direc- 
tion System (TACFIRE), and U.S. Air Force 
Applications Program Development (AFAPD) 
protocols. The ATHS-II modem is currently 
being integrated into the USMC AV-8B Harrier 
aircraft and is a tentative upgrade to the F-18/D 
Hornet. 

The CDU is the man-machine interface to 
the FO/FAC Advanced Technology Demon- 
stration system (see Figure 3). The current 
CDU is a commercially available Hardbody PC, 
magnetic pen-based computer. This computer 
utilizes a menu-driven, touch-sensitive display to 
enact system commands. The CDU has the 
capability to read a floppy disk, which can be 
preprogrammed with relevant fire mission data 
from the MPS to lessen the observer's 

workload. Custom software was developed so 
that observers entered mission information in 
a sequence derived from the way current fire- 
support teams run their missions.  Combined 
with the touch-sensitive, menu-driven display, 
observers were consistently able to operate 
the FO/FAC system within minutes of 
picking it up. 

The primary targeting system for FO/FAC 
is the AN/PVS-6 Miniature Eye-Safe Laser 
Infrared Observation Set with Compass Vertical 
Angle Measurement module (MELIOS 
C/VAM) (see Figure 4). This rangefinder is a 

Figure 3. FO/FAC control display unit 

Figure 4. MELIOS CA/AM 
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class Ilia, erbium glass laser operating at 
1.54 U,m, making it eye-safe. Weighing 4.5 lb, 
the MELIOS C/VAM can be handheld or 
mounted on a tripod. While this system gives 
accurate target location coordinates, it has no 
laser designation capability. A second targeting 
system for FO/FAC is the AN/PAQ-3 Modu- 
lar Universal Laser Equipment (MULE). This 
currently fielded system provides laser designa- 
tion capability, but at a significant penalty: it 
operates at a wavelength of 1.06 mm (not 
eye-safe).  In addition, the MULE weighs 
close to 40 lb. 

System Accuracy 

One of the key requirements of the FO/ 
FAC system is the calculation of an 
accurate target coordinate. The GPS 
receiver utilizes P-code to determine user 
location to within 16 m SEP. The targeting 
subsystem then determines the range, 
azimuth, and elevation angles to the target. 
This information is combined to calculate 
a 10-digit Military Grid Reference System 
coordinate based upon the World Geodetic 
System 1984 (WGS-84) datum. 

Given the demonstrated accuracy of 
P-code GPS, the key to computing an 
accurate target coordinate was the perfor- 
mance of the MELIOS C/VAM. Errors 
in computed range, azimuth, and elevation 
angles to the target translate into inaccurate 
target grids. In order to characterize the 
performance of the system, a test was con- 
ducted on NSWCDD's main range. For this 
test, a number of visible targets were 
surveyed, and their coordinates were 
translated into WGS-84 10-digit grids. The 
FO/FAC system was operated from a 
known point and used to calculate the grids 
to these targets on several different test days. 
The targets were located over an entire 360- 
deg azimuth sweep, and successive targets 
were lased after moving through significant 
azimuth deltas. 

The MELIOS C/VAM system was 
calculated to have 1-0J accuracy of 15 mil in 
azimuth, 5 mil in elevation, and 3 m in range. 

Combining these with GPS errors results in the 
error distribution shown in Figure 5. For 
ordnance with steep approach angles, the 
altitude error becomes less important and, 
typically, a circular error probable (CEP) is 
calculated. The CEP is simply the radius of a 
circle within which 50 percent of the rounds 
will fall. The CEP for the system was calculated 
utilizing an algorithm that incorporates 
uncorrelated elliptical Gaussian distributions.1 

The CEP for the FO/FAC system is plotted in 
Figure 6. 

From Figure 5, it is clear that the major 
source of error is the azimuth measurement. 
The C/VAM unit determines azimuth by 
sensing the local magnetic field and correcting 
for any magnetic anomalies determined in the 
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C/VAM calibration. The calibration procedure 
begins with taking azimuth measurements in a 
predetermined pattern, from which a set of 
corrective constants are determined. The error 
in this correction plus the measurement error 
of the device yields the total measurement error. 
In addition, these corrective constants are 
accurate only for the magnetic field at the time 
of calibration, and any local magnetic changes 
will introduce additional error. 

Test Scenarios 

To test the viability of the FO/FAC 
concept, the system underwent extensive 
testing in simulated operational environ- 
ments. Basic scenarios were developed for 
CAS, field artillery, and naval gunfire missions 
(see Figure 7). Relevant digital messages were 
developed in the appropriate protocols for 
the given scenarios to check mission flow and 
ease of operator use. 

The CAS missions were run with an 
ATHS-II equipped AV-8B Harrier at China 
Lake, 29 Palms, and Chocolate Mountain 

Gunnery Range in California.  Mission flow 
included: 

• The aircraft sending the FAC an on- 
station report (OSR) message 

• The FAC sending the pilot a nine-line 

brief 
• The pilot modifying the nine-line brief 

as appropriate and sending it back to the 
FAC for mission confirmation 

• The pilot sending the FAC a departing 
initial point (IP) message 

• The FAC sending a "cleared-hot" or 
"abort" message as appropriate 

All messages were sent in the MTS format 
over an AN/PRC-113 radio. The OSR message 
is sent from the aircraft once it reaches the 
control point designated for the sortie. This 
message lets the FAC know that the plane is 
available for a mission. The FAC then creates a 
nine-line brief which contains all relevant 
mission information, such as the target coordi- 
nate, IP from which the plane is to approach, 
egress point from which the plane will leave, 
target type, suggested ordnance, etc. The pilot 
then changes any parameters that cannot be met 
and sends these back to the FAC in the 
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"negotiation" phase. Once the pilot is satisfied 
with the mission, it is accepted by the Harrier's 
mission computer with the press of a button. 
The FAC-computed target coordinate is then 
displayed on the Harriers head-up display. The 
pilot sends a departing IP message to the FAC 
advising that the plane is inbound on an attack 
profile. The FAC then attempts to visually 
acquire the aircraft approaching from the IP and 
clears it "hot" if it is approaching from the right 
direction and nothing significant has changed in 
the target area, or aborts the mission if the 
tactical situation has changed. This is referred 
to as positive control of the aircraft—the 
aircraft cannot drop ordnance unless the FAC 
can see it, and both the FAC and the pilot can 
see the target. This technique is applied to avoid 
casualties from friendly fire. 

The FO/FAC system achieved great 
operational success with the AV-8B in these 
tests. Over 20 Mk 76 practice bombs were 
dropped at 29 Palms on a variety of targets at 
ranges up to 7 km from the FAC All bombs 
were dropped on uncorrected FAC-generated 
coordinates, and all had effect on the target. 

Field artillery missions were run with the 
10th Marines at Fort Bragg, North Carolina. 
The missions run included fire-for-efTect (FFE) 
and adjust-fire missions, utilizing "when ready" 
and "at my command" as control techniques. 
Basic mission flow included: 

• Sending the battery Fire Direction 
Center (FDC) a call for fire 

• Receiving a message-to-observer 
(MTO) from the battery 

• Sending a fire command to the battery 
• Receiving a shot command from the 

battery 
• Sending adjust-fire missions to the 

battery 
• Sending end-of-mission (EOM) 

messages to the FDC 
Messages were sent in the TACFIRE 

protocol over a single-channel, ground-to-air 
radio system (SINCGARS) radio. The call-for- 
fire message is similar to the CAS 9-line brief in 
that it contains target coordinates, target type, 
suggested ordnance, etc. Once the call for fire is 
accepted, an MTO is sent relaying, among other 

things, the predicted time of flight of the 
projectile. When the battery sends the shot 
command to the FO, a countdown clock 
appears; when the count reaches zero, the round 
should impact. Any necessary adjustments are 
made by the FO's lasing where the round 
impacted; the relevant corrections are automati- 
cally computed and sent back to the battery with 
the touch of the CDU pen. The EOM message 
relays the effect achieved on the target back to 
the FDC. 

Evolutionary or Revolutionary? 

The current FO/FAC system was devel- 
oped with commercial off-the-shelf equipment 
to demonstrate an improved capability to the 
Marine Corps. As such, it was designed to 
operate under current supporting arms doctrine. 
However, exploration of new possibilities for 
the system is just beginning. The digitization of 
the battlefield holds much promise in making 
smaller forces more effective by enhancing 
battlefield awareness and unit capabilities across 
the entire spectrum of conflict. The current 
evolutionary FO/FAC system may demonstrate 
revolutionary capabilities on the battlefield. 

Nonvisual Close Air Support 

The FO/FAC system may be the first step 
toward safe and effective nonvisual CAS. 
Nonvisual CAS occurs when the FAC cannot 
see the aircraft, and the aircraft cannot see the 
target. Performing nonvisual CAS, sometimes 
referred to as "bombing on coordinates," allows 
release of weapons from higher altitudes, 
thereby reducing aircraft losses to surface 
threats. In addition, CAS could be performed in 
inclement weather and at night. According to 
the Center for Naval Analysis, the five steps 
required for nonvisual CAS include: 

1. Acquire a target and establish that it is 
legitimate (i.e., that it belongs to the 
enemy). 

2. Determine the three-dimensional 
coordinates of the target with respect 
to a common geodetic datum or frame 
of reference (e.g., WGS 84). 
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3. Pass those three-dimensional 
coordinates to the CAS aircraft over a 
quick, secure, and reliable link. 

4. Maneuver the aircraft to enable the 
weapon to reach the target. 

5. Obtain prescribed weapon function to 
achieve kill criterion on the target, but 
avoid incapacitation of friendly troops 
in the area. 

The current FO/FAC system performs 
the first three of these requirements during 
daylight operations, using the observer's visual 
inspection of the target to classify it as an 
enemy. The addition of night-vision optics or 
a forward-looking infrared device would 
expand options to night and conditions of 
degraded visibility, and an identification, friend 
or foe (IFF) capability would allow nonvisual 
CAS even on a cluttered battlefield. 

Combat Identification 

Combat identification, or IFF capability, has 
become an increasingly important consideration 
for the dynamic battlefield of the future. The 
FO/FAC system, coupled with an advanced 
Command, Control, Communications, and 
Intelligence (C3I) network, shows great promise 
in relaying IFF data back to the command 
element to improve situational awareness. The 
army recendy purchased several FO/FAC 
systems for integration into their experimental 
Batdefield Combat Identification System 
hardware. This vehicle-mounted system will not 
only läse the target to get its coordinates, but also 
interrogate the target to determine if it is friend 
or foe. This information is relayed back to the 
command element for overall situational aware- 
ness, or to the incoming CAS aircraft to indicate 
which forces are friendly, and which are not, in a 
cluttered batdefield. 

Rapid Force Projection Initiative (RFPI) 

The RFPI program is an army-sponsored 
program that employs observers at echelons 
lower than the battalion.  The RFPI concept 
was initiated as a result of the slow buildup of 
heavy forces in the Gulf ^ar. It was recognized 
that rapidly deployed, light forces were initially 

vulnerable because of lack of firepower. The 
RFPI model involves groups of highly mobile 
"hunters " infiltrating an area and engaging 
targets with heavy fire-support elements, or 
"killers." These hunter teams, backed by killer 
assets, give light forces the punch they need to 
survive until heavy friendly forces arrive. The 
RFPI program has purchased five FO/FAC 
systems for evaluation as possible hunter 
systems. 

Unmanned Aerial Vehicle (UAV) Integration 

The integration of a FO/FAC-type 
system in a UAV will allow remote sensing of 
targets, further reducing the time an observer 
is exposed to the enemy. The airborne system 
will läse on a target signature provided by a 
sensor, and calculate the grid point of that 
target. The data will then be relayed to the 
observer or to the coordinating agency for 
action.  This capability can be used to gready 
enhance situational awareness and improve 
the assessment of effects achieved on targets 
due to indirect fires. A new program desig- 
nated Automatic Target Acquisition FO/FAC 
has recently been initiated at Dahlgren. This 
program integrates the FO/FAC system with 
a UH-1N helicopter, which simulates a UAV. 

Conclusions 

The FO/FAC program has successfully 
demonstrated that a foot-mobile, supporting 
arms observer can quickly determine an 
accurate target coordinate and digitally hand 
off this coordinate to a fire-support element 
in a useful format.  This capability significantly 
enhances survivability of the observer and 
effectiveness of fire support. In addition, the 
availability of a reliable digital link in forward 
positions has spawned interest in a number of 
areas relevant to the expeditionary nature of 
battle in the 21st century. 
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Horizon Infrared 
Surveillance Sensor: 
Applied Research for 
Infrared Search and Track 
Systems 
Robert Headley, Ken Hepfer, Patrick Dezeeuw, Bill Trahan, and 
Angela Plante 

The Horizon Infrared Surveillance Sensor (HISS) project is a multiyear effort 
to investigate Infrared Search and Track (IRST) technologies for surface navy 
applications. Areas investigated include single-scan target detection, single 
infrared-(IR-)band target detection, and IRST operation within a multisensor 
integration (MSI) context. Each phase of the HISS project investigates particular 
characteristics of IRST operation and provides a system with specific capabilities 
to support scheduled MSI experiments and test events. This article discusses 
IRST systems and the construction of HISS systems. In addition, the article 
presents data collected during the most recent series of land-based tests. 

Introduction 

The U.S. Navy and other navies of the world have been experimenting 
with IRST systems for more than 20 years. These systems work passively to 
detect inbound missiles based on the thermal contrast between the missile 
and its background.  Since faster missiles tend to have more thermal signa- 
ture, the IRST can provide target detection against those missiles that are 
most stressing to current combat systems.  Because of the frequencies at 
which they operate, IRST systems are immune to radio frequency (RF) 
multipath effects that influence the performance of current radar systems. 
With the resolution of IRST systems, these sensors can provide extremely 
accurate target positional information. 

Early IRST system designs were at times hampered by limitations in 
technology areas, such as detector manufacture, computing power and speed, 
and stabilization capabilities. Through the years, IR technologies have 
progressed to the point where it is now possible to procure commercially 
available components and, with only slight modification, integrate those 
components as an IRST system.  These systems can be operated in a military 
environment, they can be used to confirm existing theory, and they can be 
used to investigate IR phenomenology. 

In 1992, the Naval Surface Warfare Center, Dahlgren Division 
(NSWCDD), established a program of applied IRST research in support of 
ongoing efforts in the area of MSI. The program that was established 
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Figure 1. Scan pattern for an IRST 

investigates particular areas of IRST design 
while providing equipment to support MSI 
testing and demonstration.1 

This article discusses IRST systems, the 
structure of the HISS project,  the construc- 
tion of HISS systems, and the measured 
performance of HISS systems during field 
tests. In addition, the article provides some 
examples of observed IR phenomenology. 
The range performance data presented were 
collected during an MSI test event that was 
held at the Naval Surface Warfare Center, 
Wallops Island Detachment, from November 
1993 through April 1994.2 System accuracy 
data were collected during an MSI test event 
that was held at the Search and Track Sensor 
Test Site at NSWCDD from June through 
September 1995- 

Infrared Search and Track Systems 

A shipboard IRST system scans a sector 
or swath in space in order to passively detect 
antiship cruise missiles (ASCMs), as shown in 
Figure 1. IRST systems work in the midwave 
infrared (MWIR) (3 to 5 |J.m) or longwave 
infrared (LWIR) (8 to 12 |Xm) bands of the 
electromagnetic spectrum. IRST systems 
have been used in ground-based and airborne 
applications to detect targets.  For these 
systems, the expected targets, the environ- 
ment, and the battle space are different than 
in the shipboard application. The differences 
will influence design choices for scan rate, 
field of regard, IR spectral band, and type of 
signal processing, among others. 

IRST systems have also been developed 
for surface navy applications. The French 
Navy currently has two VeilleAirMer 

Panoramique Infrarouge {VAMPIR) 
IRST systems in operation, as shown 
in Figure 2. The Royal Dutch Navy 
has extensively tested their IRSCAN 
system, which is used in conjunction 
with their GOALKEEPER self- 
defense system. The Israeli Navy has 
tested a unit that they call SPIRTAS, 
but that unit was not fielded on an 
operational ship. The U.S. Navy, in 

cooperation with the Canadian Department 
of National Defence, developed a shipboard 
IRST system known as the AN/SAR-8, 
shown in Figure 3.  That unit was tested at a 
land-based test site and on a test ship, 
encountering some 600 target sorties during 
the test program.3 A programmatic decision 
was made not to procure more than the two 
engineering development models produced 
under the AN/SAR-8 program. 

IRST systems work by sensing the 
thermal contrast between a target and its 
background.  They scan a region of space, 
most commonly 360 deg in azimuth with a 
narrower elevation angle. Scan rates com- 
monly used are on the order of 30 to 60 rpm, 

Figure 2. French Navy VAMPIR IRST system 
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although scan rates outside of these bounds 
have been tested.  IRST systems generally 
develop target detection reports and, usually, 
target tracks that are reported to an external 
engagement system. 

In operation, the atmosphere between 
the target and the IRST sensor attenuates the 
received signal.  Atmospheric transmission is 
dependent on the weather, on the area of 
operation (i.e., maritime, ground, air), on the 
specific IR band of operation, and on the 
altitude of the sensor. For a sensor operating 
in the maritime environment, at sea level, the 
target signal is gready reduced after being 
transmitted through the atmosphere. There- 
fore, transmission, or—more generally—the 
weather, gready affects the performance of 
IRST systems. Models used to predict the 
performance of IRST systems sometimes 
employ large weather databases and develop a 
statistical prediction of the performance of 
these systems in "worldwide" environments.4 

A plot of the transmissions derived from just 
such a weather database is provided in 
Figure 4. 

Figure 4 shows transmission data calcu- 
lated from the "Random 384" worldwide 
weather database, also referred to as the 

R384 ENVIRONMENT 
TRANSMISSION AT 20.0 km (10.8 Nm) 
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Figure 4. A comparison of the transmission, over a 20-km path in 
MWIR and LWIR bands for the R384 Worldwide Weather File 

Figure 3. U.S. Navy AN/SAR-8, IRST 
designation system 

"R384."  The R384 is a database of weather 
observations collected in four locations:  96 
observations to represent the Baltic Sea, 96 

observations to represent the 
Yellow Sea, 96 observations to 
represent the Persian Gulf, and 96 
observations to represent the 
Caribbean Sea. These 384 observa- 
tions, representing a "statistically 
significant" sample, are useful in 
predicting the performance of 
IRST systems because they provide 
a large mix of weather profiles and, 
therefore, actual transmissions that 
can be expected in the worldwide 
environment. 

The MWIR transmission data 
in Figure 4 have been sorted from 
best transmission to worst trans- 
mission (left to right) before being 
plotted.  For each observation in 
the R384 sample, the LWIR 
transmission data in Figure 4 are 
plotted at the same abscissa as the 
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corresponding MWIR transmission point. 
The figure shows that transmission in the 
MWIR band is generally more consistent over 
all of the weather environments. In 
15.36 percent of the cases in the R384, 
transmission in the LWIR is slightly better. 
In the remainder of cases, the MWIR offers 
better transmission, and quite often, much 
better transmission. 

Another aspect to be considered is the 
signature of the target. Figure 5 shows target 
signature caused by aerodynamic heating 
alone. These notional signatures do not 
include any contribution from hot engine 
parts or from exhaust plumes. These are 
calculated signatures based solely on speed, 
size, and emissivity of the airframe. Three 
curves are provided, for Mach 1, Mach 2, 
and Mach 3 targets. The signatures have a 
peak, which moves towards the lower wave- 
lengths as target speed increases.  For very 
fast targets, the MWIR band becomes the 
band of most utility.  It has the most target 
signature and the best transmission.   For 
slower targets, the selection of band is not as 
obvious. There may be enough of a target 
signature benefit in the LWIR, for slow 
targets, to outweigh the lack of transmission 
in that band. 

The Horizon Infrared Surveillance 
Sensor Project 

The HISS project is a multiyear effort to 
investigate IRST technologies, specifically in 
the areas of single-scan target detection, 
single IR-band target detection, and IRST 
operation within an MSI context.5,6 The 
project is executed in multiple phases in order 
to investigate particular characteristics of 
IRST operation and provide systems with 
specific capabilities to support scheduled MSI 
experiments and tests. 

The objectives of the HISS project are to: 
• Verify the contribution of IRST in 

highly interactive MSI experiments 
• Validate single-scan target detection for 

supersonic targets 
• Determine the merits of IR dual sub- 

band target/clutter discrimination 
• Act as a surrogate during tests and 

demonstrations that require the 
presence of an IRST system 

The project is performed in three phases 
that explore and provide prototype equip- 
ment for different aspects of the IRST target 
detection problem.  The Photonic Systems 
Branch at NSWCDD is the project's program 
management office and the integrator of the 

1000 

6 8 10 12 
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Figure 5. Target signature caused by aerodynamic heating for three target speeds 
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system components. Major system compo- 
nents are obtained by contracting for specific 
equipments.   The goals of each phase are as 
follows: 

Phase 1 

• Develop a prototype sensor of requisite 
sensitivity and resolution for "horizon 
limited" detection of supersonic targets 

• Participate in joint IR/RF data 
collection exercises 

• Collect and record seaside IR data with 
the prototype sensor 

• Develop single-scan target detection 
algorithms that operate on the recorded 
data 

Phase 2 

• Develop a prototype real-time signal 
processor that implements the 
algorithms developed under phase 1 

• Develop a prototype sensor and stable 
platform to scan a limited sector with 
the required sensitivity, resolution, and 
positional accuracy 

• Develop a real-time interface to an MSI 
processor 

• Participate in MSI field experiments 

Phase 3 

April 1992.7 The phase 1 system was com- 
posed of an MWIR focal plane array (FPA) 
imaging sensor, a positioning mount to point 
the sensor, and a data collection, digitization, 
and recording station. The digital sensor 
video was used in the development of non- 
real-time target detection algorithms after the 
data collection event. 

The HISS phase 2 system was used as a 
data collection and real-time target detection 
device during testing from November 1993 to 
April 1994 and again from June through 
September 1995.  Operated at waterside, 
land-based test facilities, the system provided 
target detections in real time to an external 
MSI processor. The system components 
included an electromagnetic interference- 
(EMI-) tight equipment van, an MWIR FPA 
sensor, a scanning pedestal system, a real-time 
signal processor, a system control center, a 
real-time external interface, and assorted 
instrumentation. The HISS phase 2 equip- 
ment is shown in Figures 6 and 7. 

The data collected were also used in 
studies of IR propagation. There is an 
ongoing project at NSWCDD that is examin- 
ing the degree of correlation, either positive 
or negative, between RF and IR propagation 
conditions.8,9 

The HISS phase 2 system was composed 
of available components obtained under 

• Develop prototype IR 
scanner and detective 
assemblies to provide full 
360-deg coverage 

• Upgrade the signal processor 
capability to include multiscan 
detection and track initiation 

• Participate in MSI field 
experiments 

• Evaluate dual sub-band 
target/clutter discrimination 
using recorded data 

Field Test Experience With 
HISS Systems 

Data were collected using the 
HISS phase 1 sensor in March and     Figure 6. HISS phase 2 sensor and scanning pedestal system 
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Figure 7. HISS phase 2 control and processing electronics 

separate contracts 10'1U2 and integrated by 
NSWCDD. Where possible, nondevelop- 
mental items or commercial equipment was 
selected.  In many of the components, slight 
adjustments were made either to component 
interfaces or to performance in selected areas 
to achieve required overall system perform- 
ance. Top-level system performance 
parameters are summarized in Table 1.  The 
single-scan target detection algorithms were 
developed by NSWCDD during the analysis 
of HISS phase 1 data.  The algorithms were 
integrated into the signal processing hardware 
through a series of contractor/government 
working groups.13 The phase 2 system does 
not have a track initialization function; that 
will be added in the next phase. A block 

diagram of the system is provided in 
Figure 8. 

Measured Performance of the 
HISS Phase 2 System 

During testing, actual ASCMs are 
generally not available to use as test 
targets. Therefore, this section will 
discuss the performance of the HISS 
phase 2 system against simulated ASCM 
targets. Data will be provided on 
quantification of system detection 
range, system reporting latency, and 
system accuracy. Two specific test 
targets have been used to measure these 
properties. 

One of the test targets was a TLX 
height-keeping, towed target with IR augmen- 
tation.  The target was towed behind a Learjet 
on 6000 ft of cable. IR augmentation is 
required because the target is being dragged 
through the air at subsonic speeds (-240 kn) 
and has no inherent sources of signature. IR 
augmentation was provided by an APC-6 
plume generator fitted with a hot metal 
emitter (HME).  With the addition of the 
HME, hot gasses from the generated plume 
heat a rear-mounted plate, which provides 
broadband emissions that can be observed 
from the forward aspect.  The source radiant 
intensity of the TLX target was approxi- 
mately 10 W/sr in the band of the HISS 
phase 2 sensor. 

Table 1. HISS phase 2 system parameters 

System Parameter System Performance 

Sensor Type staring FPA imaging sensor 

Number of Detectors 256 x 256 array 

Sensor Spectral Band 3.8   to 4.2 urn 

System Sensitivity (while scanning) approximately 2 x 10-14 W/cm2 

Instantaneous Field of View 80 urad  x 80 urad 

Search Sector 15° azimuth sector with 1.17° of elevation 

Revisit rate (at the center of scan) approximately once per second 

Processing - real-time data rate 4 million, 12-bit samples per second 

Processing - operations approximately 200 operations per data sample 
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Figure 8. HISS phase 2 system block diagram 

The second test target is a 60-ft, ocean- 
going, "sport fisherman" boat.  This boat is 
an NSWCDD target asset known as SEA 
LION. Strip heaters were mounted at the 
bow and stern at approximately 12ft above 
water level.  The strip heaters provided a 
target signature of approximately 20 W/sr in 
the full MWIR band, and something less than 
that in the HISS spectral band.  The strip 
heaters are approximately 2-in. high by 14-in. 
wide, and temperatures measured during 
testing ranged from 700° to 900°F. 

Detection Range 

The HISS system is used in conjunction 
with other sensors coupled by an MSI proces- 
sor. The HISS system can operate with a low 
false-alarm rate, in a "stand-alone" fashion, 
but this particular system was designed with 
an adjustable reporting threshold to be 
operated in conjunction with other sensors. 
With the application of this reporting thresh- 
old, the reported detections can be limited to 
those having the most "target-like" character- 
istics, and the number of reported detections 
can be controlled. The observable benefit 
from using multiple sensors for target detec- 
tion is increased initial detection range for the 
MSI system against a variety of targets in a 
variety of weather conditions. For reporting 

HISS detections, threshold false-alarm rates of 
10 per second, 1 per second, 1 per 10 seconds, 
and 1 per 100 seconds were investigated in 
real time and post-test.2'4 This adjustment in 
reporting threshold was used to study the 
ability of the MSI system and external sensors 
to respond to "cues" from the HISS system, 
and to study the effects of various false-alarm 
rates on overall system performance. 

Figure 9 shows an example of the targets 
reported by the HISS system to the MSI 
processor over a period of 150 sec. Detections 
are reported if they exceed a threshold based on 
a ranking of how "target-like" the detectors 
appear. The ranking function is referred to as 
the comprehensive target metric (CTM). 
CTM is calculated for every HISS system 
detection in a single scan.  In this example, 
CTM is the vertical axis, and azimuth and 
elevation are the other two axes. Three targets 
are shown in the figure.  From left to right, 
they are (1) a Learjet at approximately 40 NM; 
(2) the test target mounted on SEA LION, 
near the horizon; and (3) a helicopter at 
approximately 7 NM, flying a vertical 
sawtooth pattern from 15 to 1500 ft. 

Figure 10 provides a histogram of the 
measured probability of first detection against 
the TLX towed target for 25 successful target 
presentations. The bin sizes on the histogram 
are + 0.5 NM. The detection ranges shown 
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Figure 9. Elevation versus azimuth versus CTM of three targets, CTM reporting threshold = 0.2 
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Figure 10. Probability of detection: TLX towed 
target, 25 presentations 

here are for a constant CTM reporting thresh- 
old of 0.11. This value was chosen for the 
analysis because it provides a false-alarm rate of 
approximately one per second, and selecting one 
reporting threshold facilitates performance 
comparisons. Other texts provide data at 
alternate reporting thresholds.1415 

From the figure, one can see that maximum 
first detection range is approximately 18 NM, 
and minimum is approximately 8 NM, with a 
median of 16 NM.   In the 25 presentations that 
constitute this graph, the TLX is flying be- 
tween 30 and 240 ft in altitude. Approxi- 
mately half of these target runs are at an 
altitude of less than 50 ft. 

The performance of the system 
can be predicted for other operating 
areas through the use of statistical 
weather databases.4 Figure 11 shows 
the HISS phase 2 system perfor- 
mance that can be expected against 
four notional targets whose signa- 
tures are 2.5, 5, 10, and 20 W/sr in 
R384 weather environments. These 
targets are all assumed to be flying at 
an altitude of 15 m, and the CTM 
reporting threshold is fixed at 0.11. 

Reporting Latency 

Another important system value is the 
latency with which target data are reported. 
Because IR sensor data are time-tagged as 
they are received at the signal processor, and 
the detection report message is time-tagged 
as it leaves the system, latency can be deter- 
mined directly from recorded system data. 
Figure 12 shows the reporting latency under 
several different signal processing loads. 
Latency, as shown here, is the time at which 
the detection message is sent across the 
external interface minus the time at which the 
signal processor receives data on the first 
pixel from the sensor. All 65,536 pixels are 
read out every 60th of a second. Therefore, 
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the figure should show the 
latency involved in performing 
signal processing, arranging 
and formatting the data for 
external reporting and internal 
system transmission delays. 

Four latency values are 
shown for each load. They are 
the latency for the first and 
last detections in each of the 
two frames being processed. 
The signal processor operates 
on two frames of sensor video 
at a time, for purposes of 
efficiency in using the available 
array memory. The first frame 
of a pair that is received will 
incur a delay, while the second frame is being 
read into the signal processor. Therefore, the 
latency on the first frame of the pair will 
always be approximately 16 ms longer than 
the second frame. The figure shows that the 
reporting latency will vary depending on 
where in the scene the detection occurs. 
Maximum latency for all load conditions is 
85.445 ms. Minimum latency for all load 
conditions is 46.728 ms. There is a very slight 
trend for reporting latency to increase as the 
detection load increases. The maximum load 
of 34 detections per message represents a 
signal processing load of approximately 1000 
detections per second. 
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Figure 11. Predicted performance of the HISS phase 2 system 
against four notional targets in the R384 weather environments 
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Figure 12. Observed reporting latency 
for various signal processor loadings 

The system components of the HISS 
phase 2 were procured independently and 
integrated at NSWCDD. The resolution of 
the IR sensor and the pointing accuracy of 
the stable platform are primary contributors 
to the accuracy of the system.   Other compo- 
nents of the system, and the asynchronous 
manner in which system data are combined, 
lead to a larger inaccuracy than can be derived 
from the accuracies of the sensor and the 
platform.   One of the best ways to measure 
the overall reporting accuracy of a system is 
to analyze the reported position of a station- 
ary target, or in the case of this analysis, a 

nearly stationary target. A SEA LION 
run was selected at random for analysis. 

The reported data are shown in 
Figure 13.  This figure shows 3 min of 
data collected during a SEA LION run. 
The scale of the azimuth data, at 15 deg, 
is representative of the azimuth zone 
scanned during operation. The elevation 
scale was selected to reduce clutter on 
the graph, but is only slightly larger than 
the elevation field-of-view of the system. 
So, conceivably, this graph may be 
thought of as the motion that a system 
operator would perceive, in azimuth and 
elevation, as the target was being re- 
ported and displayed.  The target is at 
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Figure 13. Reported azimuth and elevation of 
the SEA LION boat target 

approximately 137 deg in azimuth and 
-0.15 deg in elevation. 

Because the target is not stationary, but 
will change position over this 3-min period, 
the data in this figure include the motion of 
the target. A direct calculation of the re- 
ported position and the variation of that 
position from these data would therefore 
include the system's reporting inaccuracy and 
the motion of the target. To remove the 
target motion from the analysis, these data 

were divided into 30-sec increments. 
The arithmetical means of these 30-sec 
increments were determined and 
subtracted from the data—effectively 
removing most of the long-term target 
motion, because SEA LION is a 
relatively slow-moving target. 

Figure 14 provides graphs of the 
variation of the reported azimuth and 
elevation about the calculated means 
for the 30-sec intervals. As you can see 
in the left-most graph (azimuth), there 
is still some residual left-to-right target 
motion in the data.  This motion is 
indicated by the downward slope of 

the data and will result in a slightly larger 
error value for azimuth than if this residual 
motion had been removed.  The elevation 
data appear to be evenly distributed around 
the mean. 

The standard deviation for the reported 
azimuth is 0.042 deg, which is equivalent to 
0.727 mrad.  The standard deviation for the 
reported elevation is 0.007 deg, which is 
equivalent to 0.126 mrad. The peak-to-peak 
variation in azimuth and elevation, 

Azimuth Variation From Mean (degrees) Elevation Variation From Mean (degrees) 

0        5        10      15      20      25       30      35 

Seconds 

0.02 - 

0.01 

-0.01 

-0.02 

0        5        10      15     20      25      30     35 

Seconds 

Figure 14. Variation in reported azimuth and elevation about the mean taken 
over 30-sec increments 
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Table 2. Summary of reporting accuracy analysis 

.. Azimuth.. ,■■'■'  ■ Elevation 

Standard Deviation from Mean (°) 0.04 0.01 

Standard Deviation from Mean (mrad) 0.73 0.13 

Peak-to-peak Variation (°) 0.30 0.04 

Peak-to-peak Variation (mrad) 5.18 0.62 

respectively, is 0.297 deg and 0.035 deg. 
These data are summarized in Table 2. 

Areas of Continuing Study 

The data collected and analyzed during 
these field tests have allowed the quantifica- 
tion of the performance of an IRST system 
designed for shipboard use. The system has 
provided target detections in real time to an 
MSI processor for quantification of the 
benefits that can be derived from an IRST 
system. As with any body of research, there 
are some areas that will be pursued in the 
future. This section will discuss some of 
these continuing areas of study. 

HISS Phase 3 

The HISS phase 2 system was last used at 
NSWCDD in support of the multisensor 
detection (MSD) project at the end of FY95. 
This system was disassembled.   Some of the 
components—namely, the scanning pedestal 
system, the sensor, the equipment van, and 

assorted instrumentation—will be used in 
conjunction with an Office of Naval Re- 
search project.16 The remainder of the 
system components will be used in the HISS 
phase 3 system. 

The block diagram for HISS phase 3 is 
shown in Figure 15. All of the major compo- 
nents of the phase 3 system are under 
contract and should be delivered in 1995. All 
that remains before realization of a complete 
phase 3 system is the development of 
software and integration of components. 
The primary differences in the construction 
of the HISS phase 3 are in the IR scanner 
and the sensor, and in the functionality of the 
signal processor. 

A mirror-stabilized IR scanner has been 
procured17 that will provide a continuous 360- 
deg horizon scan at 60 rpm. Two 
MWIR-detective assemblies have been 
integrated into the scanner.18 Energy is split 
between the two bands by a dichroic beam 
splitter within the scanner. In operation, one 
MWIR band will be processed in real time for 
target detection. Data will be recorded in the 

CONTROL/ STATUS 

-     DETECTION 
*j      REPORTS, 
I         TRACK 
--      REPORTS 

AND 
EXTERNAL 
CONTROL 

< ► 

SYSTEM CONTROL 
AND 

MSI INTERFACE 

MID-WAVE INFRARED 
DETECTIVE ASSEMBLIES 

Figure 15. HISS phase 3 system block diagram 
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second MWIR band for post-test analysis. 
This analysis will comprise definition of dual- 
band clutter rejection techniques. 

The signal processing hardware used in 
the HISS phase 2 system will be used in the 
new system.  Because of the new sensor and 
scanner, the physical interfaces will be 
modified. The new input devices also 
increase the required capacity of the signal 
processor from 4 million samples per second 
to approximately 35 million 12-bit samples 
per second. A track initiation and mainte- 
nance function and a multiscan target 
discrimination function will be defined for 
the new system. 

Development of the System Control 
Center and the internal and external interfac- 
ing software—essentially a new design—will 
begin next fiscal year. New interfaces will be 
developed for single point-of-control for the 
scanner and detective assemblies. The 
existing interfaces to the signal processor will 
be modified to accommodate new functional- 
ity. The external interface will also be 
modified to allow intrusive modification of 
system setup. 

Refraction Effects 

Refraction, the bending of light 
rays as they pass obliquely through 
a propagation medium, is caused by 
changes in the index of refraction 
of that propagation medium.  In 
the atmosphere, the index of 
refraction at visible and IR wave- 
lengths varies with its density. 
Temperature, humidity, and pres- 
sure are the primary factors 
determining the density of the air. 
Although the variations are small, 
the long path lengths make the 
effect measurable. Data collected 
with the HISS phase 1 sensor at 
\0allops Island in 1992 indicated 
that refraction is a major factor in 
the detection of IR targets at the 
horizon.  Since that time, an effort 
has begun at NSWCDD to study 

the effects of IR refraction as part of an 
overall study of RF and IR propagation. 

A useful gauge of the change in the 
refractive index of the atmosphere for a 
marine environment is the air-sea temperature 
difference (ASTD). ASTD is used because 
the air temperature profile is difficult to 
measure directly. Air temperature, in this 
metric, is measured at a given height, and sea 
temperature is measured with a sensor in 
contact with the water at or near the surface. 
Since the atmosphere is in thermal contact 
with the sea's surface, water temperature is 
assumed to equal the temperature of the air 
just above the water. For a neutral atmos- 
phere, the air temperature and sea 
temperature are equal, and the ASTD is 
therefore zero.  For a negative ASTD, the 
position of the horizon limit is predictable, 
based on a measurement of the ASTD with 
some degree of accuracy using available 
models. Refraction models may perform 
poorly under positive ASTD conditions. 

Figure 16 shows the maximum detection 
ranges that were measured with the HISS 
phase 1 system during a series of field tests. 
The target is a boat-target, like SEA LION, 
with an IR target mounted at an altitude of 

Maximum Intervisibility Range (MIVR) [Nmi] 
22.5 

-2.5 0 2.5 5 7.5 
Air-Sea Temperature Difference (ASTD) [C] 

Target at 12 feet       Prediction for 12 feet 

Figure 16. HISS phase 1 measurements of maximum 
intervisibility range, 17 March through 16 April 1992 
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12 ft.  Figure 16 provides measurements of 
the maximum detection range against that 
target for a number of test days over a period 
of one month. This target is horizon-limited, 
and the maximum detection range represents 
the point at which the boat-target has gone 
over the horizon.  Therefore, what is shown 
is a direct measure of the position, and 
change in position, of the horizon-limited 
range, or maximum intervisibility range 
(MIVR). 

In Figure 16, the MIVR varies from 
approximately 8 NM to approximately 
17 NM. The detection range is plotted 
against ASTD, and there is an apparent 
correlation, particularly with negative ASTD. 
A prediction of the MIVR is provided with 
the data.  The "geometric horizon" on the 
graph indicates the maximum detection range 
to the target if the effects of refraction 
were neglected.  For shipboard IRST 
systems detecting ASCM targets at the 
horizon, refraction effects will continue 
to be an important area of study. 

Infrared Mirages 

Another aspect of IR refraction in 
the atmosphere is the occurrence of IR 
mirages, or multiple images of the target. 
This phenomenon, illustrated in Fig- 
ure 17, continues to be studied.19,20 

Mirages are transitory phenomena that 
occur at particular geometries of 
observer position and target position. 
During the tests at "vv&llops Island in 
1994, mirages were observed on a 
number of test days. 

It can be briefly summarized that 
there are three basic atmospheric 
conditions:  unstable, neutral, and 
stable, which are generally associated 
with (respectively) negative ASTD, 
zero ASTD, and positive ASTD. In 
unstable atmospheric conditions, 
"inferior mirages" will generally occur. 
An inferior mirage can be described as 
a second image of the target that 
appears below the original image. In 
stable atmospheric conditions, a 

"superior mirage" may occur in the presence 
of an atmospheric inversion layer above the 
height of the observer. A superior mirage 
can produce one or more images of the 
target that appear above the original image. 
Figure 18 provides a breakdown of the 
observed mirage effects for a 29-day test 
period. 

Figure 19 provides a dramatic example of 
the effects of a superior mirage. The figure 
includes (a) detections by the HISS system 
against an outbound Learjet and (b) image 
slices that show the formation of multiple 
images of the target by a superior mirage. 
The gap in detections between 100 and 125 
sec (approximately 12 to 13.5 NM) is appar- 
ently caused by a region where no energy was 
received from the target.  However, for the 
gap in detections that occurs after 160 sec 

Figure 17. Mirages observed during testing 

Met. Conditions 

Unstable Neutral Stable 

Figure 18. Breakdown of meteorological conditions 
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Elevation [iegj 
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Figure 19. HISS detections against superior mirage of 
outbound Learjet and accompanying image slices 

(approximately 16 NM), the lowest image of 

the target remains visible in the imagery data. 

The target, at this point, does not have enough 

signal strength to exceed the HISS detection 

threshold. The target is detected again at 

approximately 17.5 NM and finally disappears 

from the target detection record and from the 

imagery data. 

The effects of refraction need to be 

considered when working with IR devices in a 

maritime environment.  One of those effects is 

the occurrence of inferior or superior mirages. 

This is clearly an important area of study and 

will grow in importance as we increase the 

availability of IR devices on U.S. Navy ships and 

begin to use these devices in an integrated 

combat system. 

Summary 

This article provides an introduction to the 

HISS project. The general characteristics and 

composition of the systems used in each phase 

of the project have been addressed. In addition, 

data collected during phase 1 and phase 2 field 

testing have been presented. Certain measured 

performance areas in the phase 2 system have 

been presented. The next phase of the project 

was introduced, and the plans for construction 

of that system were addressed. Additionally, 

continuing work in the areas of IR refraction 

and mirages was presented. 
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Shipboard Chemical 
Warfare Agent Detection 
Daniel C. Driscoll and Diane H. LaMoy 

The Navy faces a growing threat from the use of chemical and biological 
warfare agents. In response to this threat, the Naval Surface Warfare Center, 
Dahlgren Division (NSWCDD), has been developing a variety of specialized 
sensing technologies for fleet use. This article will focus on sensors for the 
detection of chemical warfare agents. Two specialized technologies will also be 
described: 

• The application of charge coupled device (CCD) imaging spectroscopy to 
the detection of chemical warfare agents in liquid droplet form 

• The detection of chemical warfare agent vapors by ion mobility 
spectroscopy (IMS) for point detection and compartment monitoring 

The engineering of systems of this type presents a unique challenge. 
Sensitive analytical instruments must be put in a sufficiently rugged package to 
survive and be reliable in a very harsh environment. By utilizing mature 
technologies and including survivability and logistical requirements in design 
decisions from the start, such systems are being successfully developed and 
deployed to the fleet. 

Introduction 

As many as 25 countries are developing, or are suspected of developing, 
chemical weapons. Ten nations have biological weapons programs and 
another ten are suspected to have such programs. By the year 2000, these 
numbers are projected to increase. These weapons can be delivered by 
surface-to-surface missiles, aircraft bombs and rockets, spray, or other, more 
unconventional means. 

The U.S. Navy's experience in Operation Desert Storm highlighted the 
increased risk that naval forces have of encountering chemical and biological 
agent contamination.  Department of Defense (DoD) defense guidance1"3 

policy and OPNÄVTNST S3400.10E require that deployable U.S. Navy 
surface ships and high-threat overseas shore installations be provided with 
chemical, biological and radiological (CBR) defense capabilities. CBR 
defenses must include a multilayered chemical detection suite consisting of: 

• Intelligence 
• Standoff detection capabilities that will enable: 

- ship avoidance maneuvers 
- activation of shore-based CBR defense systems 

• Onboard detection and monitoring of exterior areas and interior 
compartments. 

Defensive systems for the detection of chemical agents are currently in 
development at NSWCDD. These systems include a standoff capability for 
chemical warfare agent vapors—the Chemical Agent Remote Detection 
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System (CARDS); a point sensor for chemical 
warfare agent vapors—the Improved Point 
Detection System (IPDS); a detector for 
chemical warfare agent aerosols (droplets)—the 
Shipboard Automatic Liquid Agent Detector 
(SALAD); and a man-portable version of the 
IPDS—the Shipboard Chemical Agent Moni- 
tor Portable (SCAMP), being developed for 
compartment monitoring and survey. 

An extensive biological-agent detection 
effort is also ongoing at NSWCDD. The 
Interim Biological Agent Detection System 
(IBADS) has been developed and is being 
installed on selected Navy ships and shore 
installations. A follow-on Biological Point 
Detection System (BPDS) is the goal of a joint 
services development effort.4 

In this article we shall focus on the sensors 
for detection and warning of chemical warfare 
agents. The IPDS, which has recently com- 
pleted operational evaluation (OPEVAL),57has 
been approved for introduction in the fleet. 
SALAD is about to begin OPEVAL. CARDS 
and SCAMP are still in development. These 
systems, when completed, will form an inte- 
grated suite of chemical warfare agent detectors 
to meet the needs of the fleet. 

Current Capabilities 

As stated above, doctrine requires that U.S. 
Navy ships be provided with a multilayered 
suite of chemical-warfare-agent detection 
capabilities. At present, these requirements are 
at least partially fulfilled by 

•TheAN/KAS-1 andAN/KAS-lA 
• The Chemical Agent Point Detection 

System (CAPDS) 
• The M256 chemical detection kit 
Standoff chemical detection (of nerve 

agents) is provided by the AN/KAS-1 and 
AN/KAS-1A. This device is a forward-looking 
infrared (FLIR) viewer fitted with optical filters 
that are manually put in place by the operator 
to discriminate an agent cloud from back- 
ground. It is also fitted with a video monitor 
so that what the operator sees can also be seen 
by personnel in the combat information center 
(CIC). 

Fixed-point chemical vapor detection is 
provided by the CAPDS. This system 
consists of two through-bulkhead units 
(TBUs) to sample external air, and two 
detector units, which analyze the air sample 
and communicate with alarm display units 
located in damage control central (DCC) and 
on the bridge.  Each detector unit has a single 
baffle-type ion mobility cell that detects nerve 
agent vapor only. 

Compartment monitoring and survey is 
currently performed using the M256 chemical 
detection kit.  This kit includes M8/M9 
paper, to check surfaces for liquid contamina- 
tion, and a color-change card based on 
reagents that must be mixed by the operator. 
Response time of the reagent-based detection 
ticket is 10 to 15 minutes. The response time 
of the M8/M9 paper is on the order of 
several minutes depending on how much 
agent is present. 

Systems in Development 

The systems currently in development 
will enhance fleet capabilities in each of the 
areas of chemical detection mentioned above: 
CARDS in standoff detection, IPDS and 
SCAMP for vapor detection, and SALAD for 
detection of liquid agents. 

SALAD 

SALAD is based on a different technol- 
ogy than are IPDS and SCAMP, and indeed 
any other chemical-agent detector in develop- 
ment by any of the services. Rather than 
detecting vapor, SALAD detects the presence 
of liquid agent droplets on an exposed roll of 
chemically sensitive paper (M8/M9).  The 
paper will turn specific colors when exposed 
to chemical warfare agents; an optical scanner 
system then detects the color changes and 
produces an alarm, thus automating one of 
the simplest but most specific detection 
technologies (M8 paper). 

The M8 detector paper used for SALAD 
is impregnated with three chemical dyes that 
react immediately and specifically to liquid 
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Figure 1 Standard shipboard installation of the Shipboard Automatic Liquid Agent Detector (SALAD) 

nerve and blister chemical warfare agents. 

On the M8 paper, GD (Soman) droplets 
produce a bright yellow stain, HD (Blister) 

droplets produce a red stain, and VX (nerve 
agent) droplets dissolve the blue and yellow 

dyes to create a dark green stain. 
Figure 1 shows a schematic of a standard 

shipboard installation of SALAD. The 

SALAD system consists of a single detector 
unit (mounted topside) connected to remote 

control/display units (collocated with the 

control display units of the IPDS (DCC and 

bridge)). The image scanning system that 

provides the automated reading of the M8 

paper is an electronic CCD. The detector 

unit has two such scanning devices with 

illumination sources that scan a roll of M8 

paper that is moving through the field of 

view of each scanner.  One scanner performs 

a prescan function to examine the paper for 

any defects or previously stained areas. The 

automatic paper feeder then moves the paper 

into the field of view of the second scanner. 

The data from each scanner are digitized and 

read simultaneously by an embedded, high- 

speed, digital signal processor. The detection 

algorithm resident in the embedded micro- 

processor analyzes the data from the two 
CCD images in real time and compares the 

spectral signatures to a library of (previously 
recorded) agent and interferant signatures. 

This approach ensures a high probability that 

agents will be detected and an alarm sounded, 
while nonagents will have a low probability of 

causing a false alarm. 
The SALAD unit has physical dimensions 

(in inches) of 24 (d), 18 (w), and 12 (h). It 

weighs approximately 50 lb and runs on 

110-Vac/15 -amp powe r. 

IPDS 

The IPDS is a (fixed) point detector for 

nerve and blister (mustard) chemical warfare 

agent vapors. It is designed to be a replace- 

ment for the CAPDS and to fulfill the role of 

point sensor for monitoring air on the 

exterior of the ship.8,9 
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Figure 2. Standard shipboard installation of the Improved Point Detection System (IPDS) 

Figure 2 is a schematic of a standard 
shipboard installation of IPDS. Two external 
air sampling units (EASUs), mounted on the 
port and starboard sides of the ship, take in 
large samples of external air. A small sample 
flow is skimmed off and goes to the detector 
unit mounted near each EASU on the interior 
of the ship. After sampling by the detector 
unit, the sample flow is exhausted through 
the EASU back to the exterior of the ship. 

The IPDS makes use of IMS to generate, 
separate, and detect cluster ions, formed by 
chemical warfare agent molecules, and reagent 
or "reactant" (ion) clusters produced in the 
ionization region of the IMS cell. A small 
radiation source (Am241 100 //Ci) ionizes 
residual H2 (from water), and polar species, 
such as acetone, will then cluster around an 
H+ ion. Ion molecule reactions between these 
cluster ions and any (neutral) molecule having 
a higher proton affinity than acetone result in 

(agent) molecules replacing one, two, or three 
acetones on the cluster to form monomer, 
dimer, or trimer peaks whose relative intensi- 
ties depend upon the concentration of the 
agent present.  A similar process operates in 
the negative ion mode where electronegative 
species (such as mustard gas) compete for 
space in negative ion clusters formed around 
OH" ions resulting from ionization of 
residual water vapor.  Because nerve agents 
react to form positive ions, while blister 
agents (mustard and lewisite) react to form 
negative ions, two IMS cells are present in the 
IPDS detector unit to allow simultaneous 
detection of nerve and blister chemical 
warfare agents. 

The IPDS detector unit consists of: 
• Positive and negative IMS cells in a 

heated enclosure 
• An acetone source for the positive cell 
• Pumps 
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• A filter/sieve pack 
• Signal processing electronics inside a 

radio frequency interference/ 
electromagnetic interference (RFI/EFI) 
shielded enclosure 

The IPDS system consists of two such 
detector units, two EASUs to draw in outside 
air and transfer it to the detectors, and two 
remote control and display boxes to control 
the system and provide status information 
and alarms to the user. (Remote control and 
display units are mounted in the DCC 
(control) and on the bridge (remote display).) 

Each detector unit continuously draws air 
samples into a manifold and through mem- 
brane holder assemblies, and then exhausts it 
(back through a transfer line to the exhaust 
of the EASU). A portion of the sample 
passes through silicone membranes into each 
IMS cell.  Ion clusters are generated by the 
ion-molecule reactions described previously. 
The clusters are then injected into the drift 
region of the IMS cell by pulsing the gate 
electrode (normally closed) that normally 
repels ions from the drift region.  The pulse 
lowers the potential at this gate sufficiently to 
allow ions into the drift region.   In the drift 
region, ions of different size separate by their 
mobility in the uniform electric field of that 
region. The time of arrival of the ions and 
their respective signal strengths are measured 
and compared to data in a library of materi- 
als' signatures in the central processing unit 
(CPU).  The presence of interferants is 
ignored, and agent and simulant data are 
displayed.   If agents are detected, an alarm 
signal is produced. 

The detector unit has physical dimen- 
sions (in inches) of 9.5 (d), 11 (w), and 24 (h). 
It weighs approximately 100 lb, and requires 
110-Vac/15-amp power. 

SCAMP 

SCAMP is based on the same technology 
as the IPDS. The IMS cells at the heart of 
the SCAMP detector are nearly identical to 
those found in the IPDS detector unit. The 
design/development effort in the SCAMP 
program has focused on taking the proven 

IPDS design concept and, through reductions 
in size, weight, and power consumption, 
turning it into a man-portable package.10 

While reducing the weight from roughly 100 lb 
to less than 25 lb, the essential functional 
characteristics of the detector unit must be 
retained.  For example, in order to maintain 
the same sensitivity, the IMS cells must be 
operated at an elevated temperature, which 
requires placing them in some kind of heated 
enclosure. The flow characteristics of the 
pneumatic system cannot be changed drasti- 
cally since any changes in flow affect the IMS 
signatures. The acetone dopant must still be 
provided to the positive cell (only), and the 
recirculating (closed) airflow loop passing 
through the cells must pass through a desic- 
cant cartridge (scrubber) in order to keep the 
relative humidity low and remove any organ- 
ics (sample) from the air stream after analysis. 

The signal processing performed by the 
SCAMP detector unit is identical to that 
performed by the IPDS detector. There is no 
remote display/alarm to communicate with, 
so the communications tasks to be performed 
by the electronics are simplified. However, 
the CPU must still monitor the operational 
status of the detector (flows, temperature, 
and operating mode) and run the detection 
algorithm—that is, analyze the IMS signa- 
tures from each cell and determine if agent 
(or simulant) is present. 

As currently envisaged, the goal is for 
SCAMP to occupy the same volume as the 
XM-22 Automatic Chemical Agent Alarm 
(ACADA), a portable detector under develop- 
ment by the Army. While there are a number 
of differences in the philosophies behind 
these two systems, both in design and 
doctrine of use, the two seem to be approxi- 
mately the right size package for portable 
detectors.  Figure 3 is a preliminary design of 
the SCAMP fit to the ACADA envelope. 

The SCAMP unit has physical dimen- 
sions (in inches) of 6.5 (d), 6 (w), and 10 (h). 
It weighs approximately 25 lb and runs on 
either 110-Vac or 24-Vdc batteries. 

A number of areas have been identified 
where the size of components in the 
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SCAMP 
modified ACÄDA box 

Figure 3. Preliminary design drawing of the Shipboard 
Chemical Agent Monitor Portable (SCAMP) fit to the 
envelope of the XM-22 ACADA 

pneumatic system can be reduced.  Since the 
pneumatic system in IPDS is almost entirely 
made of stainless steel, any reduction in 
component size translates into substantial 
savings in weight. Three components in 
particular for which savings in size/weight 
have been identified are the desiccant 
cartridge, the acetone source, and the 
interface between the IMS cells and the semi- 
permeable membrane. 

Theories Of Operation 

IMS 

Both IPDS and SCAMP use IMS drift 
tubes as the central sensing element of the 
detector. In an IMS drift tube, ion clusters 

are created in the ionization region and 
then admitted to the drift region by a 
voltage pulse applied to the gate elec- 
trodes ("gate pulse"). Different ionic 
species are then separated by their 
mobilities in the uniform electric field of 
the drift region. For an ion in the drift 
region, mobility is defined in Equation (1) 
by the relation: 

V, = K * E (1) 

where Vd is the magnitude of the drift 
velocity, E is the electric field strength, 
and K\s the mobility. 

When defined by Equation (1), the 
mobility seems simple enough.  How- 
ever, in terms of fundamental 
quantities such as ion charge, mass, 
temperature, and pressure (of the 
"bath"  gas), K is not a simple function. 
In practice, limiting cases must be 
considered and some simplifying 
assumptions applied in order to 
calculate K.  In the weak field limit, for 
an ion of charge e, at a (fixed) tempera- 
ture T, K is related to the diffusion 
coefficient D as in Equation (2): 

K = (eD/kBT) (2) 

where kD is Boltzman's constant. K and D are 
a 

unique for a given fixed temperature combi- 
nation of ion and neutral gas.  The weak field 
limit is defined as the electric field strength 
being such that ions do not acquire velocities 
well above their thermal velocities; or, in 
other words, only a few collisions are nor- 
mally needed for the ion to reach thermal 
equilibrium with the neutral molecules. The 
weak field limit is the condition normally 
found in IMS cells. 

Much of the fundamental physics and 
chemistry of ions moving through a neutral 
gas can be learned from measurement of 
mobility. A basic expression of the mobility 
for an ion of mass m and charge e, moving 
through a bath of neutral molecules of mass 
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Afand number density N, is given by Equation 
(3):IU2 

K= (3e/l6N)(2^//<kBTR.)1 

x[(l+a)/(coDTff)] (3) 

where fi = mMI {M+ njj is the reduced mass of 
the ion-neutral collision pair, Teff is the 
effective temperature of the ions, 00D is the 
collision cross section, and CX is a correction 
factor (generally less than 0.02 for m > M). 
The collision cross section, CO , depends on 
the model chosen for the ion-neutral interac- 
tion potential, and much work has been done 
in analytical applications of IMS measuring the 
mobility experimentally to evaluate the validity of 
different models of the ion-neutral potential. 

In the application of IMS to detection of 
chemical warfare agent vapors, what is, in 
effect, a measurement of the mobility is used 
to identify the chemical species present in the 
air being sampled. The raw data produced are 
in the form of an ion chromatogram—that is, 
ion current as a function of time measured 
from the gate pulse admitting the ion clusters 
into the drift region of the IMS cell.  Since the 
electric field strength and the length of the 
drift region (and hence Vd) are known 
quantities, from Equation (1) one can see that 
each peak in the chromatogram (IMS signa- 
ture) corresponds to a unique value of the 
mobility. The ion drift times (mobilities) 
compared to signatures taken from known 
samples stored in a library in the detection 
algorithm are the data used to make an 
identification of the chemical warfare agents. 

CCD Video/SALAD 

SALAD images the stains produced on 
M8 paper by collecting spectral image data 
from the illumination intensity received by the 
CCD sensors. The CCD comprises systemati- 
cally arranged metal oxide semiconductor 
(MOS) capacitors. The MOS capacitors are 
divided into two sections:  the photo sensor, 
which converts incident light into charges (and 
accumulates charge), and the charge transfer 

section, which transfers those charges (gener- 
ating the raw signal). The sensor gate pulse 
determines the timing at which the charges 
transfer from the MOS capacitors to the 
vertical registers of the scanner. When the 
photo sensor is emptied of charge, it begins 
again accumulating charge from the effect of 
incident light.   Because of this, the output of 
the CCD is proportional to the product of 
incident light intensity and accumulation time. 

After an incident chemical agent (or 
simulant) falls on the exposed paper detection 
medium, the detector unit scans the paper by 
scrolling it through the field of view of the 
CCD devices as described previously. The 
output of the illumination source is filtered 
through a color wheel that resolves the visible 
(460 nm to 700 nm) white light into 12 
spectral bands at 20-nm intervals. The CCD 
charges induced by each of the 12 spectral 
bands are collected, digitized, and compared 
to a library of spectral data for each known 
agent (or simulant).  Upon detection of agent 
or simulant, an alarm signal is sent to the 
remote control/display units. 

Control of the camera, illuminator, and 
paper scrolling mechanism is done through a 
commercial off-the-shelf (COTS) input/ 
output (I/O) with customized drive circuitry. 
A COTS frame grabber converts the image 
data to a digital signal, and a COTS processor 
board processes the image data for spectral 
content.   Two factors driving the choice of 
processing technology to use are the sampling 
rate of the "real world" analog signal and the 
amount of signal processing required to 
produce the desired output or decision. 

The sampling rate must be greater than 
the Nyquist rate. The Nyquist rate is defined 
as two times the bandwidth of the signal. 
Bandwidths for many standard signals are 
well-known, such as for voice or video. 
Unknown bandwidths can be determined 
using a spectrum analyzer or by performing a 
Fourier transform on a time-domain signal. 

The faster data is digitized, the more 
rapidly that data needs to be stored, either 
temporarily in a buffer or more permanently 
to random access memory (RAM) or disk. 
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Temporary data storage time depends primar- 
ily on the speed of the processor. Many 
processors clock in 100 MHz or more.  If 
data is transferred every clock cycle on a 
32-bit wide bus, then four 8-bit wide bytes of 
data can be moved every 10'8 second or 4 MB 
in 1 second into the buffer, assuming the 
buffer has 4-MB capacity. 

Permanent data storage is usually more 
limited by backplane speed than processor 
speed. The backplane contains the data 
highway that connects the components 
located on different printed circuit boards. 
This data highway is called a bus.  Some 
common bus architectures are the standard 
16-bit Industry Standard Architecture (ISA) 
and 32-bit Enhanced Industry Standard 
Architecture (EISA) buses that are used in 
the desktop computer.  Throughput on these 
buses is about 8 MHz. 

The new standard Peripheral Component 
Interconnect (PCI) bus, which is an upgrade 
for the desktop computer, is 32-bits wide and 
has a current 32-MHz throughput, although 
the specification for PCI allows for clock 
speeds up to 66 MHz.  This is the fastest bus 
on the market, and many vendors are now 
offering COTS analog-to-digital conversion 
boards for audio and video as well as for 
more generic applications. 

The Versa Module Eurocard (VME) bus 
has a 16-MHz system clock and is 32 bits 
wide. VME is available in a ruggedized 
version but tends to be a larger overall system 
because of its board size. 

The Standard (STD) bus and STD 32 
have 8-MHz throughput, but the overall 
system, including card cage and power supply, 
is relatively compact. 

The second consideration in the choice 
of technology is the algorithm or data 
processing requirement, including I/O, such 
as serial data or motor control.  The micro- 
processor is the engine to do these tasks. The 
time needed to run a particular algorithm 
depends on processor speed as well as 
instruction cycle time.  Processors vary not 
only in how fast they run (25 MHz, 33 MHz, 
66 MHz), but also in how many cycles it takes 

to do a particular task.  If greater processing 
speed is required, a second processor board is 
sometimes added, or a processor is specially 
designed for the task at hand.  For example, 
the TMSC320CX is a popular processor 
designed specifically for digital signal process- 
ing. 

The SALAD design relies heavily on 
COTS components:  the result is a system 
that will cost less and ultimately reach the 
fleet in a more timely manner. 

Future Improvements/Capabilities 

Standoff chemical detection will be 
addressed by CARDS. CARDS is intended to 
be an automated detector that will be sensi- 
tive to both nerve and blister chemical 
warfare agents.  Some technical parameters of 
this system are still being determined; a 
passive infrared sensing (or imaging) detector 
is planned as the heart of the system.   If it is 
practical to include imaging in this system, the 
system will be open to multiple uses (surface 
surveillance, mines, swimmers, and others). 

Fixed-point chemical vapor detection will 
be addressed by IPDS. As mentioned above, 
IPDS has passed Milestone III, and delivery 
of the first production units is anticipated for 
FY97.  IPDS was designed to be a direct 
replacement for CAPDS, and the first ships 
equipped with IPDS will be those with 
existing CAPDS installations. As IPDS 
replaces CAPDS, it will add the capability of 
detecting blister as well as nerve agents with 
improved sensitivity (0.1 mg/m3 for G-series 
nerve agents with IPDS as opposed to 
0.3 mg/m3 for CAPDS) and a reduced false 
alarm rate. 

Fixed-point liquid agent detection will be 
addressed by SALAD. This type of detection 
will constitute a new capability, as there is 
currently no system on U.S. Navy ships to 
perform this task. 

Compartment monitoring and survey will 
be addressed by SCAMP. As opposed to the 
M256 kit, SCAMP will provide a much more 
timely (under 1 minute) and sensitive 
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(0.1 mg/m3 for nerve, 10 mg/m3 for blister) 

analysis of the air inside enclosed spaces in 

the ship.  If fitted with a heater attachment, it 

will also provide a rapid reading of surface 
contamination. 

Conclusion 

Figure 4 shows the projected time line 

for development of CBR protection and 

detection systems through 2001.  The detec- 

tion of chemical and biological warfare agents 

(in a maritime environment) presents unique 

challenges, both to the basic technology 

employed and from the standpoint of 

systems engineering.  Instruments that were 

previously found only in the laboratory (or in 

the case of biological agents, where no single 

instrument existed to do the job) must be 

ruggedized to stand up to a very harsh 

environment while maintaining a high level of 

sensitivity and accuracy.  Starting with mature 

technologies, making use where practical of 

COTS technology, and making testing an 

integral part of the development process, 

detection systems that are highly reliable, 

sensitive, and accurate are being successfully 

developed and fielded. 

References 

1. Surface Ship Survivability, Chief of Naval 
Operations (N86D), NWP 62-1 Rev D, 
Jan 1993. 

2. Naval Ships Technical Manual, Chapter 470, 
"Shipboard BW/CW Defense and Counter- 
measures," S9086-QH-STM-000/CH-470, 
1 Sep 1991. 

3. Chemical Biological and Radiological Defense fir 
Surface Ships, Chief of Naval Operations 
(Nil), NTPX-00-8201B, 7 Aug 1992. 

4. Byrne, J.A., Evaluation of the Interim Biological 
Agent Detection System (IBADS) From September 

1993 to April 1994, NSWCDD/TR-95/147, 
Dahlgren, VA,Junl995. 

120 ■ NSWC Dahlgren Division Technical Digest 



Shipboard Chemical Warfare Agent Detection 

5. Pompeii, M.A.; Fitzgerald, Jr., R.A.; Johnson, 
G.P.; Driscoll, D.C.; and Machlinski, K.J., 
Developmental Testing (DT-IIB) of the Improved 
(Chemical Agent) Point Detection System (IPDSJ, 
NSWCDD/TR-95/118, Dahlgren, VA, 
Jul 1995. 

6. Fitzgerald, Jr., R, Test Report for Improved 
(Chemical Agent) Point Detection System Advanced 
DevelopmentModel1, Naval Surface Warfare 
Center, Dahlgren, VA, NSWCDD Letter 
Report to NAVSEA 05R14, 23 Aug 1991. 

7. Fitzgerald, Jr., T; Driscoll, D; and Johnson, 
G., Developmental Testing, Phase IIA (Shipboard) 
of the Improved (Chemical Agent) Point Detection 
System Engineering Development Model 1, 
NSWCDD/TR-93/217, Dahlgren, VA 
24 Mar 1993. 

8. Technical Manual fir Improved (Chemical Agent) 
Point Detection System (IPDS), Description, 
Operation, and Maintenance, 
S9437-A8-MMM-010 (Draft), 7 Apr 1994. 

9. Training Module, Improved Point Detector System 
(IPDS) (Draft), Chief of Naval Technical 
Training (Nil), NTPX-00-8201B, 
7 Aug 1992. 

10. Byrne, J.A., Shipboard Chemical Agent Monitor 
Portable (SCAMP) Design Analysis, 
NSWCDD/TR-93/121, Dahlgren, VA, 
Mar 1995. 

11. Eiceman, G. and Karpas, Z., Ion Mobility 
Spectrometry, CRC Press, Ann Arbor, 1994. 

12. Mason, EA. and McDaniel, E.W., Transport 
Properties of Ions in Gases, John Wiley & Sons, 
New York, 1987. 

The Author 

Daniel C. Driscoll 

DANIEL C. DRISCOLL graduated from Syracuse University 
in 1979 with a B.S. in physics. After graduate studies at 
Northeastern University and three years working in industry in 
the area of thin film deposition and characterization, he 
resumed graduate studies at Syracuse, receiving an M.S. in 
physics in 1986 and a Ph.D. in chemical physics in 1987. He 
was an Office of Naval Technology (ONT) postdoctoral fellow 
at the Naval Research Laboratory for three years, during 
which time he worked in the areas of plasma and combustion 
chemistry. He joined NSWCDD in 1991 and works in the 
Systems Research and Technology department; his main 
area of effort has been the development of sensors for 
chemical warfare agents. He was involved in the 
development and testing of IPDS. He is currently the 
technical point-of-contact for the Navy in the Lightweight 
Standoff Chemical Agent Detector (LSCAD) program, a joint 
program to develop, test, and field a passive infrared remote 
detector for chemical warfare agents. If successful, this 
program will provide a standoff chemical agent detection 
capability to surface combatants and overseas port facilities. 

1996 Issue: Expeditionary Warfare- 121 



Using Fractal Features to 
Perform Automated 
Detection of Mines in 
Cluttered Sonar Images 
Susan M.Tuovila and Susan R. Nelson 

Recent changes in global political and military climates have resulted in a 
restructuring of the Navy's priorities, in particular, a shift in emphasis from open 
ocean warfare to coastal operations. Mine countermeasures (MCM) operations, 
including reconnaissance, mine hunting, and mine clearance, are a crucial part 
of maintaining coastal security and protecting naval assets. To support these 
missions, there has been a drive to produce more effective tools for the detection, 
classification, and identification of mines. The automated target recognition 
problem is twofold: the classification of minelike targets, and the rejection of 
false targets. An automated algorithm has been developed to perform both target 
classification and clutter rejection in side-scan sonar images. This fractal-based 
analysis (FBA) algorithm produced a minelike target classification rate similar to 
human operators; a low false target rate was also achieved through the success- 
ful identification and rejection of image clutter. 

Background 

Because of recent changes in global military conditions, there has been a 
shift in emphasis in naval readiness from open ocean warfare to coastal warfare. 
Preparing for conflicts in the shallow-water coastal regions of the world necessi- 
tates the development of strategies for covert coastal surveillance and location of 
ordnance in shallow coastal waters. The recent conflict in the Persian Gulf 
underlined the importance of MCM effectiveness to protect Navy assets and 
allow for zone clearance in preparation for amphibious assault missions.1 In 
addition to new mission needs, the continuing drive to achieve higher area 
coverage rates during MCM operations and the expanding use of remotely 
operated vehicles have promoted a growing need for computer-automated 
detection of sea mines, especially in the noisy shallow-water domain. Because the 
shallow domain contains high levels of both physical bottom clutter and rever- 
beration (image clutter), the identification of clutter is a necessary part of the 
automated target recognition process. Although the classification of minelike 
targets is obviously important, the principal problem in MCM operations is the 
elimination of false targets.2 

Introduction 

The classification algorithm developed at the Naval Surface Warfare 
Center, Dahlgren Division (NSWCDD), Coastal Systems Station (CSS) is an 
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FBA algorithm3,4 that uses fractal characteris- 
tics to differentiate between minelike targets, 
image background, and image clutter in side- 
scan sonar images. The image clutter may 
represent physical bottom clutter or may be 
other types of image clutter, such as rever- 
beration, high gain, and noise components, 
created by sonar data collection and process- 
ing procedures. Many naturally occurring 
phenomena, including topological features 
and noise signals, have been successfully 
modeled using fractals.5 Manmade structures, 
which typically consist of Euclidean shapes, 
do not have fractal characteristics and can, 
therefore, be distinguished from natural 
structures. This methodology shows promise 
for successfully differentiating minelike 
targets from the sea bottom and noise in 
sonar images. 

A fractal set, process, or surface is one in 
which the effective, or fractal, dimension is 
greater than the topological dimension and is 
not constrained to be an integer. As well as 
being characterized by real-valued fractal 
dimensions, fractal surfaces also possess the 
qualities of irregularity and self-similarity. 
Irregularity means that the surface cannot be 
defined by smooth boundaries, and so the 
area of the surface cannot be exactly mea- 
sured or calculated.  Self-similarity means 
that, over some range of measurement scales, 
each scaled piece of the surface displays the 
same form as the whole surface; that is, the 
appearance and statistical properties of the 
surface do not appreciably change. One 
often-cited, naturally occurring example is the 
jagged coastline, any magnified segment of 
which is similar to another segment on 
another scale. The measured length of a 
segment of an irregular coastline is depen- 
dent on the resolution of the measuring 
instrument.  It should be noted here that any 
naturally occurring phenomenon is not 
exactly fractal, but can be expected to contain 
both random and nonfractal components. 
However, it may be properly analyzed by its 
fractal properties if, over some appropriate 
range of measurement scales, the requirement 
of statistical self-similarity is fulfilled. 

Measurement of Fractal Dimension 

There have been a variety of methods 
devised to calculate fractal dimension. Most 
involve the measurement of the slope of some 
empirically derived function that describes 
jaggedness (in one-dimensional cases), texture 
(in two-dimensional cases), or "bumpiness" (in 
higher dimension cases).  For the two-dimen- 
sional case of sonar images considered here, 
larger slopes infer greater variation in acoustic 
pixel intensity that would result in an increase in 
the calculated fractal dimension value for an 
image area. Many methods of determining 
fractal dimension are not well suited for use on 
sonar images, which have many gray-level values 
(in our case, 256) and few structures easily 
definable as sharp edges. The method used for 
this study was the 3-D method.6 This method is 
based on the proposition that an images 
intensity variations are a good reflection of the 
roughness of the imaged surface and that, if the 
surface has fractal characteristics, then so will 
the image. To calculate fractal dimension, an 
image area was covered with rectangular boxes, 
and the pixel intensity for the image area was 
then analyzed box by box. 

A two-dimensional image actually has two 
calculable fractal dimensions, one for each of its 
two topological dimensions. These two fractal 
dimensions correspond to the average variation 
in texture, or pixel intensity, in the x and y 
directions. Also, one average fractal dimension 
for the whole image region may be calculated. 
Each fractal dimension over a given image area 
should have a value between 2 and 3 for a two- 
dimensional image. Although an actual portion 
of sea bottom has a third topological dimen- 
sion, measuring the height of structures above 
the bottom, a side-scan sonar image maps the 
bottom with a two-dimensional acoustical 
"snapshot."  This snapshot reduces geographi- 
cal information, as well as target echoes and 
sonar-related acoustical phenomena, such as 
speckle and reverberation, into a single pixel 
intensity for each bottom portion. 

The fractal dimension represents how pixel- 
intensity statistics within an image area change 
with changing image resolutions, that is, the 
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degree of self-similarity over different measure- 
ment scales. The statement of self-similarity is 

£(|A/J)    ||Ax|-"=£(|A/Al=1|),      (1) 

where E{ |A7 |) is the expected value of the 
change in intensity over Ax pixels, and | Ax| is 
the norm of the «-dimensional vector Ax.   If 
statistical self-similarity exists, then there is a 
real value of H for any given image region. 
Analysis of background areas in our side-scan 
sonar images indicates that self-similarity 
does exist over a range of measurement 
scales. Equation (1) may also be used to 
determine the value of H. Solving for H 
yields 

H = 
logfEJAI^Dj-logfEflAI^I)) 

(2) 
log  Ax 

H may be thought of as a persistence factor, 
with larger values of H corresponding to 
smoother surfaces.  The fractal dimension, 
Df, is 

H = 3-H Df = (D, + 1) 

where D is the topologic J di.   ension of an 
image.  Equation (3) is b; sed on the defini- 
tion of fractional Browni in n   >tion. A 
fractional Brownian pro_ *ss, iyx), is one in 
which, for all x and Ax, 

(3) 

Pr 
I(x + Ax) - /(x) 

<y 
Ax 

= F(y)  (4) 

where F(y) is a cumulative distribution of a 
random variable y, and 0<H< 1. The increments 
of/are said to be statistically self-similar with 
parameter H; that is, 

I(x) - I(x0) and 
I(rx)-I(x0) 

(5) 

have the same statistical characteristics. 
In practice, the size of the image area used 

to calculate fractal dimension will have an effect 
on the resulting dimensional value. With small 
areas, the small number of points on which to 
perform the regression will allow noise compo- 

nents, such as image speckle and quantization 
noise, to have a significant effect on the calcu- 
lated slope. Using larger areas will reduce the 
noise effect but will also introduce smoothing 
of roughness characteristics within the area. 

Application to Sonar Images 

A side-scan sonar is an active sonar that 
projects a beam, or beams, perpendicular to the 
direction of motion of the sensor platform 
Each sonar transmission, or "ping," ensonifies a 
bottom segment that is narrow in the along- 
track (ping) direction and wide in the range 
dimension. An image of the sea bottom is 
formed as the sonar platform moves forward. 
The resulting image is composed of gray-scale 
pixels; the area of sea bottom represented by 
each pixel depends on sonar design parameters 
and sampling rates. Pixel resolutions in the 
range and ping dimensions need not be the 
same. An example of a side-scan sonar image is 
shown in Figure 1. As sonar images go, this is a 
very "clean" image; that is, it is relatively free 
from system noise, gain saturation, bottom 
clutter, motion distortions, and acoustic anoma- 
lies. Also, it is a good image for study because it 

Figure 1. Side-scan sonar image 
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has three well-defined targets that display both 
strong highlights and good shadows. This 
image was taken using a side-scan sonar with a 
variable aperture that produced constant 
resolution in the range dimension. Each 
element has two vertical segments. The top 
segment has a wide beam to cover the near- 
range area. The bottom segment has a narrow 
beam; when sufficient time has elapsed for this 
beam to reach the sea bottom, this segment is 
activated to ensonify farther ranges, and the 
wider segment is turned off. Each sonar image 
contains 512 range samples, 420 pings, and 256 
gray levels. 

Although a side-scan sonar images a sea 
bottom that may be fractal in nature, the image 
itself will always contain nonfractal features that 
stem from recording and displaying processes. 
The image in Figure 1 displays qualities typical 
of side-scan sonar images. The path of the 
sonar platform runs vertically up the left side of 
the image. Scanning the image from left to right 
(near range to far range), a series of vertical 
bands can be seen. The first dark band is the 
sonar return from the water volume. This is 
followed by a bright band that represents the 
first bottom return. The bright and dark bands 
following this are caused by ripples in the 
vertical beam pattern of the wide beam seg- 
ment. Notice that these bands are not straight 
lines from the bottom to the top of the image, 
but have areas of curvature. The curves 
indicate motion deviations from a straight-line 
path of the sonar platform The motion 
deviations are very small in this image. The dark 
area following these narrow bands shows signal 
attenuation with range for the wide-beam 
segment. The narrow segment is activated at 
about one-third of maximum range, and its 
signal attenuates to low levels at maximum 
range. This is a beamformed image to which 
both time-varying gain (range direction) and 
automated gain control (ping direction) signals 
have been added. The targets lie in an area of 
relatively high gain. 

Figure 2 shows the same sonar image as 
shown in Figure 1 after it has been background- 
normalized. The goal of background 
normalization is to remove artifacts—such as 

Figure 2. Background-normalized image 

signal attenuation with range, effects of gain 
functions, and transient events—while retaining 
target highlights and shadows. Before a series 
of images can be productively analyzed by 
automated computer algorithms, it is necessary 
to imbue the images with a consistent back- 
ground-intensity distribution against which 
targets can be compared. The normalization 
algorithm applied here is part of the Iterative 
Statistics Algorithm (ISA) developed at 
NSWCDD CSS. It uses running arithmetic 
means in both the range and along-track 
dimensions to produce a background- normal- 
ized image; it was developed with the purpose 
of reducing background variation without 
significandy degrading small targets. 

Three features of these images are of 
particular interest and relevance as to their effect 
on the fractal nature of the sonar image. 

First, because images were produced using 
a narrowband sonar, there is a high level of 
random speckle in the image that represents 
areas of constructive and destructive interfer- 
ence of the sonar returns. This speckle acts as a 
random noise signal that overlays the fractal 
characteristics of the physical sea bottom, and it 
has the effect of increasing fractal dimension 
values. 
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Fractal Dimension In An Image 

Second, a quantization noise signal is 
produced during the analog-to-digital conver- 
sion process when an analog voltage is 
converted to a digital (integer) pixel intensity. 
This signal is not of significant magnitude in the 
images shown because 256 gray levels were 
sufficient to cover the dynamic range of the 
sonar signals. 

Third, the background-normalization 
procedure can be expected to have a signifi- 
cant effect on the fractal qualities of an 
image.  Because normalization imposes 
regularity of background intensity on an 
image, it is by definition not a fractal process. 

Three important points should be made 
about the analysis of images using fractal 
features. 

First, because the fractal dimension 
relationship shown in Equation (3) is based 
on a Brownian signal, when attempting to 
compare two image areas using fractal 
features, the calculated features indicate not 
only the difference in texture between the two 
areas, but also how much the underlying 
spectral structure of each area differs from 
Brownian, or \lf2, noise. 

The second important point to remem- 
ber when applying fractal methods to actual 
images is that sonar and other types of 
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Figure 3. Imaged minelike target (Zoom = 8) 
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Figure 4. Fractal dimension across a 
background area 

images contain speckle, nonlinear gain 
adjustments, and other imaging effects 
resulting from the type of sensors and 
displays used to form the images. The 
statistical structure of these "noise" compo- 
nents will have a direct, and sometimes 
significant, effect on the calculated fractal 
features. Moreover, different fractal methods 
will be affected differently, depending on the 
underlying assumptions made by each 
method. 

Finally, the fractal dimension value for each 
image area will depend on the extent to which 
that area has fractal characteristics. 

Figure 3 shows a magnified image that 
contains the bottom-most target from Figure 2. 
Low pixel values in the target highlight and high 
values in the shadow indicate the level of 
speckle contamination. Some of the pixels in 
this background are of sufficiendy high intensity 
to be classified as target highlight pixels. This 
figure demonstrates the difficulty of developing 
detection/classification features, from any target 
classification model, that will differentiate target 
highlights, target shadows, and nontarget areas. 
Figure 4 shows the variation in fractal dimen- 
sion across a horizontal slice through an area of 
background. In this and the next figure, the 
x-axis is a neighborhood of range cells from the 
sonar image and the y-axis is fractal dimension. 

23. 
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■ Using Fractal Features to Perform Automated Detection of Mines in Cluttered Sonar Images 

Fractal Dimension In An Image 
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Figure 5. Fractal dimension across a 
strong target 

Figure 5 shows the variation in fractal dimen- 
sion across a horizontal slice of image 
containing the bottom-most target in Figure 2. 
The two dips in Figure 5 represent the acoustic 
highlight followed by the target shadow. 

Automated Target Detection 
Methodology 

Sonar images contain a number of charac- 
teristics, derived from sonar-design attributes, 
image-display practices, and acoustic transmis- 
sion effects, that complicate the process of 
automated target recognition. 

First, the probability of successful target 
recognition is limited by the number of image 
pixels that constitute a target highlight. Because 
sea mines are relatively small objects, the entire 
target highlight may comprise only one to three 
dozen pixels, far fewer than available in typical 
radar and electro-optic images. The small 
number of pixels on target also limits the 
amount and types of processing that can be 
performed on an image, because any smoothing 
or averaging process will partially smooth out 
the target as well. 

Second, because side-scan sonars typically 
have narrowband projectors and receivers, there 
is a high level of random speckle in the resulting 

images This random speckle has the effect of 
obscuring targets by lowering the signal-to-noise 
ratio of target highlights and shadows. 

Third, side-scan sonars tend to have narrow 
beam apertures to achieve adequate resolution. 
This narrow beam produces good forward 
reflection off angled targets, so at some target 
angles, not much signal energy gets reflected 
back to the sonar receiver. This produces an 
imaged target (a) defined mostly by its acoustic 
shadow and (b) possessing only a small or weak 
highlight. It is very difficult to achieve auto- 
mated detection of target shadows because the 
shadow is embedded in the background, and 
both shadow and background are contaminated 
by speckle. Shadow-to-background pixel 
intensity ratios are typically much smaller than 
highlight-to-background ratios. 

A set of fractal features was derived to 
characterize areas within an image by converting 
a side-scan sonar image to a corresponding 
fractal dimension image, then performing a 
series of windowing, filtering, and thresholding 
operations. Figures 6 and 7 show the resulting 
fractal dimension images for two different box 
sizes. Using a small box retains much of the 
speckle that contaminated the original image, 
but also retains the targets Using a bigger box 
reduces the level of both the speckle and the 
targets. Both of these box dimensions, as well 
as the magnitude of their difference, are useful 
features. If the two box sizes yield much the 
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Figure 6. Small box fractal dimension 
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Figure 7. Big box fractal dimension 

same value of dimension, that is an indication 
that the sonar image in that area is fairly uniform 
and, so, is probably a background or other 
nontarget area because the small box dimensions 
were set at sizes sufficient to include targets of 
interest. 

Once an image area has been identified as an 
area of interest by a detector, that area is 

characterized by the calculation of higher-order 
fractal features.  For illustrative purposes, an area 
of background is analyzed in Figure 8. In this 
figure, the center point in range is identified with 
a black circle. A window is formed around this 
point, and the fractal features within this window 
are compared to those in adjacent image win- 
dows. The fractal dimension is calculated about 
those points denoted by the four empty circles. 
For the three windows in a background area, the 
small-box fractal dimension has virtually the 
same value (about 2.95) at all four points of 
measurement. This large value represents the 
high level of speckle produced in images taken 
with this sonar. The difference, FDIF, between 

the big-box and small-box fractal dimensions is 
near zero. The average slope is also small, as 
positive and negative fluctuations in background 
intensity and speckle are about equal in magni- 
tude. Other fractal features calculated for these 
windows also have either identical or very similar 
values. 

Figure 9 shows an analysis of the image area 
around the same strong target previously 
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discussed. The large dip in the center window 
represents the target highlight, and the smaller 
dip just beyond it is the target shadow. This 
figure immediately makes apparent the difficulty 
of detecting even a strong shadow because of 
its small size. The strong, stable highlight, 
however, stands out clearly. The center window 
has a small-box fractal dimension about 0.18 
smaller than the adjacent windows. Also, the 
difference between the big and small box 
dimensions is about six times higher for the 
center window than in the adjacent windows. 
The average slope and other calculated fractal 
features are also significantly different. 

All the analysis in the previous sections has 
been performed on the image in our data set 
with the least noise and motion, the strongest 
targets, and no bottom clutter. Images that have 
less desirable characteristics make the job of 
target detection and classification much harder. 
The presence of image clutter is particularly 
troublesome because the clutter typically 
produces a high false target rate (FTR). 
Figure 10 shows an image with heavy clutter 
that represents physical debris.  In general, the 
more complex and problematic the image, the 
more high-order fractal features are required to 
successfully identify both targets and clutter. 

Results 

Sixty images were analyzed using an FBA 
target classifier. Target detection was performed 
using the ISA, which identified image areas of 
possible interest and passed the center coordi- 
nates (x ,y) of each detection square to the 
FBA classifier. The 60 sonar images were 
assigned to two groups:  a 30-image training 
set and a 30-image testing set. The training 
set was used to develop successful image 
analysis techniques and to set target classifica- 
tion thresholds. This training set was 
analyzed multiple times until optimum results 
were obtained. The resulting classification 
scheme was then applied to the testing set. 
FBA-classified targets were then compared to 
a list of sanctioned targets whose locations 
were known from groundtruth taken during 

Figure 10. Highly cluttered image 

the sonar test. A very conservative approach 
was taken to calculating probability of 
detection/classification (PDPC) scores. An 
imaged object was considered a minelike 
target if it was on the list of sanctioned 
targets, regardless of the size or strength of 
its acoustic signature within the image. 
Likewise, an imaged object was considered a 
false target regardless of its imaged appear- 
ance if it was located in an area for which 
there was no available groundtruth. 

Classification thresholding for detected 
objects was done in three stages:  (1) mini- 
mum thresholding for object acceptance, (2) 
thresholding for minelike target classification, 
and (3) identification of clutter. Values of 
the calculated fractal features were highly 
consistent with the visual appearance of the 
imaged object.  Strongly minelike targets had 
feature values well different from the thresh- 
old values, whereas weak or small targets had 
values close to the thresholds.  Known targets 
(from the groundtruth target list) that were 
not classified as minelike were weak targets. 
This analysis was also successful in discrimi- 
nating against clutter.  Most of the false 
targets classified in images containing target 
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fields were actually field markers, such as 
buoys and icosahedrons.  False targets 
classified in cluttered images were typically 
isolated bright highlights that were separated 
from an extended highlight structure. 

The resulting training set PDPC was 0.78, 
and the FTR was an average of 1.7 false 
targets per image. The testing set results were 
a PDPC of 0.72 with an FTR of 1.6 per 
image. The training set of images was shown 
to four human operators, who were assigned 
PDPC and FTR scores by comparing their 
list of targets to the sanctioned target list. 
The operator who achieved the best PDPC 
score on the training set was also shown the 
testing set. A comparison of performance 
scores for tested operators and the fractal- 
based analysis procedure are presented in 

Table 1. 

Conclusions 

The fractal features of a side-scan sonar 
image can be used to distinguish minelike 
targets from nontarget areas. For the image set 
studied, FBA achieved PDPC scores compa- 
rable to the average human operator. FTRs 
were higher than for human operators. The 
higher FTR appears to be mostly due to the 
classification of false targets that lie isolated 
from, but are part of a larger area of bottom 
clutter or reverberation. These types of false 
targets are easier for human operators to reject 
because the targets can be visually examined 

in the larger context of the whole image. 
Also, the human operators learned not to 
accept field markers as minelike targets. 

The automated target recognition task is 
more difficult for images that contain motion 
distortions, heavy clutter, gain saturation, or 
other noise problems.  Its success also 
depends on the achievable resolution of the 
sonar, how many pixels comprise a minelike 
target, and the number of gray levels allow- 
able in the image. The use of FBA of sonar 
images is likely to be most successful at target 
classification, with the minimum achievable 
FTR, when used in conjunction with other 
signal and image processing modules, such as 

neural networks, which can mimic the human 
process of acquiring experience. 

Increasingly sophisticated image process- 
ing techniques, such as FBA, and the 
increasing speed of hardware processors, give 
promise of advancing the state of the art in 
automated target recognition.  In practice, 
these techniques will always be limited by the 
quality of the image, which is, in turn, limited 
by the resolution and stability of the sonar. 
Also, sonar signal processing techniques used 
during data collection are now geared toward 
producing an image scaled for human display. 
This practice usually results in images that 
have been scaled and clipped to produce very 
bright target highlights and correspondingly 
brighter shadow areas. Storage of signal data 
before it has been rescaled for human display 
would provide a more suitable image with 
greater dynamic range for computer analysis. 

Table 1. Performance Scores for FBA Classifier 

COMBINED SETS TRAINING SET TESTING SET 

OPERATOR 
AVERAGE1 

BEST 
OPERATOR2 FBA3 FBA3 

PDPC .71 .85 .78 .72 

FTR 
(per image) 

.75 .72 1.7 1.6 

1 Four operators were used for the training set, one for the testing set. 
2 The best operator from the training set was used for the testing set. 
3 Fractal-Based Analysis, (see 1&2) 
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Using Fractal Features to Perform Automated Detection of Mines in Cluttered Sonar Images 

Also, the ability to successfully process sonar 

images for target detection is greatly en- 

hanced by proper site groundtruth; that is, by 

recording environmental, target, operational, 

and other supplementary data at the same time 

as sonar data are collected.7 
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High Resolution Array 
Processing for the High 
Area Rate Reconnaissance 
Side-Look Sonar 
Jo Ellen Wilbur, Christopher A. Sermarini, R. Lee Thompson, and 
James F. Bryan 

The High Area Rate Reconnaissance (HARR) side-look sonar (SLS) contains 
a periodically spaced, real receive array designed for detection and classification 
of bottom and close-tethered mines.  The work reported here is taken from an 
examination of the utility of high resolution array processing (HRAP) and noise 
reduction techniques as related to the HARR SLS. Issues specific to the SLS and 
its operational requirements greatly impact the applicability of different HRAP 
methods to the SLS. The HARR SLS is an imaging sonar whose primary noise 
contribution is bottom backscatter. It is an oversampled, filled array that 
operates in the near-field Fresnel zone of the array.  Very high resolution, model- 
based or autoregressive (AR) array processing techniques have limited use in 
the HARR SLS.  The overlapped-subarray correlogram (OSC) and the minimum 
variance distortionless response (MVDR) processors each have advantages; 
however, their correlation matrices must be defined to maximally decorrelate 
noise while simultaneously maintaining range and cross-range resolution.   The 
work presented here concentrates on a relative comparison in resolution and 
noise reduction between Fast Fourier Transform (FFT) beamforming and the 
OSC, MVDR, and AR processors. 

Introduction 

Much research has been done in the area of array processing; however, 
most of the work has focused on arrays that satisfy conditions that typically 
are not satisfied by mine-hunting sonar. Since mine-hunting sonars are 
active, noise can consist of bottom reflections, surface reflections, and 
volume reverberation, each correlated to the transmit signal, as well as 
thermal noise that is not correlated. Many of the usual assumptions funda- 
mental to sophisticated array processing algorithms (for example A./ 2 
element spacing, constant angle resolution, uncorrelated Gaussian noise, and 
far-field operation) do not apply to the SLS. Relative performance of array 
processing algorithms frequently focuses on bearing resolution between 
targets at a fixed range. The SLS is an imaging sonar in which range resolu- 
tion is also a factor. Issues specific to mine-hunting sonar gready impact the 
type of array processing that has potential for the SLS. The SLS is designed 
for bottom and close-tethered mine detection and classification; because the 
dominant source of noise is bottom reflections, the noise is correlated to the 
transmit signal.  Consequently, the gain in resolution obtained from array 
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processing methods applied to SLS stave data 
can be shown to vary with bottom type. In 
fact, without proper modification, some high 
resolution array processors could actually 
yield a lower resolution than conventional 
beamforming in, for example, the case of a 
gravel bottom. These same processors would 
produce extremely high resolution when 
operating over a mud or silt bottom. 

Designed for operation in the near field, 
the SLS is a variable-length aperture, line 
array of contiguous filled elements, with 
spacing between element centers on the order 
of 27"k.   It is an imaging sonar designed for 
detection and classification of bottom and 
close-tethered mines. This makes model- 
based high resolution array processing 
methods limiting for the SLS. Furthermore, 
in the array processor, the correlation matrix 
must be modified to achieve an improvement 
in cross-range resolution without imposing 
any degradation in range resolution. 

The periodic real array was chosen as a 
basis for the SLS design because of its 
versatility and relative tolerance to platform 
motion.  That is, roll, pitch, and yaw will 
affect all the array elements uniformly. The 
array is 3.8 m comprising 38 contiguous 
10-cm elements. The projector pattern in the 
horizontal plane is formed by a four-element, 
bizonally shaded, 14.24-cm long, half-cylinder 
array.  The bizonal shading yields maximum 
side lobes of -18 dB in the horizontal plane. 
The projector array pattern is a unique 
arrangement designed to minimize the 
deleterious effects of surface reverberation in 
shallow water. Acoustic energy is prevented 
from reaching the surface by the mechanical 
arrangement comprising a 5-cm diameter, 
half-cylinder array placed directly beneath a 
large acoustic mirror countersunk into the 
bottom of the tow vehicle. This results in a 
"brick wall," 180-deg, verfiele plane pattern.1 

Array Processing of the HARR SLS 

The SLS forms a spatial isomorphism to 
zoom or band-select spectral estimators2 

where the decimation factor for the SLS is 53. 
The array elements are not omnidirectional, 
and the SLS configuration maintains a 27^. 
spacing between elements, which is signifi- 
cantly undersampled relative to the Nyquist 
criterion of X/2 intrinsic to most high 
resolution array processing algorithms. As 
stated, the array comprises 38 contiguous 
elements with center spacings 10 cm apart. 
For a continuous wave (CW) transmission 
frequency of 400 kHz, the Nyquist rate is 
1.875 mm. A 53-fold decimation to the 
10-cm spacing results in aliasing of the 53 
spatial bands.  In the spatial folding process, 
this yields aliased main lobes at spacings of 
2.15 deg. Unless the beam is steered more 
than 1 deg, signal bandwidth-related aliasing 
in the spatial sampling process is nominal. 
The aperture fill acts as the spatial bandpass 
filter in the zoom process with nulls at 
2.15 deg.   (See addendum, page 13, for 
details.) 

Figure 1 gives the sound pressure levels 
for a single element, given that the HARR 
SLS is operating 40 m above a sandy bottom 
in 200 m of water and given a sea state of 3. 
From Figure 1, the dominant source of noise 
in the SLS is seen to be bottom backscatter. 
Although the ensonified area in the 
beamwidth of each element increases with 
range, the backscattering coefficient decreases 
as the grazing angle becomes smaller with 
range.  Therefore, the effective strength of 
the bottom backscatter at the output of each 
array element is relatively constant over range. 
Because attenuation losses for the target and 
backscatter are the same, the relative differ- 
ence in sound pressure levels for the target 
and bottom backscatter are constant over 
range. More specifically, the signal-to-noise 
ratio (SNR) at the stave output is constant 
over range. Recall that the SLS is a side-scan 
designed for constant range cell resolution, 
which means the output SNR will increase 
with range in the beamforming process. For 
example, the relative increase in SNR from 
the output of a conventional time-delay or 
phase-shift beamformer increases as a 
function of the number of elements used to 
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form the beam, coupled with the relative 
coherency of both target and noise between 
each element. At 205 m, all 38 elements are 
used in beamforming to produce a cross- 
range cell resolution of 20 cm. To effect the 
same resolution at 45 m, nine elements are 
used for beamforming. Given a sandy 
bottom, the SNR input to the beamformer, 
or the output for each filled element, is seen 
in Figure 1 to be on the order of 4 dB. The 
corresponding output SNR from the 
beamformer is a function of the relative 
coherency between elements for the target 
return versus the coherency between ele- 
ments for the noise.   For the ideal case of 
complete coherency across all elements for 
the target return and incoherency for the 
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noise over all elements, an FFT or phase-shift 
beamformer yields a maximum SNR potential 
of 13.5 dB at minimum range, increasing to 
19.8 dB at maximum range. As the ratio of 
target coherency to noise coherency across 
the array decreases, the output SNR from the 
beamformer is degraded.   Effective signal 
designs can be employed to maximize this 
ratio. 

To test different array processors, SLS 
stave data for the HARR were simulated 
using a ray tracing model in which the ocean 
bottom was simulated as a collection of 
random scatterers, uniformly distributed on 
the plane of the seafloor and Gaussian in 
scattering amplitude.  Point source targets or 
rectangular targets could then be placed at 
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Horizontal Range to Target (m) 

Figure 1. Sound pressure levels for a single element given 266 us CW pulse, a water depth of 
200 m, soundhead height above the bottom of 40 m and tilt angle of -30 deg, a target strength of 
-20 dB, a sea state of 3, and a sandy bottom. LHT denotes the level at the hydrophone due to the 
target as a function of range, LBT corresponds to bottom return, LHV to volume reverberation, and 
NOISE to ambient noise 
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various azimuth and range separations in this 
simulated environment. A software simula- 
tion of the data acquisition system for the 
SLS was incorporated into the simulator. 

FFT Beamforming 

Stave data are down-converted in fre- 
quency, separated into in-phase and 
quadrature-phase components, then digitized. 
The beamforming is done in software in 
which the time samples are termed "snap- 
shots." Given 9, the direction of propagation 
of the incoming wave, the beamformer 
output at each snapshot, t, can be expressed 
in matrix form as 

y(t. 6) = aHx 

x 

a 

(X0  *! 

(a0 a. 
"■M-V (1) 

*M-] 

for a, the beamformer filter coefficients, 

where T = transpose and x   = s a (t ,0) is the 

heterodyned, filtered, analytic, sampled 
output of the mxh. stave. 

The energy in each beam is defined by 
the spatial variance or spread of the 

ifo eamrormer 

M' aHRxxa (2) 

where R   = xxH is the spatial correlation 
matrix.  For a given target, the minimum 
mean-square error solution as a function of 0 
to Equation (1) yields the case for which 

j ?? dsinß X -j ±f [M-\)dsm9  ' 
(3) 

such that the beam points in the direction of 
the incoming wave.  For R   = xxH, Equa- 
tion (1) defines an FFT or phase-shift 
beamformer where, even in the absence of 
noise, maximum resolution is limited by the 
aperture length, L = md, with m being the 
number of elements used to form the beam. 

Figure 2 gives the image and array 
pattern from the FFT beamformer for the 

return from a point source at maximum 
range, where the SNR of the stave data is 4 
dB and is dominated by bottom reflections. 
The transmit signal was a 266-us CW pulse 
corresponding to 20-cm resolution in the 
range direction. The results are identical to 
that of a phase shift beamformer. 

Overlapped-Subarray Correlogram 
Processor 

When the elements of the correlation 
matrix R   are estimated over an ensemble of 

XX 

snapshots such that x becomes an N X M 
matrix of N-dimensional vectors of the form 

PERIODOQRAM, SNR=4 dB 

O 

5 206.5; 

-1 0 1 
ALONG TRACK IN METERS 

PERIODOGRAM, SNR=4 dB 

SO 30 40 
ANGULAR INDEX 

Figure 2. Image and array pattern of the FFT 
beamformer for the return from a point source at 
205.5 m, given a 266 ps CW transmission and 
4 dBSNR 
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the beam energy pattern in Equation (1) is 
defined by the spatial equivalent to the 
Blackman-Tukey correlogram spectral 
estimator.3'1 The collection of snapshots 
defines the ensemble of waveforms where 
ensemble averaging is used to raise the SNR. 
This form of array processor is termed the 
correlogram and applies when the element 
spacing is on the order of X/2 or when 
beamforming is used for bearing estimation. 

The SLS is an imaging sonar that trans- 
mits a 266-us CW pulse. Therefore, 
ensemble averaging is limited to less than 
20 cm. This means averaging out noise 
contributions is limited to less than 10 cm in 
the range direction. However, across array 
elements, where the element samples are 
separated by more than 25A,, the noise per 
sample is significantly less correlated.  There- 
fore, for the SLS to yield maximum SNR, 
while at the same time preserving both range 
and cross-range resolution, the correlation 
matrix elements are calculated by forming 
subarrays and averaging across array ele- 
ments, instead of ensemble averaging. 

The OSC is calculated by replacing the 
matrix elements in Equation (2) with: 

-M= 
i M-\i-j\-\ 

M- \l-J\ 
Xm+i-jXm   ^   ' 

where r (i,j) is the i-j lag autocorrelation 
estimate for the rth row, yth column matrix 
element in R . 

xx 

Equation (5) gives the unbiased 
autocorrelation estimate. The resultant 
beamwidth is related to the total array length 
used in the OSC and is directly related to the 
beamwidth of the spatial transform of the 
effective window defined by the array length 
and element shading. That is, for an un- 
shaded array, the effective window is a 
rectangle of length L = md, and the corre- 
sponding transform is the digital sampling 
function, or Dirichlet kernel, 

sin 

D{X,Q) = 

Kmd 
sin6 

(6) 

sin 
%d 

sin8 

where m is the number of elements used in 
the beamformer at a given range. The 
angular distance between 3 dB points in the 
unbiased OSC is D{X, 95J = VzD{X, 0), 
which at maximum range, or 205 m, yields 
63dB = 0.058 deg corresponding to a cross- 
range resolution of Ar = 20.24 an. 

Figure 3 gives the image and array pattern 
from the OSC processor for the return from 
a point source at maximum range, given 4 dB 
SNR. The correlation matrix elements were 
estimated by averaging over two-thirds the 
length of the aperture at each range. Averag- 
ing across the array has effectively raised the 
SNR over that of the conventional FFT 
beamformer. Although averaging the correla- 
tion matrix increases the SNR and the 
beamwidth appears narrower, resolution, 
when defined as the ability to spatially resolve 
two point sources, is still limited by the 
aperture length, L. 

Notice that Equation (1) yields negative 
side lobes. An alternative correlogram 
processor uses the biased autocorrelation 
estimate 

;M = i- l-]\ 

M  J M'j) (7) 

for r. (i,j) defined in Equation (5).  The 
correlogram estimator defined by Equa- 
tion (7) yields a beam pattern corresponding 
to the transform of the triangular function, or 
ViD2{X, 0/2). 

High Resolution Model-Based 
Processing 

Model-based array processors3 are high 
resolution processors; however, their applica- 
tion to the SLS is limited.  Figure 4 gives the 
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BLACKMAN-TUKEY CORRELOGRAM, SNR=4 dB, LAG-7 BLACKMAN-TUKEY CORRELOGRAM, SNR=4 dB, LAG=.7 

fS 204.5 

-1 0 1 
ALONG TRACK IN METERS 

30 40 
ANGULAR INDEX 

Figure 3. Image and array pattern of the OSC array processor for the return from a point source at 
205.5 m, given a 266 us CW transmission and 4 dB SNR 

image and array pattern from an AR array 
processor for the return from a point source 
at maximum range, given 4 dB SNR. The 
model order was defined to equal two-thirds 
the number of array elements used at each 
range, and subarrays were used to form the 
covariance matrix. Because the model order 
was large relative to the number of elements 
used to form the beam, the modified covari- 
ance method was used to prevent spurious 
peaks attributed to line splitting, which can 
occur in the Burg algorithm.3 

At maximum range, the AR processor 
can be seen from Figure 4 to produce a very 
high resolution, high SNR image. However, 

MCO, SNR=4 dB. LINEAR PREDICTION MODEL ORDER=.7 

as the number of stave elements is reduced, 
the performance of the SLS is considerably 
degraded. Still, the SLS is likely to reserve 
high resolution processing for the outer half 
of the sonar operating range. First, the 
limiting resolution is defined by the resolu- 
tion that can be achieved at maximum range 
where all elements are used in the 
beamforming, whereas doubling the resolu- 
tion over the first half-range can be achieved 
by doubling the number of elements used to 
form the beam. Further, the number of 
degrees of freedom is related directly to the 
number of elements used in the beamformer, 
allowing for more flexibility in the array 

MCO. SNR=4 dB, LINEAR PREDICTION MODEL ORDER=.7 

-1 0 1 
ALONG TRACK IN METERS 

20 30 40 
ANGULAR INDEX 

Figure 4. Image and array pattern of the AR array processor for the return from a point source at 
205.5 m, given a 266 us CW transmission and 4 dB SNR 
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processing algorithm over the second half of 
the sonar operating range. However, keeping a 
constant cross-range resolution over range can 
be problematic, especially since resolution is a 
function of SNR. Further, the AR processor 
maintains a nonlinear relationship to power, 
making conversion from processor output 
into sonar image difficult, especially since the 
SLS is a bottom search sonar where noise is 
dominated by scattered reflections off the 
bottom and correlated to the transmit signal. 

Minimum Variance Distortionless 
Response 

An alternative HRAP method for which 
the output peaks are linearly related to the 
power in the beam is the linearly constrained 
MVDR estimator. Although the improvement 
in resolution is not as great as for model- 
based array processing, the linearly 
constrained MVDR does not produce spuri- 
ous peaks, and, by definition, the output 
maintains a linear relation to power. 

The MVDR is designed to minimize 
Equation (1) subject to the constraint that the 
signal vector passes undistorted.5'6 That is, for 
N sources, design the filter such that Equa- 
tion (1) is minimized subject to the constraint 

aMVDRC~ 1 (8) 

inhere 

c = 1   e 
-j 2^ dsinB -j 2^ (M-l)dsine 

in the direction of propagation of the incom- 
ing wave, and 1 denotes a unity vector of 
dimension L. The signal vector x is an L X M 
matrix of L-dimensional vectors 

where 
x=(xn x,  ...  (xM_,) 

X; — yx0 xx  ... xL_]j 

(9) 

for L, the number of spatial lags. As with the 
OSC, estimation of the correlation matrix 
elements for the SLS is calculated by averaging 

across the array instead of over snapshots. 
The MVDR filter becomes 

R„( 
1 MVDR 

cHR~lc 
(10) 

which yields the following expression for the 
output beam energy 

1 
(ID 

:HR: 

Figure 5 gives the image and array pattern 
for the MVDR array processor for the return 

MVD, SNR=4 dB, CORRELATION MATRIX ORDER=.7 

-1 0 1 
ALONG TRACK IN METERS 

MVD. SNR=4 dB, CORRELATION MATRIX ORDER=.7 

30 40 
ANGULAR INDEX 

Figure 5. Image and array pattern of the MVDR 
array processor for the return from a point source 
at 205.5 m, given a 266 |is CW transmission and 
4 dBSNR 
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from a point source at maximum range and 
4dB SNR. The MVDR yields higher resolu- 
tion, whereas the OSC produced a higher 
SNR. The relative beam resolution for the 
MVDR is, by definition, dependent upon 
SNR The higher the SNR, the greater the 
gain in resolution achieved over conventional 
beamforming.  Figures 6 and 7 give the 
respective output from the FFT beamformer 
and the MVDR for a point source at maxi- 
mum range in 0-dB SNR 

Subspace processing can be used to 
increase the SNR in the MVDR. The effec- 
tiveness of subspace processing, when 

applied to the MVDR, is sensitive to the 
number of singular values retained. 

Concluding Remarks 

This article examined the application of 
array processing and associated high resolu- 
tion array processing to the HARR SLS. The 
SLS is an imaging sonar designed for detec- 
tion and classification of bottom and 
close-tethered mines. The correlogram is a 
classical processor in that the trade-off 
between side lobe leakage and resolution is 
limited by the length of the array. However, 

PERIODOGRAM, SNR=0 dB PERIODOGRAM, SNR=0 dB 

S 204.5 

-1 0 1 
ALONG TRACK IN METERS ANGULAR INDEX 

Figure 6. Image and array pattern of the FFT beamformer for the return from a point source at 
205.5 m, given a 266 us CW transmission and 0 dB SNR 

MVD. SNR=0 dB, CORRELATION MATRIX ORDER=.7 MVD, SNR=0 dB, CORRELATION MATRIX ORDER=.7 

-1 0 1 
ALONG TRACK IN METERS 
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Figure 7. Image and array pattern of the MVDR array processor for the return from a point source at 
205.5 m, given a 266 us CW transmission and 0 dB SNR 
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when the correlation matrix is properly 
defined, the OSC processor yields relatively 
high SNR over conventional FFT 
beamforming. Also, resolution is tied to 
bottom type, as is the case with HRAP 
processors. For the SLS, ensemble averaging 
in the estimation of the correlation matrix 
should be replaced by element subarrays to 
yield a high SNR. Although parametric 
model-based array processing, in principle, 
maintains high resolution, the nonlinearity 
associated with these processors, coupled 
with the sensitivity to model order, makes 
them somewhat unstable for the HARR SLS. 

The resolution for the MVDR processor 
is not as high as theoretically possible with 
parametric models; however, the MVDR 
yields a higher resolution than classical array 
processors without the problems associated 
with the nonlinearity of other high resolution 
processors. The performance of the MVDR 
is, by definition, dependent upon input noise. 
Resolution is greatest for a high SNR and 
when the dominant source of noise is 
uncorrelated to the signal.  For typical 
operation of the HARR SLS, as given in 
Figure 1, noise is primarily due to bottom 
backscatter and on the order of 4 dB. Here, 
the MVDR yields higher resolution (however, 
no improvement) in SNR over the 
beamformer. 

Resolution is a function of bottom type 
in the MVDR and AR processors. The cases 
cited above were for a sandy bottom. A mud 
or silt bottom will yield greater resolution in 
the MVDR. A gravel bottom will result in 
less resolution than with the sandy bottom. 
When the correlation matrix is estimated by 
averaging across the array, the MVDR still 
maintains an appreciable performance 
advantage over standard FFT beamforming, 
even in low SNR. 

Addendum 

To see the relation between the SLS and 
the band-select process, let the input to the 
nth array element be denoted u(t, 6), where 0 
defines the angle of the direction of propaga- 

tion referenced from the axis perpendicular to 
the line array. The output of the mh element 
of length dthen expresses as 

d/? 

,{t,6\=   \   u[t + dtx(d^\dx (1) 

where dx denotes the incremental distance 
along the array axis, and dt (0) denotes the 
incremental time delay of the propagating 
wave across the element aperture. Equation 
(1) can be converted to a time convolution or 
filtering operation for the line array. The 
incremental time delay across the array is 

dtx(ey 
dxsmO 

(2) 

which gives an expression for the incremental 
distance of 

dx = 
sinö M

d) (3) 

Application of Equation (3) into Equation (1) 
yields the following expression for the output 
of the wth array element: 

' m (t,0):      J     u(t + dtx{d))dtx{6)(4) 
sinÖ    ^ 

for T\6) = ds'm 01 c, which equates to a 
convolution in time of the form 

.('•*) = :in0 
u{t)\ rect 

W 

T(e) 
(5) 

where 

f 

rect 
T{Q) 

l,\t\<T(6)/2 

O,|;|>r(0)/2 
(6) 

Equation (6) has several important implica- 
tions. The aperture fill acts as a spatial filter, 
which becomes apparent in the expression for 
the beamformer response function. The 
convolution relation also imposes a restriction 
on the allowable bandwidth of the transmit 
relative to steering angle. This becomes 
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particularly important if steering is used to 

incorporate motion compensation into the 

beamforming algorithm. 

Equation (6) effectively serves as the 

spatial filter in the folding process. The 

corresponding beam pattern is the spatial 

transform of Equation (6) as given below: 

R(M) = Se 

ltd 
"sinO (7) 

where S (x) = sin xl x is the sampling 

function.  Cascaded with the proper decima- 

tion, the beam pattern is aliased into spatial 

subbands, which allows for the narrower 

beam, without aliasing, from the 

undersampled array. 

The SLS transmits a narrowband signal 

with carrier frequency^ = 400 kHz, which 

corresponds to a Nyquist sampling rate for 

the array of 
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Spatial Filtering," IEEE ASSP Magazine, Apr 
1980. 
Owsley, N.L., "Sonar Array Processing," 
Ch. 3, A rray Signal Processing, ed. S. Haykin, 
Prentice Hall, Inc., NJ, 1985. 
Vaidyanathan, C. and Buckley, K.M., "Perfor- 
mance Analysis of the MVDR Spatial 
Spectrum Estimator," IEEE Trans. Signal 
Processing, 43(6), 1995. 

d, = = 1.875mm 

and a decimation factor of 

P = 

(8) 

(9) 

The array length is 3.8 m comprising 38 

contiguous elements with 10-cm spacing 

between element centers which, from Equa- 

tion (9), yields P = 53. For the sound speed 

in water, c = 1500 m/s, the X = 0.375 cm 

which, applied to Equation (7), yields spatial 

nulls in the element pattern at 2.15 deg. 
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Systematic Mine 
Countermeasures: A 
Structured Approach In 
Support Of Expeditionary 
Warfare 
Donald W. Shepherd 

This article presents a systematic structure that clearly delineates the 
functional relationships of mine countermeasures (MCM) in an expeditionary 
warfare context. MCM is a complex warfare area that will play an increasingly 
important role in naval operations as the Navy continues to implement the new 
forward-deployment strategy. In the past, MCM was regarded primarily as 
operations undertaken by specialized naval components independent of main 
battle-force components. In the future, implementation of naval strategy will 
require that main battle-force components possess organic capabilities to deal 
with the threat of mines. This shift in view requires a structured approach to 
MCM in support of expeditionary warfare. 

This article focuses on articulating an overall structure composed of three 
basic components: (1) a theater-level vision of MCM, (2) an associated concept 
of operations for implementing that vision, and (3) a top-level functional 
architecture illustrating the allocation of MCM systems across associated 
functions. This overall framework can be regarded as the point of departure 
toward a true systems engineering approach to MCM. 

Introduction 

With the end of the Cold War, the armed forces of the United States began 
the process of redefining roles and missions The new role for the Navy was first 
articulated in the policy paper ... From the Sea and further amplified in the 
subsequent issue, Fonvard... From the Sea. The new concept articulated in these 
papers is that of a forward-deployed Navy. Emphasis is placed upon the notion 
of the Navy as an integral warfighting partner with the other services in the arena 
of joint littoral warfare. Accomplishment of its missions within this warfighting 
context requires that the Navy have a strong expeditionary warfare capability. By 
its very nature, expeditionary warfare connotes bringing forces to bear in areas 
distant from the shores of the United States for the purposes of achieving 
national policy. 

Implementation of this overall warfare strategy hinges upon the Navy's 
ability to effectively control the total battle space, or theater, associated with 
warfare in the littoral environment. This need leads naturally to the concept of 
theater warfare, with Navy Expeditionary Forces as the foundation enabling U.S. 
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forces to effectively shape the battle space, attain 
battle-space dominance, project power from the 
sea, and sustain operations ashore. 

In this forward-presence, theater-level, 
expeditionary warfare-focused arena, the Navy 
will be forced to increasingly deal with the threat 
of enemy sea and land mines. The sea mine has 
evolved from simple, moored devices—which 
must be physically contacted by the target 
vessel—to complex, sophisticated weapons that 
exploit acoustic, magnetic, and other signature 
characteristics to determine the presence of the 
target and detonate when the target comes 
within lethal range of the mine's warhead. 
Effective, technically advanced mines are readily 
available at modest prices on the world arms 
market. A general purpose, moored contact 
mine can be expected to range in cost from 
$1,000 to $6,000. Simple influence mines can 
be purchased for as litde as $10,000. A 
multiple-influence mine, utilizing modern, 
signal-processing technology, can be purchased 

for considerably less than $100,000. Further- 
more, the ability of an adversary to employ 
mines effectively depends neither on a strong 
industrial base, nor on an indigenous technical 
development and production capability. To 
third-world, littoral nations, sea mines have 
become the weapon of choice to oppose any 
assault from the sea. 

At the same time, the U.S. Navy's ability to 
deal with the sea mine as a threat has not kept 
pace with other warfare areas. During the last 
40 years, more U.S. ships have fallen victim to 
sea mines than to all other antiship weapons 
combined (see Figure 1). In 1988, USS Samuel 
B. Roberts was put out of action for 18 months 
at a total repair cost of $41 million when it 
struck a moored contact mine in the southern 
Persian Gulf In Desert Storm, a bottom 
influence mine inflicted $18 million in damages 
to USS Princeton, and a conventional moored 
mine inflicted $3.5 million in damage to 
USS Tripoli. 
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Figure 1. U.S. ship casualties during the last 40 years 
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During this same 40-year period, the Navy's 
approach to countering the mine threat focused 
on having available what eventually became a 
nominal MCM force that could be dedicated to 
the problem as necessary. Although the threat 
showed a steady growth in terms of complexity, 
sophistication, number of mines, and technical 
capability, the amount of effort, in terms of 
fiscal resources and platform force levels, 
committed to the MCM problem by the U.S. 
Navy failed even to come close to keeping pace. 

This situation is the result of many factors. 
One of the principal contributing factors has 
been a lack of understanding of the mine 
warfare problem, particularly the MCM aspects 
of the problem that are the focus of this article. 
The complexity of MCM operations is little 
understood and appreciated outside that small 
Navy community that has focused on the 
operational and technical aspects of the 
problem. 

This article provides a systematic and 
structured exposition on the essential elements 
of MCM. To present a coherent and consistent 
discussion, this article has three primary 
objectives: 

• First, to provide an explanation of the 
essential features of MCM for the 
non-MCM community, both within the 
Navy and in the public and private sectors 

• Second, to describe the overall operational 
concept that permits the integration of 
MCM into the war-fighting structure of 
the Navy 

• Third, to articulate a unifying structure— 
an architecture—that clearly illustrates the 
functional relationships of the 
components of the MCM system. This 
architecture has proven to be extremely 
useful in understanding the functional 
relationships of MCM systems. 

Scope of the MCM Problem 

An appreciation of the broad scope of the 
MCM problem is essential to an understanding 
of the diverse factors that combine to define the 
operating environment within which MCM 

operations must be conducted. An understand- 
ing of this operating environment and primary 
influencing factors are likewise a fundamental 
precept of the top-level MCM architecture. 
The overall MCM problem can be articulated in 
terms of drivers and boundary conditions. The 
drivers are those major factors that establish the 
fundamental ground rules of the envisioned 
MCM operation. The drivers combine in 
various ways to set the boundary conditions 
upon the contemplated operations. The general 
relationship between the drivers and the 
boundary conditions is illustrated in Figure 2. 

Drivers 

Mobilization State. The mobilization 
state is determined by national priorities and the 
warning time associated with the impending 
military operation. The mobilization state 
influences the timeline associated with deploy- 
ment of dedicated MCM forces to the 
geographic location at which they are required. 
Of course, the possibility always exists that 
dedicated MCM forces will already be deployed 
in the potential area of conflict. 

Geographic Location. The geographic 
location of the impending military action has a 
profound influence on potential MCM opera- 
tions since the location essentially determines 
the physical parameters of the operating 
environment. MCM is particularly sensitive to 
the effects of the environment since the 
majority of operations are conducted in water 
depths of less than 600 feet. The particular 
environmental characteristics that affect MCM 
operations are water depth, bottom type, 
bottom gradients, magnetic and acoustic 
propagation characteristics of the operating 
area, and sea state. These factors are all clearly 
beyond the control or influence of U.S. forces 

MCM Mission. The major MCM mission 
of U.S. forces will henceforth be to support the 
forward-deployed concept. The most dominat- 
ing need, from an MCM perspective, is an ability 
to support the power projection portion of the 
Navy's forward-presence role. Broadly trans- 
lated, there is a pressing need for organic MCM 
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capabilities that will support naval 
task groups during the transit 
phase of maritime operations. 
There is a need as well for a 
break-in/break-out capability at 
forward ports. The need to 
support amphibious operations 
will remain critical. In a benign 
environment—such as after 
cessation of hostilities—there 
will be a continuing need to 
accomplish administrative MCM 
operations. 

Therefore, naval forces must 
be capable of performing five 
distinct MCM missions in 
support of the forward- de- 
ployed, joint littoral warfare 
concept of Navy operations. The major MCM 
missions that are to be accomplished by U.S. 
forces can be categorized as: 

• Port break-in/out 
• Transit support 
• Amphibious assault support 
• Fleet operating area support 
• Administrative operations after 

cessation of hostilities 

DRIVERS MISSION BOUNDARY CONDITIONS 

Port 
Break-In/Out 

Operations undertaken at 
forward ports to ensure that 
enemy mines do not impede 

access to the port by U.S. and Allied forces. 

MCM OPERATIONAL 
CAPABILITIES AND PLAN 

Figure 2. Scope of the MCM problem 

A brief description of each of these missions 
is provided in Figure 3. 

Although these five typical missions are 
not doctrinally recognized by the Navy, they 
are useful in understanding the overall 
context within which MCM operations can be 
expected to occur. 

Boundary Conditions 

MCM Components. This boundary 
condition is an expression not only of the 
quantity of MCM components available in 

Transit Support   X The use of naval assets, 
usually organic to individual 

ships or the battle force, to ensure that NEF; ARG, 
and CVBG components are not delayed or dam- 
aged by mines during movements from open 
ocean areas, through straits and choke points, and 
into their assigned littoral operating areas. 

Fleet Operating 
Area Support 

The use of naval assets, 
usually organic to the 
battle force, to ensure 

that fleet units can operate in their assigned op- 
erations area and concentrate on their primary 
missions with an acceptable knowledge of the 
level of risk posed by the mine threat. 

Amphibious 
Operating Area 
(AOA) Support 

The full spectrum of MCM 
capable assets to ensure 
that assault forces are able to 
execute their assigned mis- 

sions, at an acceptable level of risk of incurring 
casualties, or without inordinate delay from en- 
emy mines and obstacles. 

Administrative 
Operations 

Those detailed clear- 
ance operations that are 
conducted to ensure 

that the mine threat is removed from a given 
ocean area. Administrative operations are most 
commonly performed after the cessation of hos- 
tilities and without time constraints. 

Figure 3. A summary of the typical MCM missions 
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the theater of operations but also of the arrival 
rate. The operating environment affects the 
capabilities of the system equipments employed 
by Navy forces to conduct MCM operations. 
Because Navy forces are never really sure of the 
exact nature of the threat, the fundamental 
concept of MCM operations is based upon the 
precept of reducing the risk to transiting 
platforms to an acceptable level. 

Threat. The actual mine threat faced by 
U.S. forces in terms of mine type and density is 
dictated by the adversary mine plan. Multiple 
mine threats will almost always be encountered. 
The physical characteristics of the mines are a 
determining factor in their detectability. It is 
also essential to have an understanding of the 
physical and operational characteristics of the 
sensors used by the mines to detect the presence 
of targets In general, four types of mine 
sensors can be encountered: 

• contact (mechanical) 
• acoustic 
• magnetic 
• pressure 
The location of the mine case within the 

water column is a major factor in determining 
the detectability of the mine. It should be noted 
that a particularly difficult problem is posed by 
mines that bury in the bottom—not an uncom- 
mon occurrence in certain bottom 
environments. 

The final threat factor that must be 
considered is mine logic.  The logic includes 
not only the manner in which the mine 
processes sensor information, but also the 
use of ship counts.  Influence mines almost 
always use a combination of signature 
characteristics to sense and validate the 
presence of a target ship. 

Time and Area Constraints. Invariably, 
certain constraints are placed upon the U.S. 
forces performing MCM operations. A time 
constraint is often encountered. This is particu- 
larly true in operations such as amphibious 
assault, where it is often desirable to complete 
MCM operations in a very limited amount of 
time, to prevent disclosing to defending forces 
the exact location of the planned assault.  In 

addition to time constraints, area constraints are 
often imposed. This is particularly true when it 
is necessary to establish mine-free lanes through 
an operational area. 

Theater Mine Countermeasures 

Implementation of the strategy articu- 
lated in Forward. . . From the Sea hinges upon 
the Navy's ability to effectively dominate the 
total battle space. In this forward-deployed 
environment, it is imperative that enemy 
forces be denied access to the battle space to 
ensure freedom of action of U.S. forces both 
at sea and ashore. The total domination of 
the battle space requires that naval forces 
possess the ability to accomplish simulta- 
neously the critical functions of: 

• Air Warfare 
• Strike Warfare 
• Mine Warfare 
• Surface Ship Warfare 
• Submarine Warfare 
• Command, Control, Communication, 

Computers, and Intelligence (Ol) 
These theater warfare functions are the 

pillars that will permit the Navy to initiate 
control of the total battle space—air, surface, 
and undersea—and to conduct maneuver 
warfare in the forward-deployed, littoral 
environment.  Anything less than a complete 
capability across all of these functions will 
jeopardize the entire concept of maneuver 
warfare in a forward, hostile environment. 
Naval Expeditionary Forces form the nucleus 
of the fundamental capability that will ensure 
that the above pillars are achieved. 

The ability to accomplish all of these 
functions, perhaps simultaneously, is a 
necessary condition to ensure the freedom of 
action fundamental to successful implementa- 
tion of the forward-deployment strategy. 
Through these functions, the joint force 
structure will be permitted to execute all 
phases of expeditionary warfare, as well as 
protect the airlift and sea-lift portions of 
follow-on operations, necessary to achieve the 
continuous flow of critical warfighting assets. 
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The attributes of the Theater 
Mine Countermeasures portion of the 
theater warfare mosaic are delin- 
eated in Figure 4. The precept of 
theater mine countermeasures is 
based upon the synergistic use of 
all platforms and capabilities across 
the services to mitigate the threat 
posed by mines. 

The essence of theater mine 
countermeasures—illustrated 
pictorially in Figure 5—can be 
briefly articulated in terms of 
cornerstones, strategy, and fundamental 
priorities. Cornerstones are 
overarching operating principles 
that form the foundation of the 
concept. Strategy articulates the 
basic structure of the concept in terms of the 
operational objectives.  Fundamental priori- 
ties identify broad categories of effort that 

THEATER WARFARE 
PILLARS 

1     AIR WARFARE       ] 

I STRIKE WARFARE   1 

|    MINE WARFARE     |  ^ 

SUBMARINE 
WARFARE 

SURFACE SHIP 
WARFARE 

1            rt             | 
FOUNDATION 

NAVAL 
EXPEDITIONARY 

FORCES 

THEATER 
MINE 

COUNTER- 
MEASURES 

} 

CORNERSTONES 
1. AVOID OR ELIMINATE 
MINE THREAT AT ALL 

PHASES 
2. BRING TOTAL FORCE 
CAPABILITIES TO BEAR 
ON MINE THREAT 

IE 
STRATEGY 

1. PREVENT MINING 
2. AVOID MINED AREAS 
3. REDUCE THREAT 
OF UNAVOIDABLE 

MINES 

ZE 
STRATEGY 

1. FULL CONNECTIVITY/INTEROPERABILITY 
2. ENHANCED MINE C/M CAPABILITIES 
3. THEATER LEVELM, S & ACAPABILITY 

Figure 4. Attributes of theater mine countermeasures 

must be pursued to ensure that the Navy 
possesses the wherewithal to implement the 
operational strategy. 

TACTICAL 
SURVEILLANCE STRATEGIC 

RECON4 
SURVEILLANCE 

Figure 5. Theater mine countermeasures concept 
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Cornerstones 

The theater mine countermeasures 
concept is based upon the precept that an 
effort will be undertaken to avoid or eliminate 
the mine threat at all phases of the forward- 
deployment process and during the movement 
of forces.  No longer will MCM be viewed as 
something to be done only after the dedicated 
MCM platforms arrive in theater. A funda- 
mental tenant of theater mine counter- 
measures is that total force capabilities be brought 
to bear on the mitigation of the mine threat. 
The result will be a concerted effort to 
counter the mine threat by the synergistic 
utilization of: 

• Strategic surveillance and intelligence to 
locate enemy mine stockpiles and mine- 
laying activities so that strike and other 
forces can eliminate the mines before 
they are placed in the water 

• Tactical surveillance and intelligence to 
locate mine-free areas, and to positively 
identify mined areas to be avoided if at 
all possible within the constraints of the 
operational objective 

• Organic MCM equipments and 
procedures to achieve self-protection of 
individual combat units and task forces 

• Dedicated MCM forces when the 
necessity arises to clear unavoidable 
mines, minefields, and obstacles 

These cornerstones form the foundation of 
the theater mine countermeasures strategy. 

Strategy 

The theater mine countermeasures 
strategy consists of three parts: 

Prevent Mining. To the maximum extent, 
take the steps necessary to prevent the enemy 
from planting minefields. This portion of the 
strategy requires the elimination of enemy mine 
stockpiles and mine-laying capabilities. Imple- 
mentation of this element of the strategy 
requires the use of strike or other forces to 
destroy the enemy's mine warfare infrastructure. 
This is often a function of the Rules of Engage- 
ment imposed upon the particular conflict. 

However, with existing and emerging surveil- 
lance and intelligence-collection capabilities, new 
attention must be focused on this aspect of the 
MCM problem. 

Avoid Mined Areas. The use of charting, 
survey, and geodesy assets; together with 
strategic and tactical surveillance and intelli- 
gence assets; complimented by the use of 
tactical off-board and onboard systems—both 
airborne and submersible—will enable naval 
forces to effectively avoid mine danger areas 
to the maximum extent.  Charting, mapping, 
and geodesy assets must be applied on a 
continuous basis to produce comprehensive 
assessments of mineable waters. Strategic 
surveillance and intelligence assets can 
determine the extent and location of enemy 
mining efforts. Tactical offboard and onboard 
systems will be necessary to ensure that 
individual combat units and task forces 
possess a mine detection and avoidance 
capability during the transit phase and during 
on-station, battle-force operations. 

Reduce the Threat of Unavoidable 
Mines.  Operational situations will always arise 
requiring specialized MCM forces to deal with 
the threat of unavoidable mines and minefields. 
When these situations arise, dedicated MCM 
forces will be called into play to perform hunt, 
neutralize, and sweep actions.  Because Navy 
operational forces will never know the exact 
nature of the mine threat, the fundamental 
concept of MCM operations is based upon the 
precept of reducing to an acceptable level the 
risk to transiting platforms. To complement 
the hunt, neutralize, and sweep actions, 
self-protection techniques such as degaussing 
and quieting will continue to be employed. 

Fundamental Priorities 

To implement this strategy, the Navy must 
focus on achievement of three fundamental 
priorities: 

Full Connectivity and Interoperability. 
The individual ship, task force, and joint force 
commanders must all have at their disposal a 
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complete strategic and tactical picture of 
ongoing operations, including all aspects of 
theater-wide efforts. Seamless connectivity 
and effective interoperability are absolutely 
essential to the achievement of an integrated 
theater mine countermeasures capability. All 
platforms engaged in any aspect of the MCM 
effort must be fully integrated into the overall 
battle force and command authority linkages. 

Enhanced MCM Capabilities. With the 
diminishing force structure in terms of the 
number of combat platforms, it is absolutely 
essential that Navy units and task forces be 
equipped with state-of-the-art combat 
systems that leverage all available and emerg- 
ing technical advances.  This is especially true 
of MCM elements. This thrust—to field new 
systems and upgrade and improve existing 
capabilities across the total MCM functional 
spectrum—is a central element of the overall 
theater mine countermeasures strategy. The 
complexity of the operating environment, 
coupled with the diversity of the threat, 
virtually guarantees that a "silver bullet" 
solution to the MCM problem does not exist. 
MCM is the prime example of a warfare area 
that must apply a "system of systems" 
approach to the solution of a complex 
problem. 

Theater-Level MCM Modeling, Simula- 
tion, and Analysis (M, S&A) Capability. An 
absolutely fundamental element of MCM 
strategy must be the development and 
utilization of models, simulations, and 
analysis techniques that can be effectively 
integrated with like-capabilities in the areas 
of theater air defense, surface warfare, and 
C4I.  Modeling and simulation must be 
supported by an equally aggressive use of 
these tools for analysis efforts, which ulti- 
mately yield the desired information and data 
to produce an investment strategy and an 
improved acquisition decision process. 
Within the emerging environment, a synergis- 
tic M, S&A capability must be available not 
only to support acquisition decisions, but also 
for training; testing and evaluation; tactics 

evaluation and development; and mission 
rehearsal, reconstruction, and evaluation. 
The great utility of M, S&A lies in its ability 
to effectively assess the relative contributions 
of major war-fighting components to the 
overall Navy mission.  The challenge to 
MCM research and development activities is 
to effectively combine resources to assure 
that an adequate M, S&A capability exists to 
support the needs of the MCM community. 

The Concept-of-Operations Structure 

Forward-deployed naval forces will be the 
primary U.S. force shaping the battle space 
within the theater of operations. To maximize 
the capability to shape the battle space, naval 
forces must be capable of unencumbered 
maneuver. As U.S. forces build up in-theater, 
the problem evolves to one of battle space 
dominance. This buildup of forces is attained 
only if U.S. ships can safely sail through sea 
lanes and to ports of debarkation. Depending 
upon the desired mission objective and the level 
of conflict, battle space dominance may lead to 
a need for power projection. In order for the 
Navy to successfully accomplish this war- 
fighting evolution, mitigation of the mine threat 
becomes an essential element. The key to 
dealing effectively with the mine threat from a 
total Navy war-fighting perspective requires a 
viable concept of operations for MCM. This 
concept of operations must be prudently broad 
in scope to ensure technical and operational 
capabilities across the spectrum of potential 
operations, from noncombat operations to 
full-scale conflict. The MCM concept of 
operations, illustrated in Figure 6, has been 
developed and promulgated by the Mine 
Warfare Division (N852) of the Chief of Naval 
Operations.1 

MCM operations must begin during 
peacetime with compilation of relevant environ- 
mental data and intelligence information on 
mining capabilities. As tensions increase, 
focused surveillance operations provide updates 
to databases developed during peacetime. As 
tensions escalate further, naval forces utilizing 
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Figure 6. The top-level MCM concept of operations 

organic MCM capabilities can assess the risks 
associated with operation in mined waters 
during their initial efforts to shape the battle 
space. Dedicated MCM forces may be required 
to clear enemy mines to further shape the battle 
space and support the projection of power 
from the sea. 

The MCM Functions 

The four levels of the concept of 
operations shown in Figure 6 form a logical 
point of departure for the development of a 
functional description of MCM. Each of 
the four top-level functions can be further 
decomposed into a series of supporting 
subfunctions. A hierarchy of MCM functions 
that flows from the concept of operations is 
shown in Figure 7-  These are the functions 
that must be performed in order to imple- 
ment the integrated MCM capability. This 
hierarchy is the nucleus of the MCM func- 
tional architecture. 

An essential part of the decomposition is 
a clear definition of each of the functions. 
The accompanying definitions are contained 
in Figure 8. 

Allocation of Systems Across Functions 

One of the primary benefits of a viable 
architecture is that it shows which systems 

and equipments contribute to the accom- 
plishment of the various functions. MCM 
system components can thus be mapped into 
the functions; i.e., allocated across the 
functions.  Such an allocation of existing and 
developmental MCM system components is 
shown in Figure 9.  This functional allocation 
clearly shows where each of the various 
system components contribute to overall 
MCM capabilities. As is evident from 
Figure 9, many existing and developmental 
system components are focused on the 
dedicated MCM function. This should not be 
surprising given that this was a primary 
ingredient of Cold War MCM strategy. As 
U.S. forces move toward the joint littoral, 
expeditionary warfare strategy of Forward. .. 
From the Sea, other MCM functions will take 
on added importance. 

It is instructive to have an understanding 
of the mix of system components employed 
by the various platforms. In addition, certain 
fundamental efforts, such as tactics develop- 
ment, modeling and simulation, foreign mine 
exploitation, and organic training, do not 

appear in the purely functional allocation. 
For this reason, the depiction of MCM 
components shown in Figure 10 was devel- 
oped. Figure 10 introduces the terminology 
of adjunct components and ancillary capabili- 
ties. Adjunct components are defined as 

152 -NSWC Dahlgren Division Technical Digest 



• Systematic Mine Countermeasures: A Structured Approach In Support Of Expeditionary Warfare 

C'l SURVEY, MAPPING 
AND INTELL SURVEILLANCE 

MIUTARY 
ENVIRONMENTAL 

MC&G SURVEYS 

-c OCEAN SURVEYS 

ORGANJCMCM 

TACTICAL 
ENVIRONMENTAL —      RECONNAISSANCE 

METOC DATA AND 
TACTICAL SUPPORT 

TACTICAL 
INTELLIGENCE 

HIGH-RESOLUTION, 
FULL SPECTRUM 

DIGITAL DATABASES 

INDICATIONS AND 
WARNING 

GLOBAL-REGIONAL 
METOC SUPPORT 

STRATEGIC 
INTELLIGENCE 

THREAT 
HARDWARE 

ADVERSARY MIW 
CAPABILITIES 

ADVERSARY CM 
CAPABILITIES 

DEDICATED MCM =b 

_        EXPLORATORY 

■— CLANDESTINE 

IDENTIFICATION 

K CLANDESTINE 

NEUTRALIZATION 

AVOIDANCE 
SENSORS 

SIGNATURE 
REDUCTION 

ACOUSTIC 

■- MAGNETIC 

ENVIRONMENTAL 
MEASURING 

—       RECONNAISSANCE 

CLANDESTINE 

TACTICAL 
EXPLOITATION 

MTNEHUNT1NG 

NEUTRALIZATION 

— MINESWEEPING 

SIGNATURE 
REDUCTION 

ENVIRONMENTAL 
MONITORING 

Figure 7. The MCM functions 

SURVEY, MAPPING 
AND INTELLIGENCE 

USE OF JOINT ASSETS TO 
PRODUCE COMPREHENSIVE 
VIEW OF THE OPAREA(S) 

MILITARY 
ENVIRONMENTAL 

SURVEY 

DEVELOP ENVIRONMENTAL 
CHARACTERIZATION OF OPAREAS 
TO INCLUDE BOTTOM TYPES, 
GRADIENTS. AND COMPLETE SET 
OF ENVIRONMENTAL 
CHARACTERISTICS 

STRATEGIC 
INTELLIGENCE 
ASSESSMENT 

DEVELOP TECHNICAL AND 
OPERATIONAL INTELLIGENCE 
ESTIMATES OF ADVERSARY 
MINING CAPABILITIES 

SURVEILLANCE 

FOCUS JOINT ASSETS ON 
SPECIFIC GEOGRAPHIC 
AREA 

TACTICAL 
ENVIRONMENTAL 

SURVEY 

FOCUS ASSETS TO COLLECT 
CURRENT ENVIRONMENTAL DATA 
ON SPECIFIC OPAREA OF 
INTEREST 

TACTICAL 
INTELLIGENCE 
ASSESSMENT 

LOCATE ADVERSARY MINE 
STOCK-PILES, MINE LAYERS, 
INFRASTRUCTURE AND 
POTENTIAL MINEFIELD 
LOCATIONS 

C4I I 
CONNECTIVITY BETWEEN   | 

FLEET AND COMMAND     . 
ELEMENTS ' 

ORGANIC MCM 

USE OF ASSETS ORGANIC 
TO INDIVIDUAL PLATFORMS 
AND TO FORCE PACKAGES 
TO REDUCE THE THREAT OF 
MINES TO SHIPS AND 
SUBMARINES 

RECONNAISSANCE 

USE OF ORGANIC SENSORS TO 
DETERMINE THE PRESENCE OF 
MINES 

NEUTRALIZATION 

REMOVE OR RENDER INOPERABLE 
UNAVOIDABLE MINES 

AVOIDANCE 

USE OF ORGANIC SENSORS TO 
DETECT AND AVOID MINE-LIKE 
OBJECTS 

SIGNATURE REDUCTION 

REDUCE ACOUSTIC AND 
MAGNETIC SIGNATURES OF SHIPS 
AND SUBMARINES 

ENVIRONMENTAL 
MEASURING 

IN-SrTU MEASURING OF 
ENVIRONMENTAL PARAMETERS 

Figure 8. The MCM function definitions 

DEDICATED MCM 

USE OF DEDICATED NAVY 
MCM ASSETS TO CLEAR 
MINEFIELDS 

RECONNAISSANCE 

USE OF DEDICATED MCM 
PLATFORMS AND SENSORS TO 
DETERMINE PRESENCE OF MINES 

MINEHUNTING 

DETERMINE THE LOCATION OF 
AND NEUTRALIZE INDIVIDUAL 
MINES AND OBSTACLES 

MINESWEEPING 

INDUCE MINES TO ACTUATE OR 
SEPARATE FROM THEIR 
MOORINGS 

SIGNATURE REDUCTION 

REDUCE ACOUSTIC AND 
MAGNETIC SIGNATURES OF MCM 
SHIPS 

ENVIRONMENTAL 
MONITORING 

IN-SITU MONITORING OF 
ENVIRONMENTAL PARAMETERS 
DURING MCM OPERATIONS 

TACTICAL 
EXPLOITATION 

DETERMINE OPERATIONAL 
CHARACTERISTICS OF 
RECOVERED MINES 

1996 Issue: Expeditionary Warfare -153 



SURVEY, MAPPING 
AND INTEL 

-" 
MIUTARY 

ENVIRONMENT 
SURVEY 

M1W DATA 
COLLECTION 

SURVEY 
SHIPS 

ORCA 

RMS 
HYBRID 

REMOTE 
-     SENSING 

ALTERNATIVE 
DATA         J 

COLLECTION 

NAVOCEANC 
IDBMS 

GLOBAL-REGIONAL 
—   METOC SUPPORT 

FORECAST 
MODELS 

WAVE 
"-     MODELS 

- STRATEGIC 
INTELLIGENCE 

THREAT 
HARDWARE 

FMA FME 

(X)INT ONI 

ADVERSARY MIW 
CAPABILITIES 

NMIC 
OVERHEAD 
SENSORS 

(X)INT ONI 

ADVERSARY CM 
CAPABILITIES 

POINT ONI 

SURVEILLANCE 

TACTICAL 
ENVIRONMENT 

MC&G DATA 
COLLECTION 

METOC DATA 
& TACTICAL 
SUPPORT 

SURVEY 
SHIPS 

STANDARD 
SENSORS 

(THERMAL & 
VISUAL) 

S.A.R. 

ENVIRONMENTAL 
ROV/AUV 

HI-RES 
ANALYSES 

NAVOCEANO 
IDBMS 

ALL SOURCE 
SENSORS 

(THERMAL & 
VISUAL) 

TACTICAL 
INTELLIGENCE 

INDICATIONS & 
WARNINGS 

ÜL7 

TARGETING 

ORGANIC MCM 

RECONNAISSANCE 

—   EXPLORATORY 

OVERT 

CLANDESTINE 

in 

IDENTIFICATION 

OVERT 

CLANDESTINE 

NEUTRALIZATION 

NMRS (Psl) EOD 

AMNSYS RAMICS 

AVOIDANCE 
SENSORS 

KINGFISHER 

SIGNATURE 
REDUCTION 

ACOUSTIC 

MAGNETIC 

ADVANCED 
DEGAUSSING 

ATP 

DEGAUSSING 
(SURF SHIP) 

ENVIRONMENTAL 
MEASURING 

Figure 9.  Allocation of MCM components and systems 
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Figure 10. Relationships between platforms and MCM components 

those that are necessary to the successful 
performance of MCM actions, but that are 
performed by another Navy warfare unit. 
Ancillary capabilities are those that are 
necessary for completeness of MCM capabil- 
ity, but that do not necessarily appear as 
MCM combat or system equipments. 

The structure shown in Figure 10 enables 
one to determine at a glance the allocation of 
existing and developmental components across 
MCM platforms. This is a valuable visualiza- 
tion tool. 

relationships of the various components of 
MCM systems in the fleet today and under 
development. The architecture should prove 
valuable in understanding the intricacies of the 
MCM problem and for identifying the contribu- 
tions of individual systems and components. In 
its present form, the architecture described 
herein can be used as the basis for establishing a 
true systems engineering approach to MCM 
within an expeditionary warfare context. 
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This article articulates a top-level, func- 
tional architecture for MCM within a theater 
warfare context consistent with emetging, Navy 
joint-littoral and expeditionary warfare thrusts. 
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structure that clearly shows the functional' 
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Challenges in 
Expeditionary Warfare: 
Can Simulations Help? 
Elan Moritz 

The new world order's impact on our maritime strategy is reflected in the 
Navy's white paper... From the Sea, which emphasizes joint littoral warfare and 
joint mission areas, and in the addendum Forward ... From the Sea. The Marine 
Corps expanded on this theme in its white paper Operational Maneuver from the 
Sea, which emphasizes the joint and seamless transition of naval operations to 
land combat. Recently, the Marines formulated Sea Dragon as the umbrella 
concept of concepts for flexibly addressing what might be characterized as 
strategic uncertainty in the 21st century. This article discusses aspects of the 
operational context and challenges for expeditionary warfare in the 21st century. 
The article also discusses some material and tactical means to address the 
challenges, some of the issues arising, and the potential for modeling and 
simulation tools to assist in exploring and solving these issues. In particular, key 
technologies and concepts associated with theater mine defense, naval fire 
support, surveillance-reconnaissance targeting and identification, and command 
and coordination (C2) are reviewed and discussed in light of recent simulation 
exercises (SIMEXs) conducted by the Naval Surface Warfare Center, Dahlgren 
Division (NSWCDD). 

Naval Expeditionary Warfare: A Warfighting Paradigm for 
the 21st Century 

In a series of capstone documents,1"3 the Navy and Marine Corps lay a 
foundation and vision for a flexible and maneuver-oriented, 21st century 
naval force—a ready force that, in addition to traditional naval missions, will 
enable the United States to exert its influence globally and respond to a full 
spectrum of threats at a moment's notice. National commitments and 
interests may require naval forces to simultaneously execute peacetime 
operations and Operations Other Than War (OOTW), engage in military 
conflicts including Lesser Military Contingencies and Major Regional Contin- 
gencies, and assist in domestic emergencies. Some of the newer elements of 
OOTW include economic enforcement actions, and assistance in controlling 
and resolving diverse crises (ecological—e.g., nuclear plant radiation acci- 
dents; humanitarian—e.g., famine in third-world countries; medical—e.g, 
highly infectious, fatal disease pandemics). 

It is clear that the 21st century will bring increasing complexity and 
uncertainty in all dimensions of human interactions. These will include 
diplomatic/political uncertainties, technological uncertainties, irrational and 
fanatic factors, and socioreligious uncertainties. The United States may be 
engaged in conflicts alongside temporary allies who may switch colors at a 
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moment's notice. Enemy definitions and 
political-military objectives may change at a 
moment's notice. The United States may face 
conflict with nations and groups who can be 
considered fanatic or fringe. All future 
conflicts are likely to have currently unpre- 
dictable technological elements; in some 
cases, our adversaries may possess technolo- 
gies that are equal or superior to ours.  Given 
the current rate of domestic and foreign 
technological progress and the ever dynamic 
and improving organizational structure of 
our own and threat forces, another pillar of 
the future is the categorical revolution in 
military affairs. 

The defining element of the 21st century 
military conflict can be summarized as strategic 
uncertainty. The challenge for the U.S. Armed 
Forces is then the institutionalization of 
immediate optimal flexibility with a resulting 
military immediate optimal response.  It 
currently may appear, to some, that the 
superiority of U.S. technological and military 
might will continue indefinitely.  However, 
population growth, industrialization, and 
politico-religious coherences of other nations 
will bring several peer "contenders" into 
being in the coming decades. These contend- 
ers may be individual monolithic nations or 
federations of like-minded nations that will, 
in fact, have the wherewithal to pose credible 
conventional challenges to the interests of the 
United States. The focus of this article is 
discussion of the role of simulation and 
simulation-based concept generation in 
achieving an immediate optional response for 
globally distributed forces, and in particular 
naval forces, against credible peer contenders. 

Advanced Marine Corps thinking gives 
significant attention to the land use of small 
units with unprecedented combat power. 
The Operational Maneuver from the Sea 
(OMFTS) document3 calls on these units to 
be "hard to detect, fast-moving, and far- 
ranging" and to be "directed against an 
enemy center of gravity." The emerging 
technologies of long-range precision 
weapons elevate the use of sea-based (naval) 
fire support, in operational thinking, to the 

point of making reduced logistic buildup 
ashore a pivotal element of future operations. 
The combined use of Navy and Marine 
Corps elements to project power, prepare and 
shape the battlefield, and achieve battlefield 
dominance in near and remote littoral areas 
forms the functional and practical nexus of 
what is now termed as Naval Expeditionary 
Warfare (it must be kept in mind though, that 
all operations come under Joint Command; 
naval operations are only the most 
immediately flexible operations). 

The nominal littoral region to be con- 
trolled by Naval Expeditionary Forces 
(NEFs) in a standard mission scenario is 200 
miles by 200 miles, with foot-mobile units 
having an operational tempo measured in 
miles per hour, and mounted forces having a 
30 or more miles per hour tempo. The 
mobility is to be linked with reliable and 
redundant C2 to Navy command centers and 
Marine Air-Ground Task Force (MAGTF) 
engagement coordination centers (MECC). 
The MECCs will receive concurrent informa- 
tion from many teams, and sensors will make 
decisions on allocating fire assets to different 
targets. The OMFTS-based NEF-oriented 
concept of operation is being prepared and 
developed at cognizant naval activities, 
including the Naval Doctrine Command, 
Surface Warfare Development Group, Marine 
Corps Commandant's Warfighting Laboratory 
(CWL), Naval War College, and Naval 
Postgraduate School, and is supported by 
research and development activities, most 
notably NSWCDD. The specific future 
operational concept that reflects the use of 
this total framework is the Sea Dragon 
concept. Sea Dragon has at its core the 
concept of "dispersed, independent, and 
coordinated units ashore in conjunction with 
remote and timely fire power and logistics 
afloat that in total will achieve a dramatically 
more adaptive, effective, and less vulnerable 
warfighting force."3 

The NEF/Sea Dragon concept of 
operation, employed to effect an immediate 
optimal response, is then the paradigm to 
address the strategic uncertainty facing U.S. 
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forces in the 21st century. This paradigm 
may be viewed as the contemporary manifes- 
tation of Liddlehart's theory of indirectness 
and strategic maneuver4 (Sherman's call for 
placing the opponent on "the horns of a 
dilemma"). The NEF/Sea Dragon concept 
reflects new technological grand initiatives 
such as the Chief of Naval Operation's 
Arsenal Ship (see Owens' discussion of a 
future Navy5). 

Sea Dragon: Specific Challenges 

The CWL has identified a number of 
challenges requiring focus and improvement.6,7 

These, termed the Sea Dragon "long poles," are: 

• Command and Coordination 
- Command decision process 
- Reliable communications on expanded 

battlefield 
- Distributed network communications 

and shared information 
- Decision support for target 

prioritization, asset-target allocation 
- Fires systems deconfliction 
- Integration of NEF staff (Marine and 

Navy) 
• Fires and Targeting 

- Precision target location/designation 
(using Forward Observer/Forward Air 
Controllers or FO/FACs) 

- Multispectrum surveillance and 
targeting sensors 

- Sufficient combination of fires assets 
and precision munitions 

- Massing effects from dispersed, 
disparate systems 

- Target tagging/transponding 
• Mobility and Maneuver 

- Deep insertion and extraction 
- Team transporter 
- Reduced load (weight/volume) on the 

individual Marine 
- Trailblazing 

• Survivabiliry 
- Secure, low probability of detection, 

identification, and jamming 
communications 

- Deception/stealth insertion/extraction 
- Stealth for teams on ground 
- Emergency fires/extraction 

• Sustainment 
- Sustained noncontiguous maneuver 

elements 
- Stealthy resupply 
- "Sea-basing" 

• Training, Education and Manpower 
- Systems for self-training 
- Advanced training facilities 
- Cohorts/unit stability 
- Objective aids for promotion 

decisions 
- Premium on intelligence in combat 

units 
These long poles have more detailed, 

desired-capabilities lists that go beyond the 
scope of this article. NSWCDD has under- 
taken, under requirements sponsorship from 
the Navy's Director of Expeditionary Wirfare 
(N85) and resource sponsorship from the 
Office of Naval Research, a simulation-based 
task to assist in exploring and refining 
relevant advanced technology initiatives.  In 
the Joint arena, these long poles and 
capabilities fold into the mandatory con- 
cepts of Dominant Maneuver, Precision 
Engagement, Full-Dimensional Protection, 
and  Focused Logistics that make up Joint 
Vision 2010} 

Naval Expeditionary Warfare SIMEXs 

When one considers the enormity of the 
scope and span of challenges associated with 
21st century expeditionary warfare, it is clear 
that a number of technical, material, administra- 
tive, and intellectual tools must be brought to 
bear to lay a foundation that assures success in 
combat. These must also reflect the interactive 
circuit connecting the leaders and national 
policymakers (the "worriers," or those who ask 
"What should we do?"), the warfighters ("war- 
riors," who ask "How should we use what we 
have to win the war?"), and the acquisition 
managers (who ask "How much of what should 
we get at what price?"). 
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In November of 1995, a series of Naval 
Expeditionary airfare SIMEXs was initiated. 
The first Expeditionary Simulation Exercise 
(SIMEX I) was held at NSWCDD. There, 
operators and technologists representing N85, 
Marine Corps Combat Development Com- 
mand, CWL, Surface Airfare Development 
Group, Naval Doctrine Command, Center for 
Naval Analysis, Naval Postgraduate School, 
Naval War College, and several Navy laborato- 
ries initiated discussions, workshops, and the 
first steps toward constructing illustrative simu- 
lations to advance the naval service's concepts 
and technologies. As part of the SIMEX pro- 
cess, participants were briefed by CWL on the 
long poles, by OPNAVs Code NOOK on 
initiatives for naval innovations (now adopted by 
the Strategic Studies Group at the Naval War 
College), by technologists on emerging and 
developmental technologies, and by simulation 
experts on some state-of-the-art simulation and 
visualization tools. SIMEX I examined two of 
the long poles, C2 and fire support, and set the 
stage for more detailed simulation and discus- 
sion to be continued in later SIMEXs. 

SIMEX II was held at the Naval War 
College's Decision Support Center (DSC) in 
December of 1995. There, a more detailed 
simulation was presented.  SIMEX I discussions 
were used to script a vivid visualization of an 
Major Regional Conflict (East) (MRC(E)) 
scenario employing multiple Navy and Marine 
assets utilizing the Sea Dragon concept of 
operation. (This scenario and its excursions are 
being continually refined by the Coastal Systems 
Station to reflect the detailed interactive feed- 
back obtained as part of the SIMEX process.) 
Two critical capabilities were identified under 
the rubric of C2: 

• Maintaining reliable, secure, two-way 
connectivity from command elements 
to all individual and supporting units 

• Ensuring sufficient frequency spectrum 
and bandwidth 

The C2 discussion generated 73 ideas 
grouped into the following 8 categories: 

1. Access to fire support 
2. Situational awareness 

3. Tactical coordination 
4. Logistics support/status 
5. Targeting support 
6. Threat analysis and bomb damage 

assessment 
7. Direction 
8. Force protection 

Taking the two critical capabilities and 
eight categories, SIMEX II participants used 
the DSC tools to identify and capture (on 
record) desired characteristics. 

A similar process was followed for the fire 
support long pole. The two critical fire-support 
capability challenges were identified as: 

• Flexibility to choose and load a variety 
of ordnance in real time 

• Reliable warhead, fire control, and 
weapon delivery performance, and the 
ability to include midcourse guidance to 
weapons 

The fire support discussions covered a large 
number of targeting and weapon system con- 
siderations, including the 5-inch gun, 155mm 
tubes, TOMAHAWK Land Attack Missile, and 
NTACMS (the Navy's version of the Army's 
tactical missile system). The "top" 7 of 18 cat- 
egories identified for consideration emerging 
from SIMEX II were: 

1. Weapon performance (range, accuracy 
lethality) 

2. Pinpoint target location 
3. Networked fires 
4. Decision support for the engagement 

coordination centers 
5. Reliable, secure, long-range 

communications 
6. Rapid targeting 
7. Rapid delivery of ordnance 

The categories identified for C2 and fire 
support provide a basis for quantitative tradeoff 
analysis using more detailed simulation (see 
Reference 9 for a detailed discussion of some 
specific simulations used in addressing the mine 
countermeasures aspect of Naval Expeditionary 
Warfare). The key elements that can and will be 
incorporated into future SIMEXs are 
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affordability, weapons and communication 
ranges, reconnaissance asset availabilities, and 
automatic/warfighter-in-the-loop decision- 
making tradeoffs. 

SIMEX III is planned for Summer 1996 
at NSWCDD's Coastal Systems Station. 
There, more detailed scenarios will be 
addressed with the elements identified above. 
Quantitative issues involving Sea Dragon 
teams, weapon systems, communication 
systems, and reconnaissance/surveillance 
systems will be explored as a function of 
ranges, quality of targeting information, and 
delivery times, for multiple targets and fire- 
support platforms. New concepts will be 
introduced to explore the potential and 
viability of robotic systems to execute detect, 
distract, and destroy (D3) operations in 
support of amphibious/coastal warfare 
missions to allow Sea Dragon teams im- 
proved control of battlefield complexity and 
of the opponent's time lines. 

Experience from SIMEXs I and II 
demonstrate the value of simulations.  In 
preparing for simulations, participants are 
forced to articulate tactical and operational 
concepts in significantly more detail than is 
necessary for briefings and seminars. The 
interaction between operators and technolo- 
gists accelerates clearer communication of 
requirements, desired capabilities, and actual 
system capabilities and potentials, and the 
intended uses and justification for use by 
operators. The involvement of specialists from 
multiple organizations and disciplines provides 
the opportunity for critical examination of the 
concepts and for the emergence of consider- 
ations unanticipated by a narrowly focused 
specialist. Capturing detailed scenarios and 
engagement evolutions in simulation provides 
unambiguous representation of intended 
courses of action, weapon and unit employ- 
ments, distance and time relationships, weapon 
and target effects, and highly detailed visualiza- 
tion of the battle space. 

Simulation can thus be seen as a means 
of letting commanders and operators train 
beyond training  By using simulations, it 
becomes possible to expand commander and 

operator awareness of the significance of 
particular actions. Through understanding 
and observing the results of simulations, 
operators develop a sense of the impact of 
particular orders they issue or receive. Simu- 
lations allow the individual operator and 
commander to develop the specific expertise 
required of him or her and to develop an 
understanding that goes beyond orders.  In 
this way, an operator or lower level com- 
mander can understand his/her participation 
in the strategic picture, the element of time, 
the resource limitation aspects of battles, and 
detailed timing issues. Consequently, opera- 
tors and commanders can improve informa- 
tion (content) flows that may, and will, answer 
not only the asked question, but unasked 
questions. Ultimately, these will combine to 
reduce casualties and improve operational 
results. 

The process of preparing and executing 
simulations forces all participants to under- 
stand the assumptions, models, data avail- 
ability, and data gaps involved in the scenario 
to be simulated. Along this process, tech- 
nologists, operators, and commanders are 
then able to transform facts into data, data 
into information, information into knowl- 
edge, and upon reflection on the accumulated 
knowledge, knowledge into wisdom that can 
be applied in battle. As experience is gained 
in the use of advance simulation capabilities, 
operators and commanders will be able to 
achieve the desired optimal response to 
unknown situations in a rapid and ultimately 
immediate manner. 

Conclusions 

This article presented discussion of some 
of the elements and challenges of the emerging 
naval warfare paradigm for the 21st century. 
This paradigm calls for assuring success against 
strategic uncertainty through melding Navy and 
Marine Corps units into flexible expeditionary 
forces. These forces will be capable of support- 
ing traditional naval operations and a new 
concept of operations highlighting operational 
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maneuver using small dispersed (Sea Dragon) 
units supported by highly capable naval fires. 
The article introduces the concepts of immediate 
optimal response, discusses some experiences 
with SIMEXs applied to NEF/Sea Dragon 
scenarios, and introduces the concepts of employ- 
ing robotic systems in D3 modes to facilitate 
amphibious and coastal warfare operations. The 
article outlines simulation as a means of provid- 
ing commanders and operators the opportunity 
to train beyond training by using simulations to 
expand commander and operator awareness. 
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AN/KSQ-1 Enhances 
Command and Control in 
Amphibious Operations 
Teresa L. Floore 

Coordination of the amphibious assault from over the horizon has been a key 
challenge in implementing Operational Maneuver from the Sea1 (OMFTS). The 
Amphibious Assault Direction System, AN/KSQ-1, was developed by the 
Amphibious and Strategic Sealift Systems Branch of the Naval Surface Warfare 
Center, Dahlgren Division's (NSWCDD's) Coastal Systems Station (CSS) to allow 
the Commander of an Amphibious Task Force (CATF) to monitor ships and 
landing craft as they transit to and from the beach. The AN/KSQ-1 is a marriage 
of the U.S. Marine Corps' (USMC's) Position Location Reporting System (PLRS) 
and the Navy's Navigation Satellite Time and Ranging (NAVSTAR) Global 
Positioning System (GPS).  The AN/KSQ-1 provides a visual display of the 
amphibious objective area, contributing to a more accurate tactical picture, and 
provides digital communication to Navy and Marine Corps assets separated by as 
much as 100 nautical miles. AN/KSQ-1 was a nondevelopmental acquisition that 
has been installed on both West and East Coast amphibious ready groups (ARGs). 
User consensus is that AN/KSQ-1 significantly enhances amphibious command 
and control (C2). AN/KSQ-1 has additional potential for application in Naval 
Expeditionary Force operations, mine countermeasures, and other maneuver 
warfare, such as raids and noncombatant extractions. 

Key Challenge in Operational Maneuver From the Sea 

The introduction of the Landing Craft, Air Cushion (LCAC) extended 
maneuver warfare by providing high-speed, over-the-horizon (OTH) power 
projection. Although new technology enhanced C2 of units embarked on 
these and a variety of other platforms, coordination of one of the most 
complex and porentially confusing operations in all warfare—the amphibious 
assault—from over rhe horizon remained a key challenge. The Navy's 
recently fielded Amphibious Assault Direction System, the AN/KSQ-1, gives 
a ready means to assist commanders in directing their forces from well over 
the horizon to distances inland. 

AN/KSQ-1 was developed by the Amphibious and Strategic Sealift 
Systems Branch at CSS in response to the Over-the-Horizon Amphibious 
Assault Command and Control (OTHAC2) System operational requirement 
(No. 242-03-91 of 7 May 1989). The AN/KSQ-1 is a marriage of the 
USMC-developed PLRS and the Navy's NAVSTAR GPS that allows the 
CATF to monitor ships and landing craft as they transit to and from the 
beach. AN/KSQ-1 provides a visual display that contributes to a more 
accurate tactical picture, and provides digital communication to Navy and 
Marine Corps assets separated by as much as 100 nautical miles. 
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System Characteristics 

AN/KSQ-1 will identify, track, commu- 
nicate with, and control amphibious landing 
craft from launch through transit, offload, 
and return, during the conduct of OMFTS. 
AN/KSQ-1 displays PLRS position location 
information (PLI) in the unified build 
environment of a Tactical Advanced Com- 
puter series (TAC-n). Originally designed to 
provide an OTH capability to allow the 
amphibious command ship to maintain safe 
standoff from the beach, AN/KSQ-1 has 
become a prime under-the-horizon C2 system 
as well.   It provides near-real-time position 
information about the tactical situation, 
enhancing the CATF's situational awareness 
and allowing communications via preformat- 
ted and short text messages when voice 
communications are not available. 
AN/KSQ-1 has already proven its usefulness 
in deconfliction of the near-shore area in 
recent amphibious operations. 

Different platforms contain different 
AN/KSQ-1 equipment groups: 

• The amphibious command group (ACG) 
contains the PLRS master station and 
receiver-transmitter, known as the basic 

Figure 1. AN/KSQ-1 was designed to support 
command and control of LCAC 

user unit or BUU, the AN/KYK-1 
workstation, and ancillary equipment. 
The ACG is installed on amphibious 
command ships (LHD and LHA). 

• The primary/secondary control group 
(PCG/SCG) differs from the ACG in 
that it lacks the master station. The 
PCG/SCG is installed on LPD 4 and 
LSD 36,41, and 49 class ships. 

• User terminal groups (UTGs) will be 
installed on the LCAC and Landing 
Craft, Utility (LCU). 

AN/KSQ-1 will be a part of the inte- 
grated C2 system on the new LPD 17 class 
ship. Although the LPD 17 is a primary 
control ship, it will contain an AN/KSQ-1 
ACG to provide a backup master station for 
ARGs. 

Nondevelopmental Acquisition 

AN/KSQ-1 is primarily a nondevelop- 
mental acquisition, interfacing commercial 
and military equipment already in service use 
with new software and the Joint Maritime 
Command Information System (JMCIS) to 
display the amphibious operational area and 
PLRS-equipped units.  The PLRS master 

station was originally 
installed in LHD 1 class 
ships to provide support to 
embarked Marines.  With 
the advent of the LCAC 
(Figure 1), this resource was 
decided upon to disseminate 
PLI among the amphibious 
task force. 

A GPS interface unit, or 
GPSIU, was developed by 
the then Naval Command, 
Control, and Ocean Surveil- 
lance Center, Research and 
Development Division, 
War minster, Pennsylvania. 
GPSIUs are installed on all 
AN/KSQ-1 platforms. 
Onboard ships, the GPSIU 
transmits ownship GPS data 
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to the local workstation and 
reformats GPS position 
data for transmission to the 
PLRS master station via the 
BUU. The GPSIU also 
takes PLI from the master 
station (again via the BUU) 
and transmits it to the 
workstation.  Onboard 
LCAQ the GPSIU allows 
nearly automatic entry of 
new waypoints into the 
craft's GPS receiver. 

ThenewAN/KSQ-1 
"GATOR" software 
(developed by CSS in C 
programming language with 
the aid of a Transportable 
Application Environment 
graphical user interface) 
operates in the workstation 
to deliver PLI and ownship 
GPS data to the JMCIS Track Database 
Manager for display on a JMCIS system chart. 
The display is updated about every 5 to 
10 seconds. CSS developed GATOR soft- 
ware with the intention of it eventually 
becoming a JMCIS segment (see Figure 2). 
The AN/KSQ-1 Block I upgrade, planned 
for FY97, will integrate AN/KSQ-1 (and 
PLRS) with JMCIS, making PLI available to 
all ships in the task force. 

Interface With PLRS 

As originally developed for land use, 
PLRS is a line-of-sight, ultra-high frequency 
(UHF) system based on surveyed reference 
points. AN/KSQ-l allows the use of PLRS 
in a naval environment by replacing the need 
for surveyed reference points with the 
interface to GPS that provides a dynamic 
reference capability for PLRS, enhancing 
system accuracy. The PLRS master station 
controls the network in a secure, jam-resistant 
environment; calculates positions based on 
time-of-arrival data; routes all messages and 
queries; and graphically displays the position 
of all active PLRS BUUs. 

Figure 2. The AN/KSQ-1 JMCIS software segment is 
appropriately named "GATOR" 

AN/KSQ-1 allows users to exploit the 
full capability of PLRS. It provides the 
CATF, the Commander of the Landing 
Force, and the Primary Control Officer a 
computer display of accurate, near-real-time 
information on the position and movement 
of AN/KSQ-1 equipped LCACs and other 
landing craft or ships, and any PLRS- 
equipped landing force elements (helicopters 
and ground units).  Figure 3 is an example of 
a AN/KSQ-1 operational scenario. To 
extend line of sight, an airborne relay mission 
package is used for OTH operations. 

Testing and Fleet Use 

AN/KSQ-1 successfully completed 
operational evaluation (OPEVAL) in April 
1995 in conjunction with the USS Essex ARG 
Western Pacific (WESTPAC) deployment. 

• USS Essex (LHD 2) was outfitted with 
theACG 

• USS Ogden (LPD 5) carried the PCG 
• USS Fort Fisher (LSD 40) and four 

LCAC carried UTGs 
• An LCU was also equipped with a BUU 

but no GPSIU 
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The system was subsequently used during 
operations in Okinawa and Somalia. The first 
East Coast AN/KSQ-1 installation was made 
this year on the ships and craft of USS Saipan 
(LHA 2) ARG, intended to support opera- 

tions in Bosnia. 
AN/KSQ-1 hardware remained onboard 

the Essex ARG during the FY95 deployment. 
During the U.N.-Somalia offload, AN/KSQ-1 
was used every time LCAC were in the water. 
PLRS data were transferred to USS Constella- 
tion through a temporary AN/KSQ-1 
connection to the Navy Tactical Command 
System-Afloat (NTCS-A) local area network 
(LAN) onboard Essex. Essex's tracks were 
then broadcast via the Office-in-Tactical- 
Command Information Exchange System 
(OTCIXS) to USS Constellation. The connec- 
tion also allowed transferring of Joint 
Operational Tactical System (JOTS) overlays, 

position of intended movement tracks 
(PIMtracks), sites, and screens—reducing 
redundant data entry and making situation- 
awareness data available to other members of 
the battle group. 

User consensus is that AN/KSQ-1 
significantly enhances amphibious C2. 
USS Essex reported that PLRS position data 
remained well within advertised accuracy, 
further stating that "KSQ-1 is a force multi- 
plier in command and control... an 
invaluable tool in amphibious operations."2 

Planned Improvements 

One drawback to the use of PLRS on land 
has been the master station's overly large 
footprint. PLRS was originally designed to be 
carried in an S-280 shelter housed on an M-923 
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Figure 3. Sample AN/KSQ-1 operational scenario as displayed on JMCIS system chart 
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5-ton truck  Furthermore, many of the 

original master station components are no 

longer state-of-the-art and are not readily 

available. A downsizing effort is underway 

that will reduce the master station configura- 

tion to a suite of modern, more reliable 

hardware that can be transported in a Stan- 

dard Integrated Command Post Shelter 

(SICPS) mounted on a High Mobility Multi- 

purpose Multi-Wheeled Vehicle (HMMWV). 

A shipboard version of the downsized master 

station will be installed in LHD 5, 6, and 7 

and LHA 1 through 5 and backfitted in LHD 

1 through 4. 

Use of AN/KSQ-1 is being integrated 

into tactics and procedures for OMFTS as 

they are finalized. A TACMEMO3 is being 

released for the use of AN/KSQ-1 in 

amphibious operations. It discusses the 

unique features and operating requirements 

of the AN/KSQ-1 and PLRS systems in the 

naval environment.  PLRS was designed to 

operate with many units carefully dispersed 

over a relatively small area (-40 km by 

-40 km). A robust communications net is 

required to maintain system accuracy and 

real-time information.  Deployment of Navy 

and Marine Corps PLRS-equipped units must 

be carefully and jointly planned to enhance 

the net and optimize the utility of the 

AN/KSQ-1 system, especially when it is used 

in small ARG operations (three to five ships, 

five LCAC). Close liaison between the Navy 

AN/KSQ-1 Employment Officer and the 

USMC PLRS Employment Officer is crucial 

to the successful operation of the system. 

AN/KSQ-1 has additional potential for 

application in Naval Expeditionary Force 

operations, mine countermeasures, and other 

maneuver warfare, such as raids and noncom- 

batant extractions. 

3.   COMSURFWARDEVGRU TACMEMO 
PZ0021-1-96/U.S. Marine Corps Reference 
Publication, MCRP 6-22.2A, Tactical Proce- 
dures for Using the AN/KSQ-1 (V) Amphibi- 
ous Assault Direction System, Tactics for 
Atlantic and Pacific Surface Forces and Fleet 
Marine Forces, promulgated 15 Sep 96. 
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