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1. INTRODUCTION
1.1 Objectives
The objectives of this study are detailed as follows:

1. Provide a methodology for assessing the reliability level of the structure of
existing ships. The computerized methodology will estimate failure probabilities
associated with each identified failure mode.

2. Select four ships and perform reliability analysis relative to each identified failure
mode for each select ship.

3. Recommend minimum acceptable reliability levels for each ship type and failure
mode to be used as guidelines for ship designers for future ships.

4. Provide a methodology for performing sensitivity analysis of reliability levels to
variations in design parameters, i.e., loads and stresses, materials and strength,
and geometry of the structure.

5. On the basis of the sensitivity analysis performed, recommend design strategies
that are likely to have the highest payoffs in terms of reliability.

A detailed methodology for reliability assessment has been developed. A data base
has been assembled for developing estimates of structural strength of ships as well as wave
induced loads, both in short term and over a ship’s lifetime. With these data, it is possible to
conduct a comprehensive reliability analysis. The results of the reliability analysis can be
conceptually divided into two main sections. First, the “level of safety” can be estimated for
a wide variety of ship loading conditions. This “level of safety” is quantified as either a
safety index (B) or, equivalently, a probability of failure. Second, information can be
gathered on the sensitivity of the safety index (or probability of failure) to changes in the
input variables. These variables include the strength of the structure, the various loadings
imposed on the structure, and load combination factors which account for the correlations
between different loadings.

The methodology has been applied to four ships. Two of them are military vessels
and two are commercial ships. The two military ships — Cruiser I and Cruiser 2— have a
common hull form and very similar structures. Cruiser I is about 15 percent heavier than
Cruiser 2 and it has a significant portion of its structure made out of high-strength steel in an
attempt to reduce this weight growth. The third ship is the SL-7, a fast containership design.
The fourth ship, Tanker, is a double-hull petroleum tanker operating along the west coast of
the United Stated. Table 1.1.1 shows the particulars of the four ships.
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Cruiser 1 Cruiser 2 SL-7 Tanker
Length, BP (ft) 529.0 529.0 880.5 625.0
Beam (ft) 55.0 55.0 105.5 96.0
Draft (ft) 24.0 19.8 30.0 340
Displacement (LT) 9680 7996 47760 44513

Table 1.1.1 — Particulars for the Four Ships

The safety of each of the subject ships will be assessed in a variety of conditions.
These cases include several failure modes, two loading conditions, and two time frames. The
safety of each ship will be quantified by the safety index. The resulting data can then be
analyzed to uncover patterns. Also, it is possible to infer from these results and other
information available in the literature what is currently considered an acceptable level of
reliability.

In addition to computing safety indices, the reliability analysis procedure also
generates a variety of sensitivity data that can be used to make assessments on variable
importance. By analyzing these data, one can make judgments about whether or not some
variables can be assumed to be deterministic quantities. Also, these data can give one a
general idea as to the effects on the safety of the ship due to modifications of any of the
variables (e.g., decreasing the stillwater bending moment).

Throughout the analysis of the results, an important thread is that of comparison.
Since the exact same procedures produce the results for all cases and all ships, comparing the
relative values of various outputs should yield valid conclusions. This is true despite
inevitable inaccuracies in the analysis. Comparisons will be drawn between military-
designed versus commercially-designed ships, between the use of high-strength versus mild
steel in conctruction, between failure modes, and between loading conditions. The object of
such comparisons will be to discern some sort of pattern in the data. These patterns can then
be assessed and some generalizations and conclusions drawn.

1.2  Report Organization

The next chapter of the report (Chapter 2) describes the methodology developed for
assessing structural reliability of ships. This chapter is divided into three main sections; the
first on methodology for constructing probabilistic models of non-linear wave loads and load
combinations (section 2.2), the second on methodology for constructing statistical models for
non-linear hull strength (section 2.3) and the third on methodology for estimating ship failure
probabilities (section 2.4).

Chapters 3, 4, 5 and 6 are concerned with the application of the methodology

developed in section 2 to four ships. Specifically, Chapter 3 describes the load results for the
four ships, Chapter 4 shows the strength results of the four ships and Chapters 5 and 6 give

1-2




the reliability and sensitivity analysis results, respectively. Chapter 7 describes the
methodology for fatigue reliability and the results of application to the four ships. In Chapter
8, target reliabilities are recommended based on the results of this project as well as
information available in the literature. The report ends with recommendations for
improvements and some concluding remarks in Chapter 9.

It is highly recommended to the reader to read first the report “Introduction to
Structural Reliability Theory”, Ship Structure Committee report SSC-351 (1990) prior to
reading this report. SSC-351 explains the basic background on reliability theory and provides
in some detail the derivation of some of the equations given in this report.

1.3  Historical Review — Ship Structure Committee Previous and Future Work

A complete description of SSC previous and future work on reliability thrust area is
given in the report, “Research Recommendations for FY 1996-1997” by the Committee on
Marine Structures, Marine Board, National Research Council (National Academy Press,
1995). The following are excerpted from that reference in order to provide a historical
review and background.

On June 17, 1987, the CMS convened an ad hoc committee with experts in the
subject areas of marine structures and structural reliability. The consensus of that group was
that the SSC should have a long-range program in reliability to develop a probability-based
design approach for ship structures. following that meeting, the CMS formulated a four-
phase program, which began in FY 1989. This program has been madified since that time to
reflect the results of the first phases and to add a fifth and a sixth phase, but it remains a
principal thrust area of the CMS.

The SSC also is committed to supporting the reliability thrust. The goal is
development of technology to support preparation of a probability-based design code for
ships. The program is described later in this section. Because reliability-based design criteria
promise to improve structural efficiency, a U.S. Navy panel is studying this approach.
Reliability projects proposed for SSC funding provide a sound basis for a much larger, three-
pronged effort that would include computer simulation, towing-tank tests, and full-scale
trials. Predicting environmental loads and the responses of complex marine structures is
extremely difficult. Because assumptions and simplifications are frequently introduced,
uncertainty and risk can follow. A research program initiated by the SSC to develop design
criteria for marine structures is addressing uncertainties in loads. Many other research
projects in structural reliability supported by the SSC either have been or are being
completed. This thrust area is expected to develop the fundamental reference for (1) the
development of a probability-based ship-structure design code, (2) the definition of
procedures for performing failure analysis, and (3) reliability analysis for existing ships.

The development and implementation of probability-based structural design
procedures have been under way in other areas since the early 1960s. In addition to the




existing design procedure that is based on the concept of a working stress, a probability-based
load and resistance factor design procedure was issued by the American Institute for Steel
Construction in 1986, with a second edition published in 1993. Further, the American
Petroleum Institute has recommended this technology for offshore structures with their
publication RP2A, “Recommended Practice for Design, Fabrication, and Installation of Fixed
Offshore Structures.”

The development of probability-based design codes in other areas appears to have
stimulated important advances in structural design. In addition, the codes become a living
document that can be revised to include new sources of information and to reflect additional
statistical data on loads and load effects. It is a top-down approach that actively encourages
the collection of better data.

Final design decisions about materials, sizes, and arrangements should be based on
experience, regardless of the overall approach. The main advantage of a probabilistic
approach as a design method is that it provides a mechanism for taking advantage of all
relevant information. Probabilistic methods allow engineers to make decisions based on a
quantitative description of uncertainty, in addition to reaching a consensus in structural
design based on experience and judgment. The process of developing reliability technology
for marine structures unifies the thrusts of many other active and recommended projects that
had appeared to be unrelated in earlier times.

The advantages of new probabilistic design strategies are expected to produce a more
balanced design and allow use of different safety levels (or safety factors) that depend on the
predicted accuracy of various loads and structural capabilities.

To kick off the program, the SSC cosponsored a symposium and funded a tutorial on
structural reliability to inform the marine community of this new technology. Sponsored by
the SSC and the Society of Naval Architects and Marine Engineers, the Marine Structural
Reliability Symposium was held in Arlington, Virginia, in October 1987. It attracted experts
from around the world and provided a forum for assessing the state of the art in reliability
methods. The report, “An Introduction to Structural Reliability Theory” (SSC-351), isa
tutorial on applying reliability to marine structures. A 1-week seminar, in which the draft
document was presented to SSC participants and colleagues, was held in San Francisco in
January 1988 and repeated in Washington, D.C., in October 1990.

A multiyear research program is under way to apply reliability technology and
develop probability-based design criteria for ship structures. The program represents a major
sustained effort that will make significant changes in structural design, improve the reliability
of ship structures, and permit the results of research to be more easily incorporated into future
designs. The program consists of the following projects recommended by the CMS.
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Probability-Based Design Approach for Ship Structures

Phase 1: Demonstration Project A demonstration project, “Probability-Based Ship
Design Procedures: A Demonstration” (SSC-368), was completed in 1993. The study
compares a hull girder designed by present conventional American Bureau of Shipping rules
with a design that uses probability-based procedures, illustrating the applications of this
approach and identifying its advantages and problems. The project report will be useful for
information, instruction, and future reference.

Phase 2: Loads and Load Combinations The Phase 2 project, “Probability-Based
Ship Design: Loads and Load Combinations” (SSC-373), which defines ship design loads
suitable for use in reliability analysis, was completed in 1993. This study includes statistical
distributions of extreme wave loads, fatigue loads, and modeling errors. Load-combination
issues that require further investigation are addressed in this project.

Modeling errors were addressed in the project, “Uncertainties in Stress Analysis on
Marine Structures” (SSC-363), which was completed in 1991. The project’s materials
counterpart, “Uncertainty in Strength Models for Marine Structures” (SSC-375), was
completed in 1993.

Phase 3: Implementation The third phase of probability-based design approaches is
Project SR-1345, “Probability-Based Design: Implementation of Design Guidelines for
Ships,” which developed a more detailed probability-based design procedure for ships. Load
models provided by the Phase 2 project were combined with strength formulations from the
supporting project, “Uncertainty in Strength Models for Marine Structures” (SSC-375). This
project developed design procedures based on reliability considerations similar to reliability-
based design procedures used for other structural applications worldwide. The procedures
included provisions for ultimate strength of hull girders; design of stiffened panels; fatigue of
details (typically connections); and buckling.

The first part of Project SR-1344, “Assessment of Reliability of Existing Ship
Structures (Phase 1),” is now complete, and it will be useful for the Phase 3 reliability
project. Phase 2 of Project SR-1344 began in 1994 and this report is the final report on this
project.

Phase 4: Synthesis of the Reliability Thrust Area The four phase will provide a
summary and synthesis of the various projects in the reliability thrust area, including the
complementary projects in design methods and load uncertainties. There have been several
programs and several investigators, and there is now a need to put all of the pieces together.
The synthesis will provide a summary of reliability technology for specific application to (1)
design code development, (2) failure analysis, and (3) reliability assessment of existing
designs. Project SR-1362, “Probability-Based Design: Synthesis of the Reliability Thrust
Area,” has been initiated by the CMS.



Phase 5: LRFD Design Practice Several SSC projects have introduced load and
resistance factor design. It is time now to put this design procedure into practice. Proposed
Project 96-4, “Probability-Based Design (Phase 5): Load and Resistance Factor Design
(LRFD) Methods for Ship Structures,” will include a rigorous and complete code calibration
for the design of ship structure. The resulting load and resistance factor design criteria,
including all failure modes, will be written in a code style that is suitable for the direct use of
practicing engineers. This phase should have higher priority than the phase for novel hull-
form design, but the two research projects may be performed concurrently.

Phase 6: Novel Hull Forms and Environments The sixth phase will address
reliability-based design processes for novel structures. Project 96D-O, “Probability-Based
Design (Phase 6): Novel Hull Forms and Environments,” is proposed for Phase 6. The term
“novel” in this project applies to unconventional hull forms or structures subject to
uncommon environments. The premise of the project is that in novel situations, first
principles must be applied, because these designs cannot be based on extrapolation or
interpolation of current practice or existing structures, as implied in the third phase. This
project will determine whether the current data base, existing structural reliability literature,
and practice contain the necessary elements to probabilistically assess the performance and
safety of ship structures that have unusual forms or are subject to uncommon environments.

Reliability of Existing Ship Structures

Knowledge of the probabilistic characteristics of important failure modes would be
useful in developing rational probability-based design criteria. This information could be
used on an ad hoc basis to review or revise present procedures or to develop an entire design-
criteria document. For successful implementation of a load and resistance factor design code,
an estimation of modeling bias is required. In support of efforts to develop this information,
the CMS recommends Project 96-20, “Experiments on Stiffened Panel Collapse and
Estimation of Modeling Bias.” This research should provide, for example, the much needed
uncertainty data on stiffened panel collapse. In order to develop a method for the kind of
failure definition needed to calculate structural reliability, Project 96-3, “Failure Definition
for Structural Reliability Assessment,” has been proposed. In support of this effort, Project
SR-1380, “Post Yield Strength of Structural Members,” is intended to provide additional
means to verify the load-carrying capacity of structural components.
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2. METHODOLOGY FOR ASSESSING STRUCTURAL
RELTABILITY OF SHIPS

This chapter consists of three main sections. The first is concerned with the
development of probabilistic models of non-linear wave loads and load combinations. The
second describes a methodology for determining hull primary (global), secondary (stiffened
panel) and tertiary (unstiffened plate) strength. The third section defines methods of
estimating ship structural failure probability based on the load and strength information
developed in the two earlier sections.

In addition to the computer codes necessary to determine the non-linear wave loads
(SOST), the non-linear hull strength (ALPS/ISUM) and the probability of failure (CALREL),
simple formulations are presented at the end of each section that allow the approximate
estimation of the non-linear wave loads, the non-linear hull strength and the failure
probability.

2.1  Methodology for Constructing Probabilistic Models of Wave Loads and Load
Combinations

Estimating wave-induced loads, particularly vertical bending moment, is one of the
most important tasks in ship design. In the book, Principles of Naval Architecture (Lewis,
ed., 1989), Paulling suggests that there are four methods by which wave-induced loads can be
determined:

a. approximate methods
b. strain and/or pressure measurements of full scale ships
c¢. laboratory measures of loads on models

d. direct computation of wave induced fluid loads

Historically, approximate methods have been the most commonly used design tool for
the prediction of a characteristic extreme load which the ship must be designed to resist. The
well known static balance procedure is perhaps the best example of an approximate method.
The static balance procedure, and any approximate method, has also been checked by both
full scale measurements and model data in an attempt to ensure reliability in design.

Approximate methods are, as the name suggests, approximate, however. The advent
of nonconventional hull forms, the desire for optimal structural design, and advancing
analytical capability has helped motivate work in the area of direct computation of wave
induced loads. A variety of approaches has been explored here, each with varying degrees of
success. Often the assumptions required to make these approaches tractable can lead to
significant limitations and inaccuracies. This realization is of extreme importance in the
application of analytical tools to the problem of wave induced motions and loads. Any



analytical tool, applied beyond its limits of applicability, suffers performance problems and
becomes little more than an approximate method.

The prediction of wave induced loads (and motions) using direct analytical methods
became more attractive after the publication of St. Denis and Pierson’s paper, “On the
Motion of Ships in Confused Seas”, in 1953. In this paper, St. Denis and Pierson suggest that
the principle of linear superposition can be applied to the ship-motion problem. The response
of a ship in irregular waves can then be taken as the summation of the individual responses to
the regular waves which form the confused sea.

This assumption of linearity, along with several other significant assumptions led to
the development of what is now called strip theory. Salveson et al. (1970) and Gerritsma et
al. (1967) presented two important papers in the development of strip theory. According to
Salveson et al., if linear superposition is a valid assumption, the “complex problem of
predicting ship motions and sea loads in a seaway can be reduced to the two problems:

(i) the prediction of the ship motions and loads in regular sinusoidal waves and (ii) the
prediction of the statistical responses in irregular waves using the regular wave results.”
While the analytical development of linear strip theory will not be presented here, the
assumptions associated with the development will be summarized. First, it is assumed that
the oscillatory motions are both linear and harmonic. For a ship with lateral symmetry,
vertical plane responses are taken as uncoupled with respect to lateral type responses. All
viscous effects are ignored. In order to reduce the three-dimensional problem to a two-
dimensional problem, the response frequency is assumed to be relatively high. Furthermore,
all higher order terms in the resulting equations are neglected — again, the theory is linear.

While these assumptions seem, and are, severe, linear strip theory has shown good
agreement with model and full scale tests for small excitations and responses. For larger
motions, however, both the wave excitation and the ship response are non-linear. A linear
prediction procedure has little hope of providing accurate results in this case. Clarke (1986)
shows that this is, in fact, the case. In extreme seas, linear strip theory tends to over-predict |
responses. Clarke suggests that linear strip theory’s ‘wall-sided” assumption is the main |
reason for this observation. As an example, he presents the British narrow beam Leander |
class. At a probability corresponding to once in a ship life, the associated relative motion is
approximately 2.6 times the freeboard at the bow. Linear strip theory assigns bouyancy to the
station at the bow according to the wall sided assumption (i.e., infinite freeboard, constant
beam). It is not surprising, then, that the bending moment associated with this probability
level is over-predicted. Further comparison with model and full scale data shows that linear
strip theory tends to, in general, under-predict sagging moments, and over-predict hogging
moments. As it is linear, classic strip theory cannot distinguish between hogging and sagging
moments. This is a significant limitation of classic strip theory.

The difference between sagging and hogging bending moments can be quite large,
particularly for ships with fine forms, such as warships and containerships (Clarke, 1986).
Given this difference, a reasonable design procedure must depend upon separate predictions
of the hogging and sagging bending moments. This requirement is the motivation behind a
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quadratic strip theory, developed primarily by J. J. Jensen (1979, 1992, 1993) at the
Technical University of Denmark. Jensen’s second order strip theory provides an analytical
method for the prediction of the non-linear vertical responses of ships. This method does
predict different values for the hogging and sagging moments. A portion of the work
described in this report was dedicated to the application of SOST (Second Order Strip
Theory), a computer program implimenting the quadratic theory) to four specific ships of
interest.

The next section will highlight the theory underlying the quadratic theory, and discuss
limitations of the theory. The following section (2.1.2) will describe a simple formulation for
determining slightly non-linear extreme wave loads and load combinations that do not
depend on the use of the SOST code. This section is followed by design charts that may
assist in determining hog/sag moments acting on a ship. In the final section of this chapter,
slamming loads are discussed together with the computer code SLAM.

2.1.1 An Overview of the Second Order Strip Theory (SOST):

The quadratic strip theory is based upon the same underlying assumptions as linear
strip theory; the difference between linear strip theory and quadratic strip theory is that in the
quadratic theory, the second order terms in the perturbational expansion of the governing
equations are not discarded. The linear terms in the analysis are identical to those of linear
strip theory. Second order terms arise from the non-linearities in the exciting waves, the non-
vertical sides of the ship, and the non-linear hydrodynamic forces (Jensen and Pedersen,
1979). The response is still taken to be two uncoupled problems, one in the vertical plane
and one in the ‘lateral plane’ (sway, roll and yaw and associated loads). The vertical motions
and loads are of primary interest in the design phase and are developed in the quadratic
theory. Its starting point is the classical linear strip theory formulation of Salvesen, Tuck and
Faltinsen (1970), which has already been mentioned.

A basic approximation of strip theory is that the hydrodynamic force p, (x,t) exerted
on the ship hull per unit length can be interpreted as the sum of the change in momentum of
the added mass of water, the damping due to energy dissipation in generated waves, and the
restoring term:

* * —-z*
:Jﬂ « Dz + Dz dp |
p,(x,1) \.Dt m(z ,x)—Dt + N(z ’x)_Dt +__’;B(z,x)—az ) dZJ (2.1.1)
Z+w
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where V = forward speed of the ship
z*(x,t) = w(x,1) - h(x,1)
w(x,f) = absolute displacement of the ship in the vertical direction
h(x,f) = water surface elevation, corrected for the Smith effect
m = added mass per unit length
N = damping per unit length
B(z,x) = breadth of the ship
T(x) = draft of the ship
p = Froude-Krylov fluid pressure (ignoring diffraction effects)

For more information on Froude-Krylov pressure, Smith effect and Lewis transformation,
please refer to Jensen and Pedersen, 1979.

In order to show the nature of the non-linearities in the resulting analysis, eqn. (2.1.1)
is expanded by a perturbatmnal method, taking into account both first and second order terms
in relative displacement Z, total displacement w, and water surface elevation 4. In the
expans1on the waterline breadth B, the added mass m, and the damping N are all evaluated
around z =0, and terms which are linear in z are included, resulting in linear and quadratic
components of p,(x,1).

For deep water waves, the water surface elevation and pressure which
(approximately) fulfill the free surface boundary condition can also be expressed as sums of
linear and quadratic terms:

h(x,t) =KV + h@

or
h(x,t) = Za cos', + 22 L+ 4, Jood 4}, ~ 1 |eod —e)| @12
i=1 j=1
where
¥, =k;xcoso— ;1 +86;
o =0, —k;Vcosd
= ’gkl
and a; = wave ampliiudes

k; = wave number

; = wave frequency
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g = the acceleration of gravity
0 = angle of encounter
0, = an arbitrary phase lag

o; = frequency of encounter

Together, these approximations lead to
p,(x.2 0= p +p? (2.13)

O

where p, are linear terms and piz) are quadratic terms.

For a given system of incoming waves, the ship motions can be found from eqn.
(2.1.3) by solving the equilibrium equations. The expression for wave induced bending
moment takes the form:

M, =MPx,n+MP(x,0+.. (2.1.4)

where

MD(x,1) = i{[g ME () =&y M3 (0)]cosf 1 +[& M?(0) =&, ME0)]sinef 1} (2.1.5)

i=1

and
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i=1 j=1
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(88~ Bianyor ) ML )+ (B8 + 0y ME* ()] sin 0 +05)s

(8, +&ntyn )M 0~ (B8 By M 0] sinff — )]

In eqgn. (2.1.6), the wave amplitude and phase lag have been introduced as:

& =a,cosb, and §  =a,sind

The analytical expressions for the coefficients M M = ¢,s are given in the paper by

i
Jensen and Pedersen (1979). The evaluation of these coeff1c1ents requires the application of a
procedure to determine the added mass and damping coefficients (m and N) at each station.
While more complex and accurate procedures exist, the simple Lewis transformation is used
in the SOST code. It has been shown that the use of more accurate methods do not produce
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significant improvements in the results. (Lewis form solutions for added mass and damping
do not show good agreement with experimental results for ships with large bulbous bows,
however.)

In the SOST code, Jensen has provided means to generate short term and long term
statistical predictions of specific responses. These predictions are based upon Hermite series
approximations, using the first four moments of the response as input (mean, standard
deviation, skewness and kurtosis). The specifics of these procedures are described in Jensen
and Pedersen (1979) and will not be repeated here.

2.1.2  Simple Formulations for Determining Slightly Non-linear Extreme Wave Loads and
Load Combinations:

In an earlier Ship Structure Committee project (SR-1337), the problem of extreme
loads (linear) and load combinations was investigated. The work was published in a Ship
Structure Committee report SSC-373 and in a Journal of Ship Research paper (Mansour,
1994). Although this section of the report is concerned mainly with the estimation of slightly
non-linear extreme wave loads, a brief review of the load combination method is described in
the next few paragraphs. The details of the method are given in Appendix A. A list of
nomenclature used in sections 2.1.2 and 2.1.3 is given at the end of this section.

A simple format was adopted for the load combination:

fe=fi+Kf» hH>f (2.1.7)

where f; are the individual extreme loads and K is a load combination factor. The load
combination factor K was found to depend on the correlation coefficient p of the two load
components, their ratio and the frequency content of the processes from which the two loads
are determined (Mansour, 1994). More specifically, it was found that K takes the form:

K=ﬂ{mc(l+r2+2p12r)%'—l} 2.1.8)

r

where
pi2 = correlation coefficient between the two load components
r = 0,/0; = ratio of the standard deviations of the loads
In V01T
m, = — (2.1.9)
In vozT
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In vOCT

me In v, T (2.1.10)
o; = standard deviations of the loads, i = 1,2
voi = rate of zero upcrossing of the load processes, i = 1,2,¢

Expressions for the correlation coefficient py; are given in Mansour (1994) and Appendix A.
The factors, m, and m, were found to be close to unity in the case of combining two low
frequency loads resulting from rigid body motion of a ship such as vertical and horizontal
moments or vertical and torsional moments. When combining springing and vertical
moments, the factor m, must be computed using the zero upcrossing rates of the two
underlying processes and time T spent in the sea state under consideration as indicated by
eqn. (2.1.9).

In this section, load format similar to that given by eqn. (2.1.7) is sought for slightly
non-linear extreme loads. First, however, the extreme value f of a slightly non-linear and
non-Gaussian load will be determined. Although the developed formulation is general, the
application will concentrate on combining loads (or moments) acting on a ship. The non-
linearities in this case manifests itself in the difference between hog and sag moments. Such
a difference becomes more important in the case of fine form ships with large flare such as
container vessels and naval ships. These vessels exhibit large differences between hog and
sag moments, particularly in high sea states. Measurements on actual ships have shown such
a trend as can be seen from Figures 2.1.1 and 2.1.2 published by Hackmann (1979) and
Clarke (1986). These figures, among others, confirmed that larger sagging moment must be
considered in the design of these vessels, and, indeed rules of classification societies have
been modified to reflect a larger sagging moment.
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Figure 2.1.1 Short-term statistical representation of the wave induced bending strain €
derived from Northern Atlantic measurements on CTS TOKYO EXPRESS
(1018 GMT Dec. 27, 1973). A low pass filter was applied to remove
contributions from the 2-node vibration taking place at 5 rad/s. After
Hackmann (1979).
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Figure 2.1.2 Gumbel plot of long-term deck stress measurements in a narrow beam
LEANDER Class frigate. A probability of exceedance of 210 corresponds to
a 20 years’ period. After Clarke (1986).

As discussed earlier, linear strip theory is unable to predict the difference between hog
and sag moments.

A second order strip theory developed by Jensen and Pedersen (1979) and further
investigated by Jensen et al. (1981, 1990, 1992, 1993) is able and can be used to predict the
rapid increase of the sagging moment with sea states. The theory compares well with the
experimental data (see, e.g., Jensen et al., 1979, 1990) and exhibits clearly the difference
between hog and sag moments.

According to the linear theory and the associated extreme value statistics, the most
probable extreme load (MPEL) as well as other characteristic loads in a stationary sea,
depend only on the first two moments of the load probability distribution, i.e., the mean and
the standard deviation. In many cases, the mean is either zero or can be taken as zero without
loss of generality. The most probable extreme value (MPEV) thus depends only on the
standard deviation, and, for Rayleigh distributed peaks, is given in the form:

MPEV = 6,2 Inv,T (2.1.11)

where voT = N = number of peaks and ¢ is the standard deviation of the load.

The quadratic theory, however, gives, as will be shown later, a MPEV as well as other
characteristic values that depend also on the higher order statistical moments. Of special
importance are the first four moments. These are: the mean, the standard deviation, the
skewness (third moment) and the kurtosis (fourth moment). The skewness measures the
deviation from symmetry of the probability density function of the underlying load process;
zero being a symmetrical density (like, e.g., Gaussian). The kurtosis measures the peakness
of the density function relative to the Gaussian density which has a kurtosis of three. These
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four moments are found to characterize rather accurately the MPEV as well as other
characteristic values for slightly non-linear wave loads.

In both cases, linear and non-linear, the extreme values will also depend on the
frequency content of the underlying load processes. More specifically, for narrow-band
processes, the frequency content will influence the number of peaks N where N = voT and vy
is the rate of zero upcrossing of the process. T is the period of time over which the extreme
value is estimated.

The objective of this section is to derive a simple equation similar to eqn. (2.1.11), to
estimate the MPEV (and other characteristic values) for slightly non-linear loads; and to
approximately combine the loads using a simple format similar to that given by eqns. (2.1.7)
and (2.1.8). The developed equations for the slightly non-linear extreme loads will capture
the important non-linear characteristics, though some approximations will be necessary due
to the emphasis on simplicity.

The most probable extreme value and other characteristic values — slightly non-linear
loads:

A slightly non-linear (non-Gaussian) response process M(t) of a marine structure can
be expressed in a stationary sea in the form of an N-term Hermite series of a standard
Gaussian process U(t), see, e.g., Winterstein (1988) and Jensen, Mansour and Pedersen

(1991):

[ N 1
= My()=k|U(t)+ D, ¢, He, | (U@ 2.1.12)

l_ n=3 _‘

where k = k(c,) is a scaling factor to ensure that M(?) has a unit variance and the coefficients
¢, control the shape of the standardized distribution. Expanding (2.1.12) up to N = 4, one
gets:

M@ —p

M =prko[U+c(U% ~1)+¢,(v° -30)) (2.1.13)

The argument ¢ is omitted for brevity. | here indicates the mean of the process, €.g., the
wave bending moment.

Equivalently, a polynomial in the standard Guassian process U(f) can be used to
model M(1):

3
M=a,+,a U (2.1.14)

i=1

2-9




One advantage of using the cubic Hermite series eqn. (2.1.13) is that the response is
expressed explicitly in terms of the mean p and standard deviation & of the response, and that
the coefficients c3 and ¢4 can be approximately related to the skewness o and kurtosis f§ of
the response using Gram-Charlier series and a coefficient matching procedure (see
Winterstein, 1988):

o = 65 (1 +6cy) (2.1.15)
and
20 2]
B~ S (18, +1) =1]+3 (2.1.16)

This means that the response process M(#) is expressed explicitly, albeit approximately, by
the first four statistical moments (mean, standard deviation, skewness and kurtosis).

The polynomial representation of the response given by eqn. (2.1.14) can be made
equivalent to the Hermite representation given by eqn. (2.1.13), by matching the coefficients
of the two series, i.e.,

c =a, (q +3a3)*1
¢ =a;(a;+ 3a3)—1

(2.1.17)
ko = al + 3a3
I.l =4 +a2
and the variance 6 is given by Jensen, Mansour and Pedersen (1991)
o =a’ +2a2 +15a] +6a,a, (2.1.18)

From the four lowest statistical moments, the a; can be determined via eqns. (2.1.15), (2.1.16)
and (2.1.17) or exactly (Jensen, 1994), solving numerically three non-linear algebraic
equations (for the solution of g; in terms of the four lowest moments, please refer to Jensen,
1994).

The standardized moment process can be written in terms of the coefficients g; as:

_ I 2_ 1
M szU"1+ ) (U 1) as
)

a, +3a, U +a1+3a3 (Uz_g)J

(2.1.19)

The probability distributions of the response process M(?), it peaks and its extreme peak in

time duration 7 can be thus determined from the transformation given by eqn. (2.1.13) and

the fact that U(?) is the standard normal process (see Mansour, 1991). From the probability
distribution of the extreme peak in time duration 7 one may determine the most probable
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extreme value (MPEV) as well as other extreme values (characteristic values) associated with
certain probability levels in a formal way.

A simpler procedure that produces the same result is to insert the MPEV of U(f) in the
right hand side of Eqn. (2.1.19) in order to determine the MPEV of M(r). The MPEYV of U(r)

1S:

MPEV of U(T) = /2 Inv,T (2.1.20)

Inserting eqn. (2.1.20) in (2.1.19) and using eqn. (2.1.15), (2.1.16) and (2.1.17) to obtain the
coefficients g; in terms of the skewness o and the kurtosis 8, the MPEV of M(¢), denoted f,
can be cast in the form:

f=802InvT (2.1.21)

where the mean [l was taken to be zero (without loss of generality) and d is a “non-linearity”
parameter defined by:

) o2y T-1) 4
S—k{l+(6+2y) \ lnvOT+18(2 Inv,T-3) (2.1.22)

and

V2

y=[1+15B-3)]"" -1

[ 1/ « 2 /2 (2.1.23)
U T B 4
k_[1+2(y+3]z+54J

Equation (2.1.21) is similar to eqn. (2.1.11) of the linear case except for the non-linearity
parameter 8. It can be easily verified that eqn. (2.1.21) converges to eqn. (2.1.11) when the
skewness o is zero and kurtosis B is 3, i.e., the linear case.

The second order strip theory for ships (see Jensen and Pedersen, 1979) has shown
that the difference between hogging and sagging moments manifests itself in the sign of the
skewness 0, i.e., 0 is positive for sagging and has the same value but with a negative sign for
hogging. This will influence the non-linearity parameter & given by eqn. (2.1.22) since the
second term will be positive for sagging and negative for hogging, with end result of a larger
extreme sagging moment than a hogging moment (eqn. (2.1.21)).

An improvement of eqn. (2.1.22) for the non-linearity parameter 6 can be made. A

comparison of computation of an extreme value f;, associated with probability 1, normalized
by the standard deviation ¢ versus 1 is shown in Figure 2.1.3. The solid curve shows the
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results for f/G based on the second order strip theory using exact relations between the
coefficients a; and the 4 lowest statistical moments. The ship analyzed is the same as in
Jensen and Dogliani (1993). The “line/dot” curve is based on eqn. (2.1.22) which uses
Winterstein (1988) approximate values for the coefficients c3 and c4. As can be seen, the
error due to the approximate relations (2.1.15)-(2.1.16) increases from about 3% at the
MPEV (1 = 0.632) to about 12% at a probability level 1 = 0.0005.

—
(=]

Qals

. exact

. —-— : equation 2 }{.272
—~-—=: equation 2.y 24
] 1 4 L

05 01 0.01 0.001
Probability of Exceedance 73

O = Wy D D

foeg
o

Figure 2.1.3 Exceedance probability of an extreme value.

A better approximation can be made by modifying Winterstein (1988) determined
coefficients c3 and c4. By matching the Hermite Series coefficients with the exact,
numerically computed results, the following modified coefficients were determined:

= * and c :—1-
37 58+2y 4

Using these coefficients, one obtains for the non-linearity parameter o:

o=k 1+

al2in @D -1
(58+27) Jg In(v,T) +'36(2 In (v,T) - 3} (2.1.24)

where k and 7y are given by eqn. (2.1.23). The dashed curve in Figure 2.1.3 is based on the
modified non-linearity parameter given by eqn. (2.1.24). It is seen that it gives much better

results than the original 8 given by eqn. (2.1.22) in the present case, and therefore, will be
used in the following analysis.

Figure 2.1.4 shows the effect of the skewness on the non-linearity parameter d given
by eqn. (2.1.24). 9, designates the non-linearity parameter associated with sagging (positive
o and 9, is that associated with hogging (negative o). The two other parameters (f and voT)
were assumed fixed. Similarly, Figures 2.1.5 and 2.1.6 show the effects of the kurtosis § and
the number of peaks voT on the non-linearity parameter, respectively. It is seen that
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increasing any of these parameters will increase 8, but the impact of the skewness is
pronounced.
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Figure 2.1.4  Effect of skewness on the non-linearity parameters for hogging and sagging
moments.
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Figure 2.1.5  Effect of kurtosis on the non-linearity parameters for hogging and sagging

moments.
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Figure 2.1.6  Effect of number of peaks on the non-linearity parameters for hogging and
sagging moments.
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Other characteristic values, besides the MPEV can be also approximately determined
using an equation similar to eqn. (2.1.21) (or eqn. (2.1.11) for the linear case). An extreme
value fy associated with exceedance probability 1 can be determined by replacing vo by von,
ie.,

fo=80 2Invy, T (2.1.25)

where

v
v, T———— (2.1.26)

! ln[(l— n)—]}

The MPEV is associated with an exceedance probability N =1 - 1/e = 0.6321. Itis easy to
verify that, in this special case vo, = vo and eqn. (2.1.25) reduces to eqn. (2.1.21) for the most
probable extreme value. The logarithms in the above equations have the Naplerean base “e”.

The above equations apply to narrow-band and relatively narrow-band response

spectra. An approximation for the wide-band case is possible for the MPEYV if one uses in
eqn. (2.1.21) (see Cartwright and Longuet-Higgins, 1956):

vol =+/(1-€?) N (2.1.27)

N is the number of peaks and € is a spectrum broadness parameter given by:

m2 T
el=1-—2 ; m, :Jm” S()do ; n=0,2,4 (2.1.28)
Mgy 0

where S(w) is the one-sided response spectrum and o is frequency.

According to Silveria and Brillinger (1978), an extreme value associated with
probability 1} becomes independent of € as 1 approaches zero, and therefore, eqn. (2.1.25)
may be used to approximately estimate f;, with voT = N = number of peaks of the wide-band
process, for small values of n.

Estimation of slightly non-linear extreme loads:
As can be seen from eqn. (2.1.21), estimation of the MPEV can be made if the non-

linearity parameter d given by eqn. (2.1.24) is known. Eqn. (2.1.24) indicates that the non-
linearity parameter & depends on the skewness @, kurtosis B and v,T, i.e.,

&=8(at, B, voT) (2.1.29)
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Results of the second order strip theory have shown (see Jensen and Dogliani, 1993) that o
and B depend on the significant wave height Hj, the zero crossing period of waves T, ship
geometry, ship speed V and heading angle o, i.e.,

o = o (H,, T, ship geometry, V, ¢) (2.1.30)

and

B

Besides the dependence on o,  and voT, the MPEV depends also on the “non-linear”
standard deviation G as can be seen from eqn. (2.1.21). In addition, the mean value for the
non-linear extreme response, is non-zero and, in principle, should be added to the extreme
value given by eqn. (2.1.21) or (2.1.25). The results by Jensen and Dogliani (1993) have
shown, however, that the mean value is small, of the order of 2% of the MPEV, and can be
neglected. In addition, the same reference indicated that the standard deviation calculated by
the second order strip theory is only 2% different from the linear standard deviation. It is
therefore suggested that the standard deviation computed by a linear strip theory program can
be used in eqn. (2.1.21) or (2.1.25).

B (H,, T, ship geometry, V, @) (2.1.31)

The skewness o and kurtosis 3 can be calculated only using a non-linear procedure
like a second order strip theory program. A complete parametric study to determine design
charts for o and 3 when varying the parameters indicated by eqns. (2.1.30) and (2.1.31) can
be valuable in this regard and will be given in the next section of the report. An estimate can
be thus made of o and B and therefore of the non-linearity parameter and the extreme
response.

~ With reference to egns. (2.1.30) and (2.1.31), the most important parameter related to
ship geometry is, according to the second order strip theory, the slope at the waterline, which
reflects ship flare. It is rather unfortunate that the second order strip theory limits the
description of the entire changes in volume below and above the waterline to one parameter,
the slope of the hull with respect to a vertical line at each station along the ship. It should be
mentioned that it is this change in buoyancy above and below the waterline that contributes
most to the difference between the linear and second order theories.

A flare coefficient csthat describes “ship geometry” can be written in terms of the

difference between the deck area Apg and the waterplane area at the waterline Awp divided by
the vertical distance zy between them and by the ship length L, i.e,,

_ Apk — Awp 2.132)




K:dl Hszi—z'*‘ei H?l i=2, 33

one can infer that the skewness o is approximately linearly dependent on H; and the kurtosis
B is proportional to the square of H; (d; and ¢; are constants). The results given by Jensen and
Dogliani (1993) for a containership indeed supports this contention. Therefore, one may
write

o

7 N L.V, 0 (2.1.33)
and

B

2T ¢/, T,,V.9) (2.1.34)

N

These two equations provide the basis for the parametric study leading to design charts for a.
and P shown in the next section. Some practical information regarding o and  and the ratio
of sagging to hogging moments are provided next.

Six ships have been analyzed using the second order strip theory. These are: a
tanker, a frigate, a bulkcarrier, a floating production vessel, a feeder container ship and a
Panmax containership. The results of the calculations in a sea state characterized by
significant wave height H, = 15 meters and average zero crossing period of 12 seconds are
shown in Table 2.1.1. In all cases, except for the floating production vessel, which is
designed for head sea and zero speed, vessels speed and heading angle are 2 m/sec and 135°,
respectively. The shown hogging and sagging moments are extreme values associated with
exceedence probability = 0.5 during a time duration of 10* seconds. The flare coefficient cf
given by eqn. (2.1.32) has also been calculated and is shown in Table 2.1.1. The table shows
the computed mean J, linear standard deviation o;, non-linear standard deviation G,
skewness 0. and kurtosis B. These results are plotted in Figures 2.1.7, 2.1.8 and 2.1.9. These
figures, in general, show the variation in the degree of non-linearity with the flare coefficient
cs. Figure 2.1.7 shows the increasing trend of the skewness and kurtosis data with ¢y together
with least square fit lines. Figure 2.1.8 shows the increasing trend of the sagging to hogging
moments ratio as csincreases. Figure 2.1.9 shows the ratios of the sagging to linear and
hogging to linear moments and their variation with cy. These figures indicate clearly that as ¢r
increases the non-linearities as modeled by o and B increase, and the sagging to hogging
moment ratio increases. It should be mentioned that the service speed V of the vessels do not
enter the results as all calculations are performed in a severe sea state in which only a
minimum (2 m/sec) steering speed is applied.
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Floating Feeder Container
Tanker | Frigate | OBO | production | container ship
vessel ship

Ship length L [m] 233 110 310 194 120 270
Block coefficient ¢ 0.85 0.47 0.78 0.80 0.63 0.59
Flare coefficient ¢f 0.03 0.06 0.09 0.20 0.27 0.30
M;,, [10° Nm] 3.70 0.246 | 10.90 3.04 0.325 4.9
My, [10° Nm] 3.66 0.198 | 8.19 2.18 0.218 2.8
Msae/ Miog 1.01 1.24 1.33 1.39 1.49 1.75
o, 0.052 0.083 | 0.075 0.059 0.136 0.221
c/0, 1.016 1.024 | 1.018 1.006 1.056 1.038
skewness ol -0.017 0.147 } 0.226 0.140 0.326 0.489
kurtosis 3.076 3.099 | 3.172 3.061 3.394 3.393
o, [10° Nm] 0.922 0.053 | 2.374 0.722 0.059 0.901
Miinear [10° Nm] 3.50 0.209 [ 8.95 2.72 0.229 3.45

Table 2.1.1 Extreme bending moments with 50% exceedance probability for six ships
in sea state H; = 15 m, T, = 12 s during 10%s.

%, I
® N, = skewness // P
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Figure 2.1.7 Variation of skewness and kurtosis with the flare coefficient ¢¢ for six ships and

best-fit-lines. Results are for the midship sagging bending moment. For hog
and sign of the skewness should be changed.
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Figure 2.1.8 Variation of the ratio of sagging to hogging moments with the flare coefficient ¢;

for six ships and best-fit-line.
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Figure 2.1.9 Variation of the ratio of hogging and sagging moments to the linear moment
with the flare coefficient ¢ for six ships and best-fit-lines.
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Approximate combination of extreme loads

Approximate combination of slightly non-linear extreme load (e.g., hogging and
sagging moments) with a linear load (e.g., horizontal moment) can be obtained using a
procedure similar to that developed by Mansour (1994). The procedure, which is described
in detail in that reference, ends up with the simple formula given by eqn. (2.1.7) for the
combined load f,:

fe=fi+Kf fi>h (2.1.7)

where the load combination factor K is given by eqn. (2.1.8):

K:ﬁr-[inc(l+r2 +2p12r)%—1} (2.1.8)

r

and the individual extreme load components f;, i = 1,2 are given by Eqn. (2.1.21):

£, =8,06,/2Inv,,T (2.1.22)

If one of the two loads is linear, e.g., f>, then its non-linearity parameter &, reduces to unity.
The non-linearity parameter is defined by eqn. (2.1.24). The coefficients m, and m. now
reflect the slight non-linearity of the loads and are given by (refer to eqns. (2.1.9) and

(2.1.10):
oS [Inve, T (2.135)
r 62 In V02T o

§ [nvy.T
m, =g | =20 (2.1.36)
61 ln VOIT

The correlation coefficient at the standard deviation level, p;2 can be approximately
determined from:

1
Gy G,

P12 = T Re {H1 (@) H, ((o)} S, (®) do (2.1.37)
0

where H;(®) are the transfer functions of the loads (wave to load) and the superscript *
indicates the complex conjugate of the transfer function. Ref{.} indicates the real part of {.}
and S,(w) is the wave spectrum.




The load combination factor K is thus a function of
K =K(r, pi, 04, By, vorTs 02, Ba, voo T s B voT) (2.1.38)

where 0, B. and v are the combined load skewness, kurtosis and rate of zero crossing,
respectively. These three parameters appear in the non-linearity parameter of the combined
response 8, which appears in m, given by eqn. (2.1.36). The non-linearity parameter & is
defined by eqn. (2.1.24) with o = d, B =P, and vo = voc.

In order to estimate K (see eqn. (2.1.38)) easily, it is clear that o, B and vo. must be
determined from the corresponding quantities for the individual load components, i.e., from
o, Bi and vo; where i =1 or 2. It is also clear that further simplification is necessary,
particularly for the case of interest, i.e., sli ghtly non-linear vertical moment responses
combined with linear horizontal moment response.

The skewness and kurtosis of the combined response may be estimated from
individual component skewness and kurtosis by forming the cumulants and assuming
independence in higher order expectations (see Appendix B). This leads to the approximate
equations for zero mean random variables

aczgg[al o +0, G (2.1.39)
and
BC:é—[(Bl—l) o +(B,-3) i +60F 03] +3 (2.1.40)
where
2 =62 +0% +2 Py 61 0, (2.1.41)

If one of the load responses is Gaussian then its corresponding W, 0. and B are u =0 =0 and

B = 3 and the above equations are further simplified. It should be mentioned that for sli ghtly
non-linear load response (e.g., the vertical bending moment) |L can be taken as zero and G can
be taken as the linear standard deviation. The skewness and kurtosis, however, must be
estimated either from a complete parametric study design chart (next section) or from the
second order strip theory.

The combined response zero upcrossing rate vo. may be estimated approximately from
(see Appendix B):
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T

(2.1.42)

where the summation index i is over all individual components and m0,i and m;; indicate the
zero and second moments, respectively, of component i respfonse spectrum. It should be
mentioned that springing response of ships cannot be considered “slightly” non-linear
response since the quadratic terms are relatively large.

Further simplification and reduction of the parameters upon which the load
combination factor K depends (see eqn. (2.1.38)) is possible for the special case of combining
vertical and horizontal moment responses if the latter is considered linear. In this case, the
spectral densities of the individual components as well as the combined spectral density
overlap on a frequency scale (see, e.g., Friis Hansen, 1994). As a result of this overlap, the
coefficients m, and m, appearing in eqn. (2.1.8) for K can be simplified:

S, [Invy T 0
m, =t [T Y0 =S (2.1.43)
61 In VOIT 51

and

=5, (2.1.44)

where §;, i = 1, 2, ¢ are given by eqn. (2.1.24). Thus the dependency of K on the variables
given by eqn. (2.1.38) is reduced to

K =K (r, p12, 04, B, vor, O, Bes Vo) (2.1.45)

where 0., B and vo. can be calculated from eqns. (2.1.39), (2.1.40) and (2.1.42), respectively.

Application examples

In the following, two application examples will be provided to show the use of the
equations and analyses discussed earlier. The first example is concerned with estimating the
non-linear vertical sagging and hogging moments assuming that only the linear vertical
moment is known. The second example is concerned with combining the responses (stresses)
due to vertical bending moment considered slightly non-linear and the horizontal moment
considered linear.
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Example 1

It is required to estimate for preliminary analysis the vertical sagging and hogging
moments of a bulkcarrier in a sea state characterized by significant wave height H;=15m
and zero crossing period 7, = 12 s.

The ship is to operate in this storm condition for a period of 10* seconds
(approximately 2.8 hours); and it is desired to estimate the extreme hogging and sagging
moments during this period with exceedance probability = 0.5. From ship line drawings
the flare coefficient given by eqn. (2.1.32) was calculated to be ¢;= 0.1; and the results of a
linear strip theory ship motion program provided the standard deviation of the vertical
bending moment in the sea state under consideration to be 6, =2.4 - 10° Nm for ship heading
and Froude number identical to those used in Figure 2.1.7 (¢ = 135° and Fr = 0.03). Notice
that these numbers are those of the OBO ship shown in Table 2.1.1. This is done purposely
in order to compare the results of the approximate equations provided in this report with the
more accurate results of the second order strip theory given in Table 2.1.1 for this ship.

In order to estimate the hogging and sagging moments, one must estimate first the
skewness o and the kurtosis p. From Figure 2.1.7 these are given as a function of ¢ in the
form

o=1.6 = 0.16
and

B=3+15¢=3.15

Next, one must estimate the non-linearity parameter for sagging, &, and hogging &,
moments, respectively, given by eqn. (2.1.24). This equation shows that d is a function of the
coefficients y and k. From eqn. (2.1.23), y and k were computed to be:

y=0.107 and k=1.001

In addition, eqn. (2.1.24), which provides the non-linearity parameter associated with the
most probable extreme value, is a function of voT. To determine the non-linearity parameter
associated with exceedance probability ) = 0.5 one must, as discussed earlier, replace vo by
von » €qn. (2.1.26). In the absence of better information on vo appearing in eqn. (2.1.26) for
the vertical bending moment, it will be assumed that this value is equal to that of the waves.
Since the waves have a zero crossing period T, = 12 s, vy is assumed to be vp = 0.083 1/s.

Although a more accurate vy for the vertical bending moment may be calculated from
the spectral moments of the bending moment spectrum obtained from a linear strip theory
program, this assumption is usually very satisfactory as a very low forward speed is used in
the severe design sea state. In addition, vy always appears in all equations either as In voT or
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/In voT , and therefore, the error is minimal. vg, can be then determined from eqn. (2.1.26)
as

0083

Voo =————=01201/s and vy, T =1200

M n05)™ on
Substituting the values of 7, k and von T in eqn. (2.1.24), and using positive skewness o to
determine the non-linearity parameter for sagging J; and negative o for hogging, &, one
obtains:

8 =1.134 and 0,=0.948

The corresponding extreme sagging and hogging moments associated with exceedance
probability 1y = 0.5 can be calculated from eqn. (2.1.25):

f,=10.25-10° Nm
and
f,=8.57 - 10° Nm

The extreme sagging moment f; is to be compared with 10.90 - 10° Nm shown in Table 2.1.1
as provided by the second order strip theory. The error is 6.0%. The extreme hogging
moment given in Table 2.1.1is 8.19 - 10° Nm and the resulting error in f; is 4.6%.

Although similar results for f; and f;, may have been obtained, in this case, using
Figure 2.1.9, it is recommended to use the above outlined procedure. This procedure shows
the dependence on the various important parameters and more importantly provides the
flexibility of determining extreme values associated with different probability levels  and
different number of encounters vT as can be seen from eqns. (2.1 24), (2.1.25) and (2.1.26).

Example 2

For preliminary purposes, it is required to determine the combined extreme
longitudinal stress due to vertical sagging and horizontal bending moments associated with
exceedance probability n = 0.5, at a location in the deck of a tanker in a stationary sea state
characterized by H; = 15 m and T, = 12 s of duration T = 10* s. From a linear strip theory
computer program, it was determined that the vertical bending stress standard deviation @ in
this sea state is 6, = 30 N/mm?. The standard deviation of the horizontal moment bending
stress at the same location and in the same direction is 0, = 14 N/mm?. The ISSC (1973)
recommended value for the correlation coefficient between the two moments (or stresses) is
p12 = 0.32. See Stiansen and Mansour (1975) and Mansour (1981) for calculation of pi2
using eqn. (2.1.37). The ISSC recommended value will be used in this example. The flare
coefficient calculated from the line drawing of this ship is ¢r= 0.15.
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First, the non-linear vertical sagging stress will be estimated using the procedure
outlined in Example 1. Then the combined stress will be estimated using eqn. (2.1.7) with
load combination factor K determined from eqn. (2.1.8).

These values are:

oy = 0.240; B] =3.225 M =0.157 and k= 1.002
von is calculated next using eqgn. (2.1.26) with vo = 0.083 I/s. The resulting value is:

von=0.1201/s and voyT=1200

The non-linearity parameter 8 associated with the sagging stress calculated from eqn.
(2.1.24) is &; = 1.198. The corresponding extreme sagging stress at this probability level (n =
0.5) is calculated next from eqn. (2.1.25) as

£, =1198-30,/2 In 1200 = 1353 N/ mm?

The horizontal bending stress will be considered linear (Gaussian response); therefore, the
corresponding skewness 0 = 0 and kurtosis $, = 3. Substituting these values in eqns.
(2.1.23) and (2.1.24) yield v, = 0; k2 = 1 and 8, = 1. Thus eqn. (2.1.25) for the extreme value
reduces to eqn. (2.1.11) for the linear case, and for exceedence probability n = 0.5, the
extreme value of the horizontal stress is

f» =14,/21n 1200 =52.7 N/ mm®

In order to calculate the combined stress using eqn. (2.1.7), the load combination factor K
must be calculated first from eqn. (2.1.8) with (see eqns. (2.1.43) and (2.1.44)):

8
m, =8, =1198 and mc=§

The calculation of m, requires estimation of 8. Using eqns. (2.1.39), (2.1.40) and (2.1.41)
one gets:

0, =0.129; B.=3.666 and vy =0.0831s

Therefore, from eqn. (2.1.33) and from eqn. (2.1.24) with vo.n = 0.120 Vs (for n = 0.5), one
gets

v.=0414;k=1002 and & =1.225

and hence
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5.
m, = g“ = 1023
t

For r = 6,/0; = 0.467 and the above values for m,, m, and pi», eqn. (2.1.8) yields a load
combination factor K = 0.667. The combined extreme stress is thus, from eqn. (2.1.7),

fo=fi+ Kfo= 1353 +0.667 - 52.7 = 170.5 N/mm”

This value is consistent with the value of fc determined from:

£, =8,6,21n vo.nT =1704 N/ mm”

with o, determined from eqn. (2.1.41).

It should be noted that, if linear theory is used in both determining the extreme
sagging stress and the load combination factor K;, one would obtain:

£, =304/21n1200 = 1130 N/ mm” ;

i.e., 20% less than the value based on non-linear analysis, and K; (with m, =m, = 1):
f. =1130+05-527 =139.4 N/ mm”

that is, 22% smaller than that obtained by the approximate non-linear analysis.

It should also be noted that the correlation coefficient p is not constant; it depends on
the probability level . At the standard deviation level p;, = 0.32 while at a probability level
7, an indication of the correlation can be calculated from:

(1
- 2111,

=056

This increasing trend of p with the probability level is confirmed by Naess and Ness (1992).

In conclusion, a simple equation suitable for preliminary estimation of the extreme
value of a slightly non-linear response was presented. The equation contains a newly defined
non-linearity parameter which is a function of the response process skewness and kurtosis.
The equation is consistent with the linear theory of extremes, and in fact, reduces to the linear
theory prediction as a special case when the non-linearity parameter is equal to one. The
equation is suitable for application to extreme values of vertical hogging and sagging bending
moments acting on a ship. Unlike the linear theory, the present non-linear analysis can
predict the difference between sagging and hogging moments. Parametric study is performed
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in the next section in order to determine accurately the non-linearity parameter as a function
of the parameters upon which it depends.

A simple formula for preliminary estimate of the combined response of a linear and a
slightly non-linear response is also proposed. The formula contains a load combination
factor which is a function of the ratio of the standard deviations of the individual responses,
the correlation coefficient and the non-linearity parameter.
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Nomenclature — Sections 2.1.2 and 2.1.3

a; coefficients, polynomial series

Apk deck plan area

Awp waterplane area

Cp block coefficient

ol flare coefficient

Ci coefficients, Hermite series

El.] expected value

fi characteristic value of response (stress or deflection) to load component i
fe combined response (stress or deflection)

fq extreme value associated with exceedence probability N
H{w) frequency response function for load component i (transfer function)
Hl.* () conjugate complex of H(w)

H; significant wave height

k scaling factor

K load combination factor for two correlated load responses
K cumulant

L ship length

m, ratio defined by eqn. (2.1.9) or (2.1.35)

m. ratio defined by eqn. (2.1.10) or (2.1.36)

My i n’th spectral moment of component i response

M@ bending moment process

Mo(® normalized bending moment process

N; number of peaks associated with load component i

r stress ratio = 0,/0;

Re()) real part of a complex function

Sxw), S(w) wave and combined response spectra, respectively

T time of exposure

T, zero upcrossing period of waves
U@ standard Gauss‘ian process

Vv ship speed
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= D Q

m

Voi

Pij

Cc

O;

vertical distance between Apx and A wp

skewness

kurtosis

parameter defined in eqn. (2.1.23) (subscript s for sag,  for hog)
non-linearity parameter

band width parameter

standard deviation

mean value

rate of zero upcrossing of load process i

correlation coefficient between to response components i and j
non-linear standard deviation

standard deviation of the combined response

linear standard deviation

ship heading angle

frequency
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2.1.3 Design Charts for Estimating Non-linear Hogging and Sagging Bending Moments:

This section presents charts for preliminary estimates of the non-linearities associated
with wave bending moments acting on a ship moving in a stationary sea. Deviation of the
actual hull shape above the water line from “vertical wall” is characterized by a flare
coefficient. The charts show the influence of the flare coefficient, among other parameters,
on the non-linearity parameter discussed in section 2.1.2. Three application examples are
given at the end of the section to illustrate how the charts can be used in conjunction with
linear strip theory results in order to estimate slightly non-linear hogging and sagging
moments. A list of nomenclature for this section is given at the end of section 2.1.2.

The principal results derived in the proceeding section (section 2.1.2) will be recalled
next. In the case of two extreme linear loads, the resulting combined load was cast in the

form (Mansour, 1995):

fe=f1+Kfh f1>f2 (2.1.46)

where f; are the individual extreme loads and X is a load combination factor defined
by:

m [ ) a
K:Ttmc(l+r +2p,,7) -1] (2.1.47)
o
where : r= Ez—z ratio of the standard deviations of the loads
1

Mo 2.1.48

"r Vv, T (2.1.48)
Inv,.T

- / 2.1.49

e Inv,, T ( )

A formulation for calculating the correlation coefficient p;; is given in
Appendix A (see also Mansour, 1993). The factors , and m, are close to unity in the
case of combining two low frequency loads resulting from rigid body motion of a
ship, such as vertical and horizontal moments.

In linear theory, the most probable extreme value of a load peak depends only
on the first two moments of the underlying process probability distribution. The mean
can be set to zero, without loss of generality, therefore the most probable extreme
value depends only on the standard deviation of the process. For ocean wave loads
with Rayleigh distributed peaks, the most probable extreme value is given by
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fi=0.\[2Inv, T (2.1.50)

We now introduce a slight non-linearity in the load process. Section 2.1.2 principal
results (see also Mansour and Jensen, 1995) is to introduce a “‘non-linearity” parameter 6
defined as follows. For a slightly non-linear load, eqn. (2.1.50) becomes:

f; =80,[2Inv,,T (2.1.51)

where the non-linearity parameter is defined by:

[ _
5, =k 1+ o 21y T 41 (21nv, T -3)

| (s8+2y,)2Inv, T 30
¥, =/1+15(B; -3) -1 (2.1.53)

z 2
11 o Vi
k. = ——= |+ 2.1.54
' \/1+2[yi+3} +54 ( )

We note that for the linear case corresponding to a Gaussian distribution of loads, the
skewness o; and kurtosis B; reduce to zero and three, respectively, and the non-linearity
parameter §; becomes unity. In this case, eqn. (2.1.51) reduces to eqn. (2.1.50).

(2.1.52)

|

The difference between sagging and hogging moments manifests itself in the sign of
the skewness 0, i.e., ol is positive for sagging and has the same value but with a negative sign
for hogging. We see from eqns. (2.1.51) and (2.1.52) that the result is a larger extreme
sagging bending moment than hogging bending moment. This is consistent with
observations and measurements recorded on ships at sea.

Other characteristic values, besides the most probable extreme value can be also
approximately determined using an equation similar to (2.1.51). An extreme value of a load
fx associated with exceedance probability 1 can be determined by replacing vo by von, i.€.,

fa =00 /21nv0nT (2.1.55)

where

S —— (2.1.56)
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The most probable extreme value is associated with an exceedance probability
nN=1-1/e=0.6321.

2.1.3.1 Parametric study

From eqn. (2.1.51), it is seen that estimation of the most probable extreme value of a
slightly non-linear load can be made after evaluating the non-linearity parameter .
Evaluating 8 means determination of the skewness o and kurtosis B. Both of these moments
were shown (Mansour and Jensen, 1995) to depend on the significant wave height Hs, the
zero upcrossing period of waves T, ship geometry, ship speed V and heading angle 9, i.e.,

o= o (Hg, Ty, ship geometry, V, 0)) (2.1.57)

and B =B (Hy, T, ship geometry, V, ¢) (2.1.58)

Furthermore, the skewness and kurtosis have been shown to be proportional to Hg and the
square of Hg, respectively. Therefore :

o
E—:f(jé’ ship geometry, V, ¢) (2.1.59)
5
B-3 ,
and —H—zzg(Tz, ship geometry, V, 0) (2.1.60)
s

This section will provide some insight on how the skewness and kurtosis depend on
the last four parameters. It will also provide design charts for estimating short term hogging
and sagging moments that can be used in the preliminary stage of a ship design. The !
software developed by Jensen (1993) based on a second order strip theory by Jensen and
Pedersen (1974) was used in order to develop the design charts.

It should be noted that, while the quadratic theory is a major improvement over the
linear strip theory the excitation and response in extreme (very high) sea states is highly non-
linear and the quadratic theory results cease to be accurate.

The difficulty is inherent in the assumption of linear variation of sectional breadth
with draft. A problem arises when the ship motion in very high scas exceeds the ship draft or
free board (green water on deck or bow emergence). In these cases, adjustment of the vertical
slope at the waterline is necessary, and the appropriate slope to use is not an obvious issue.

m

" In terms of the sea spectral moments mg and m, the zero upcrossing period 7, is defined by T, = 27 —
m
2
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The reader should refer to the paper by Jensen, Banke and Dogliani (1995) for additional
information on this subject.

Environmental parameters H; and T,:

The units used for the significant wave height H, throughout this section are meters.
This is important since the quantities o/H, and (B - 3)/H,” plotted on the charts are
dimensional (o and {3 are both non-dimensional). Plotting the results in this manner reduces
the number of variables, and therefore, the number of charts, considerably. T,, the zero
upcrossing period, is expressed in seconds. Charts of the skewness and kurtosis as a function
of each parameter are shown in Figures 2.1.11 to 2.1.36. But since H; and T, are generally
not independent, see for instance the one parameter ITTC spectrum:

H
T, = 11.121f—s 2.1.61)
g

a set of charts for various sea state matching the above relation has also been produced in
Figures 2.1.38 to 2.1.41, named charts for frequently occurring pairs of (H;, 7).

Ship speed and heading:

The heading angle takes values of 180° (head sea), 135° and 90°. The speed varies
from 4 to 30 knots approximately. On the charts for frequently occurring pairs of (H;, 1), the
speed is reduced in higher sea states in order to reflect realistic operating conditions.

Ship geometry:

The principal source of non-linearity in computing the extreme bending moment of a
ship is the flare of the hull, i.e., the fact that the ship is not wall-sided. In linear strip-theory,
the ship is assumed wall-sided and, if this assumption seems reasonable for a large tanker, it
is not for a fast container ship or a naval vessel. The second order strip theory and the
associated software used in this report take into account the slope of the hull at the waterline,
and not the actual shape of the hull. This may lead to overestimation of the non-linearity if
the hull shows a significant tumble-home, and vice-versa.

Given this limitation, a flare coefficient, Cy, was defined in order to quantify the flare.
A ship with a large flare coefficient will show larger non-linearity than a ship with a smaller
flare coefficient.

A, —A
dk
Cc, =————"2 (2.1.62)
f L.zf
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The ship characteristics selected to input the program are those of a fast-container
ship. Its main dimensions are shown below. From the body plan of the ship (Figure 2.1.10),
the flare coefficient C; was determined to be 0.48, using the trapezoidal integration rule to
compute Ay and Ay

Length between perpendicular (L) 270 m
Breadth amidships 322m
Draft, even keel 10.85m
Block coefficient 0.598
LCG aft of midship 10.12m

\

|k

Figure 2.1.10 Body plan of a container ship (Flokstra, 1974).

2.1.3.2 Design charts
All charts shown in Figures 2.1.11 to 2.1.41 were plotted by configuring the input file,
where the environmental parameters, ship speed and heading are stored. Each chart required

typically 6 to 7 cases to compute, taking an average time of about 2 minutes on an IBM 486
DX2 66. The output file was then transferred to a spreadsheet and the charts were drawn.

Effect of significant wave height H,:

This effect is clearly illustrated in Figures 2.1.11 and 2.1.12. The linear dependence
of the skewness o on H; is almost perfect, so is the dependence of 3 - 3 on H.?2. Therefore,
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the quantities o/H, and (J3 - 3)/H,* will be plotted versus the remaining parameters thereafter.
As was stated before, one must pay attention to the units of those parameters, because they
are dimensional.

Effect of wave zero upcrossing period T

The effect of zero upcrossing period 7, (Figures 2.1.13 to 2.1.18) is not as clear as the
effect of H;. One notes a general increasing trend of o and B for both heading angles 180°
and 135°, up to a maximum corresponding to about T, = 7 seconds for low Froude numbers
and, about 10 seconds for high Froude numbers (see Figures 2.1.13 to 2.1.18). The value of
this maxima increases with the speed up to a certain point then it starts to decrease. Finally,
it may be of interest to point out that, in beam seas, all curves are more clumped together, i.e.,
the influence of Froude Number is no longer important.

Effect of ship speed V and heading angle :

Figures 2.1.19 and 2.1.20 corroborate the above observation, that is, the existence of a
maxima for skewness and kurtosis at a given speed, and the small dependence of o and 3 on
speed in beam seas. However, as the heading angle decreases from 180° (head sea) to 90°
(beam sea), both skewness and kurtosis increase.

Effect of the flare coefficient Cy.

All charts describing skewness and kurtosis as a function of Cy(Figures 2.1.21 to
2.1.36) show the same general trend: the skewness is linearly dependent on Cyand the
kurtosis behaves like a higher order function of Cr. Regarding the kurtosis, its minimum
value corresponds in most cases to Cr=0.2. For low Cy, the skewness may take negative
values. These charts (Figures 2.1.21 to 2.1.36) may be used for preliminary estimates of the
non-linearity parameter 8 and the difference between hogging and sagging moments for fine
form ships.

The non-linearity parameter & is plotted in Figure 2.1.37 versus Cy for a selected
“design” sea state, H; = 15.5 m and T, = 14 sec. In order to represent realistic operating
conditions, the ship speed was taken 4 knots, corresponding to a Froude number F ¥ =0.04.
The figure shows that § varies rapidly with Cyindicating its importance. It also shows that
there are non-linearities present even if Cr=0.

1Fr:V/\/g_L
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Charts for frequently occurring pairs of (Hy, T,):

Figures 2.1.38 to 3.1.41 show the skewness and kurtosis for pairs of (Hy, T7) that
correspond to the ITTC one parameter spectrum (see eqn. (2.1.61)) and estimated maximum
operating speeds. These values are shown in Table 2.1.2 below:

H; (m) 4 6 8 10 12
T, (s) 7.1 8.7 10 11.2 12.3
V (m/s) 10 8 6 4 4

Table 2.1.2 — Frequently Occurring Pairs of (H;, T;) and
Corresponding Operating Speeds

As stated before, these charts reflect realistic operating conditions, and may be used
for estimating the maximum non-linearity parameter for a fine form ship with a given flare
coefficient (see application example number 1).

2.1.3.3 Application examples

Example 1

a. High flare coefficient

Consider the fast container ship (Cy= 0.48) that was used in the input file, cruising in
moderate to severe sea (H; = 6 m, T, = 8.7 s) at 15.5 knots, its maximum speed in this sea
state. From Figures 2.1.38 and 2.1.39, we get:

o -3
—=0.053 and B——z- =0.0054
H H_

s

therefore: o=0.318and B =3.194

From any linear strip-theory program, one can calculate the standard deviation ¢ of
the vertical bending moment. This value was computed to be 6 = 5.02 10® Nm and the

corresponding vo = 0.1244 sec’!. If one considers a time of exposure T = 3 hours (10800 s),
then using eqns. (2.1.52), (2.1.53) and (2.1.54) :

y=0.136
k = 1.0027
8 =1.240
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hence, from egns. (2.1.50) and (2.1.51), the most probable extreme values for the sagging
bending moments are :

Msqg = 1.905 10° Nm (linear case)
Msqg =2.363 10° Nm (non-linear case)

One may also compute an extreme value associated with exceedance probability 5%.
From (2.1.56), v is computed as:

_ -1
Vos = 2.4253 sec

therefore, from (2.1.55), the extreme sagging bending moment with exceedance probability
5% is:

Miqg05=2.808 109Nm  (non-linear case)

One may also compute the extreme hogging bending moment by switching the sign of

o
o=-0318 and P=3.194
v=0.136
k = 1.0027
6=10.869
Therefore : Mppg =1.905 109 Nm (linear case)
Mpog = 1.656 109 Nm (non-linear case)
and,

Mpog05 = 1.968 109Nm  (non-linear case)

b. Low flare coefficient

We now repeat the procedure described above, with an identical sea state (Hg =6 m,
T, = 8.7 s) and the same speed of 15.5 knots, but for a ship with a low flare coefficient,
Cr=0.2.
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From the charts (Figures 2.1.38 and 2.1.39), we get :

o B-3
—=0024 and ——=00015
H_ H?
S
therefore: o=0.144 and P =3.054

From a linear strip-theory, we get :

o = 5.00 108 Nm and v = 0.1240 sec™1

hence: v=0.040
k= 1.00058
8 =1.102 with o> 0 and 8 = 0.929 with ot < 0

Therefore, from eqns. (2.1.50) and (2.1.51):

Mggo=Mppg =1.897 109 Nm (linear case)
Mjqq=2.090 109 Nm (non-linear case)

Mpog =1.762 109 Nm (non-linear case)
and, from (2.1.55) and (2.1.56):

Mjq005 = 2485 107 Nm (non-linear case)

Mpog05 = 2.095 109 Nm (non-linear case)

c. A design sea state

A design sea state of Hg = 10 m, T, = 11.2 sec. is selected next. The ship speed is
assumed to be 4 m/sec and the heading angle is 180°. For a flare coefficient, Cf: 0.4 and T=
3 hours, one can obtain from Figures 2.1.38 and 2.1.39:

o=0.25 and f=3.14

From eqns. (2.1.52) to (2.1.54) one obtains:
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& =1.1185 for sagging condition (o, > 0)
=0.891 for hogging condition (o < 0)

This results in a ratio of sag to hog moments of 1.185+0.891=1.33. For
comparison, the ratio of the sag to hog moments was calculated from the American Bureau of
Shipping Rules for Steel Vessels (1994, part 3) to be 1.26 for a ship of length =270 m, B =
32.2 m and block coefficient = 0.598 (see Figure 2.1.10).

Example 2

The influence of the wave zero upcrossing period T, will be investigated next. The
fast container ship, Cf= 0.48, is assumed to be cruising at 27 knots in head sea (¢ = 180°) of
significant wave height Hg = 4 m and zero upcrossing rate T, =7s or T, = 10s,

corresponding to short and long waves, respectively.

a. Short waves

From Figures 2.1.13 and 2.1.14, we get:

o B-3
— =002 and —=00014
H H?
N
therefore, o =0.08 and B =3.0224

For ¢ = 1.227 108 Nm, v=0.1707 sec-! and for T = 3 hours, one obtains from eqns.
(2.1.51) to (2.1.54):

¥=0.016
k=1.00018
§=1.056witha>0 and 8=0.957 witho<O

and, from (2.1.50) and (2.1.51) (see procedure details in Example 1):

Msag=Mpog =4.758 108 Nm (linear case)
Mgqg=5.024 108 Nm (non-linear case)

Mpog =4.553 108 Nm (non-linear case)
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b. Long waves

We repeat the same process with T, = 10 s. From Figures 2.1.13 and 2.1.14:

o -3
'17 =007 and 7‘1—7 = 00016

B S

=028 and P=3256
With o = 1.758 108 Nm and v = 0.1423 sec”!, one gets:

v=0.176
k= 1.0022
5=1234 witha>0 and 06=0.908 witha <0

Therefore,

Miqg = Mpog =6.734 108 Nm (linear case)
Msqg =8.310 108 Nm (non-linear case)

Mppg =6.115 108 Nm (non-linear case)

It should be pointed out that the change in the non-linearity parameter for sagging
from short to long waves (1.056 to 1.234) represents the maximum range of change
according to Figures 2.1.13 and 2.1.14. The large increase in the sagging moment in the case
of long waves is to be noted. The increase, however, is not all due to increase in the non-
linearity parameter 8. In longer waves, the standard deviation has increased by about 43%
whereas the non-linearity parameter has increased by 17%.

Example 3

The influence of the ship speed will be investigated in this example. The container
ship is assumed to be cruising in moderate sea state of significant wave height Hg =5 m and

a corresponding zero upcrossing rate T, = 8 s, determined from eqn. (2.1.61). The ship speed

will be increased from 11.5 knots (6 m/s) to 19.5 knots (10 m/s) and the heading angle ¢ =
135°.
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a. Low speed

For the charts in Figures 2.1.27 and 2.1.28, we get:

% 0067 and B=3- 00085
—=0. nd —=0.
H H?

5 S

therefore, 00=0335 and p=3.213

For o = 1.461 108 Nm, v =0.1242 sec-l and T =3 hours, one computes from eqns.

(2.1.51) to (2.1.54) :

v=0.1487

k=1.003

8=1254withoe>0 and 0=0.865witha<O
Therefore, from (2.1.50) and (2.1.51) one obtains:

Mgqq=Mppg =5.545 108 Nm (linear case)

Mgqg = 6.953 108 Nm (non-linear case)
M hog = 4.796 108 Nm (non-linear case)
b. High speed

We repeat the same process with V = 19.5 knots, corresponding to the charts in
Figures 2.1.31 and 2.1.32:

o B-3
F =0053 and ?s?_— =0.009

s

therefore, 0=0.365 and P=3.225

For 6 = 1.450 108 Nm, v = 0.1426 sec'l and T = 3 hours, one computes from eqns.

(2.1.51) to (2.1.54) :

v=0.1565
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k=1.0036
8=1279 withae>0 and &=0.851 with 0. <0

Therefore, from (2.1.50) and (2.1.51) one obtains:

Mgqg = Mpog = 5555 108 Nm (linear case)
Mgqq =17.105 108 Nm (non-linear case)

Mg =4.728 103 Nm (non-linear case)

The modest increase in the non-linearity parameter (2 %) with the ship speed
indicates that speed is not an important factor. Figures 2.1.21 to 2.1.36 show, however, that
the influence of the heading angle is more important.

In summary, several charts have been developed based on the quadratic theory. These
charts, which can be used to estimate the non-linearity parameter in moderate to high sea
states, are developed by varying the flare coefficient, sea state, ship speed and heading. The
results indicate that the flare coefficient and sea state have important impact on the non-
linearity parameter, whereas ship speed and heading seem to be less important. The
limitation of the quadratic theory in extreme (very high) seas is also discussed.

A linear strip theory program may be used together with the presented charts in order

to estimate slightly non-linear hogging and sagging wave moments. The use of the charts has
been illustrated by three application examples given at the end of the section.
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Figure 2.1.11 Skewness o. versus H; (T, = 95, V=5m/s, ¢ =180°).
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Figure 2.1.12 Kurtosis B - 3 versus H; (T, = 9s, V=>5m/s, ¢ = 180°).
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Figure 2.1.14 (B - 3)/H,? versus T, for different speeds and ¢ = 180°,
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Figure 2.1.16 (B - 3)/H,’ versus T, for different speeds and ¢ = 135°.
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Figure 2.1.18 (P - 3)/H, .2 versus T, for different speeds and ¢ = 90°.
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Figure 2.1.19 o/H; versus V for different heading angles (T, = 8 s).
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Figure 2.1.20 (B - ?:)/Hs2 versus V for different heading angles (T, = 8 s).
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Figure 2.1.22 (B - 3)/H,? versus Cyfor Fr=0.039 and ¢ = 180°.
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Figure 2.1.24 (B - 3)/H,” versus Cyfor Fr =0.039 and ¢ = 135°.
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2.1.4 Slamming Loads:

Slamming loads are significant in many types of oceangoing vessels, e.g. those with
fine form, low draft, and high speed. The calculation of slam effects (stresses) requires the
consideration of hull flexibility. The maximum slam loads do not typically occur when the
wave induced loads are the largest, and such lack of perfect correlation needs to be
considered in the calculation of combined load effects. Another characteristic one should
mention is the marked nonlinearity of slam loads with respect to the wave height, resulting in
the hull girder response being significantly different for the hogging and sagging parts of the
wave cycle.

The treatment of slamming in ships is semi-empirical, relying on insights gained from
in-service data and measurements, and contains large uncertainties related to the methods
themselves (e.g. momentum versus impact slamming), effect of operational factors (i.e.
discretionary changes in vessel heading and speed), and load combinations.

2.1.4.1 The computer program SLAM — background

An integrated package for ship hull global extreme loads and stresses arising from the
combined effects of slamming and wave induced loads was developed by Friis-Hansen
(1993). The load combination procedure is suitable for use in the presence of significant
non-linearities. Phasing of slamming occurrence with regard to the wave induced load peak
is implicitly obtained in the method from consideration of the basic physics of the problem,
rather than input to it. The method accounts for the clustering of slam events using an
envelope approach.

The primary output from the method is the probability distribution function of the
combined extreme load effects arising from wave induced and slamming hull girder loads in
a given sea state. The procedure requires as input the vessel motion transfer functions from
linear ship motion theory, and wave induced load transfer functions from any appropriate
theory, e.g., linear strip theory, quadratic strip theory, or fully nonlinear theory. Slam loads
and their effects are internally calculated.

Generally, the term slamming refers to the impact generated when the ship bottom
hits the water surface after a series of large heave and pitch motions have forced a part of the
ship’s bottom to emerge and therefore to reenter the water. Only this impact slamming is
considered here. Full-scale measurements have shown that the slamming induced stresses at
midship can be of the same order magnitude as the bending induced stresses (Ochi and
Motter, 1973). Therefore, slamming stresses must be carefully evaluated in the design phase,
and suitably be combined with the low-frequency wave-induced bending stresses. According
to Ochi and Motter (1973), the necessary and sufficient conditions leading to slamming
impact are:

¢ relative motion must exceed sectional draft (bottom emergence), and
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e relative velocity at instant of reentry must exceed a certain magnitude, called the
threshold velocity.

Ochi and Motter (1973) suggest a truncated exponential probability distribution of the
impact pressure, and proposed a Poisson process model for slamming interarrival time by
fitting experimental data. Further, they derived statistical properties for the slamming
pressure. They proposed to calculate the slamming moment from the dynamic analysis of a
hull girder under the impact forces conservatively using the extreme slamming pressure at
each point. Moreover, they suggested to combine this extreme upper bound on the slamming
moment with the extreme wave moment using a suitable (unspecified) phase angle. A more
rigorous approach to obtain the statistical properties has been presented by Mansour and -
Lozow (1982). They assumed that slamming impact follows a Poisson pulse process with
independent amplitudes and interarrival times.

Nikolaidis and Kaplan (1992) performed a Monte-Carlo simulation study to estimate
the uncertainty in combining low-frequency wave bending moments and slamming bending
moments in ships. They concluded that Turkstra’s rule (1970) underestimates the mean value
of the combined moment, and that the design load, estimated by Turkstra’s rule, had a larger
variability than the actual load. However, Nikolaidis and Kaplan did not include the effect of
correlation. Turkstra’s rule requires the maximum value of one of the processes to be
combined with the corresponding value in time of the other process. For uncorrelated
processes the corresponding value in time is easily obtained, whereas it is more involved for
correlated processes.

Inaccuracies in the Poisson model may arise from (Nikolaidis and Kaplan, 1992):

o The times of occurrence of slamming impacts are not independent because of the periodic
nature of the ship motions and waves.

e The times of occurrence of the slamming and the wave induced stress peaks are highly
correlated. As has been reported by Ochi and Motter, a slamming impact usually
generates the first peak of a compressive (sagging) in the deck as the wave induced stress
passes from hogging to sagging.

e When the wave induced stress is high, it is very likely that the slamming induced stress is
also high. Therefore, from a probabilistic point of view, the slamming and the waves
stress intensities are positively correlated.

So far, no general mathematical method has been developed to calculate the
probabilistic structure of the slamming and low-frequency stresses, although Ferro and
Mansour (1985) proposed to apply Turkstra’s rule. Ferro and Mansour based their work on
earlier work by Mansour and Lozow (1982), which as mentioned assumed the slamming
impact to follow a Poisson pulse process. However, the slamming process is not exactly a
Poissson process, but approaches a Poisson process in the limit. This is because the narrow-
band character of the process of the relative motion tends to concentrate the slamming
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impacts into clumps, and thereby violating the assumption of mutual independence of the
individual slamming impacts.

Friis-Hansen (1993) used a probabilistic model which takes the non-Poissonian
character of slamming impact into account - more specifically the clumping effect. Further,
the probabilistic model gives a combination rule for the low frequency wave induced bending
moment and the high frequency slamming induced bending moment.

Assumptions embedded in the model are:

» The ship motions are sufficiently described by linear wave theory, and not influenced by
the slamming impacts.

e The spectrum of the relative motion is narrow banded.

» The dynamic transients are small, and evolve slowly, so that the structure responds
directly on the local wave sinusoid without significant effect of transients from previous
waves.

The basic idea in Friis-Hansen’s approach is to model the joint density function of the
wave amplitude and the frequency for those waves that give local maximum wave induced
slamming response within a clump of slamming impacts. The procedure to be followed is to
consider an envelope process for the process of relative motion at the bow section in order to
take the clumping effect into account. For a regular sinusoidal wave with fixed values of
amplitude and frequency, the maximum/minimum value of the combined moment response is
calculated. Given the joint density function for the wave amplitude and the frequency, this
density can be used to weigh the calculated combined response, so that the response statistics
(the first four moments) are obtained. Thus the analysis is quasistationary. Finally, the
extreme value distribution is found based on the theory for first-passage time distributions in
Poisson pulse processes. The mean interarrival times of the pulse is approximated by the use
of the upcrossing rate of the envelope process, modified for so-called "empty" envelope
excursions. A complete description of this process is given in the paper by Friis-Hansen
(1993)

A computer code “SLAM” has been developed by Friis-Hansen based on the above
procedure. The program will be used, among other methods, to analyze the four ships under
consideration.

2.1.4.2 Data entry — SLAM code

The program provides several data input screens which ask for all necessary
information: ship sections, loading, transfer function, sea state, and analysis. All of the
required data is able to be input into the program manually. The ship sections and mass
distribution, however, can also be imported from an outside source.
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Ship Sections

The ship sections screen asks for the offsets, stiffness, shear modulus, station number, and
location of the station from the forward perpendicular. The units and a brief description are
as follows:

Input Units

offsets, y and z coordinates m

stiffness, Elz MNm?
E is Young's Modulus MN/m
Iz is the moment of inertia around the ms

Z-axis

shear modulus, GkA MN
G is the shear modulus MN/m
k is the effective shear area factor dimensionless
A is the area of the cross section m?

x-location, distance from the forward m

perpendicular

Ship Loading
The ship geometry can be input manually by opening the "Ship Sections" sheet and
typing in the y and z coordinates, stiffnesses, and location for the given station. This process

may then be repeated for as many stations as desired.

The position of the stations must be input starting from the bow. the corresponding
mass at that station may be in any loading condition desired, if applicable.

The units of these inputs are as follows:

Input Units

position (x coordinate) of station m

mass kg

radius of gyration m
Transfer Functions

The transfer function sheet consists of the following fields:
e number of frequencies

This tells the program how many frequencies should be run in the range specified in
the following fields.
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« low frequency (radians/second)

This tells the program the frequency at which to begin calculation.
e high frequency (radians/second)

This tells the program the frequency at which to stop calculation.

» integration points
This tells the program how many longitudinal points along the vessel are to be used
for the numerical methods calculations.

Sea State
The sea state sheet consists of the following fields:

» significant wave height, H (meters)
Significant wave height is defined as the average of the highest 1/3 waves to be
encountered.

» zero crossing period, T, (seconds)
Zero crossing period is the period of the wave and can be calculated by

’H
T,=1112 —%  where g is the acceleration of gravity
g

Analysis
The analysis sheet consists of the following fields:

* number of modes
Defines the number of modes used when the dynamic response due to the slamming
impact is calculated. Two modes are usually sufficient as higher modes produce
insignificant changes in the results.

e number of simulations
The statistics of the response moments are calculated by simulations.

e x-bow (meters)
This is the longitudinal position at which slamming impact takes place. For this
analysis, the position of slamming impact was taken as the location of damage which
was determined using Figure (2.1.42) from SNAME Technical and Research Bulletin
2-30. The percent of total length read from the chart may be taken as the mean value
for a given block coefficient. As will be shown later, the position of slamming impact
will greatly influence the calculated slamming induced bending moments.

e x-midship (meters)
This is the longitudinal position along the vessel at which the response is to be
calculated.
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o damping ratio
This is a structural coefficient in the dynamic equations of motion. In the application
analysis, a damping ratio of 0.0017 was used.
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Figure 2.1.42 Longitudinal Location of Damage (SNAME T. & R. 2-30).

o heading angle (degrees)
This is the angle of the vessel relative to the encountered waves where 0° signifies
following seas and 180° signifies head seas.

o velocity (meters/second)
The speed of the vessel corresponding to the particular sea state.

2.1.4.3 Other slamming load prediction methods

Some problems with the application of the SLAM code lead to a review of other tools
which might be used to predict slamming loads and to combine them with wave induced
loads.

Sikora has developed an empirical algorithm for estimating the maximum lifetime
extreme loads on ships, including slamming loads. Major points from this procedure are
described in Sikora and Beach (1989). Empirical response amplitude operators for various
speeds and headings are combined with sea spectra to produce wave loads. A lifetime
operational profile is developed and is discretized to form a grid of operational conditions,
each condition having an associated probability. The response for each condition is then
weighted by its probability of occurrence, and the sum of all conditions represent the lifetime
extreme load including slamming. This method has shown good agreement with
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experimental results. More details on this method are given in the application section of the
report (section 3).

Another simplified approach is given in the Ship Structure Committee Report
SSC 373, Loads and Load Combinations. This approach is described briefly as follows.

In obtaining combined wave bending and slam effects, the phasing between wave
induced and slamming load effects is important. An explanatory sketch in this regard is
shown in Figure 2.1.43 obtained from Ochi and Motter (1973). The illustration is for the hull
girder midship deck stress. As the wave induced stress cycle changes from hogging to
sagging, the slam impact results in a compressive (sagging) stress peak on the deck. The next
hogging stress is termed the “initial slam stress”, and subsequent stress peaks are termed
“whipping stresses”. This terminology is a matter of convenience and is not unique.

g WAVE—INDUCED
Q \[\‘I" STRESS
Oy
- — e
7 = TIME
(3]
< l
[%5]

Figure 2.1.43 Stress Time History Including Slamming.

The phase angle between the hogging wave induced stress peak and the start of the
slam transient, J, is a random variable, which typically lies between 0 and 50 degrees, as may
be seen from Figure 2.1.44 obtained from Lewis et al. (1973). It is possible for the second
peak of the whipping stress, o, to exceed the wave induced hogging stress, if the phase lag &

is small enough. The whipping stress o, that follows a slam will, with certainty, increase

the next peak sagging stress, and may also increase the subsequent peak hogging stress, the
magnitude of the increase depending on the phase angle, the slam stress amplitude, and rate
of decay. Usually, the slam transient increases the sagging part of the wave induced stress
amidships, but at forward stations, there can also be an increase in the hogging stresses.
Apart from bending stresses, shear stresses are also increased by slamming.
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There are two established methods of obtaining slam pressures and loads, one due to
Stavovy and Chuang (1977), and another due to Ochi and Motter (1973). The Stavovy and
Chuang (SC) theory is typically preferred for high speed fine form vessels, while the Ochi
and Motter (OM) theory works well for the fuller form, slower merchant ships. Both theories
primarily treat impact slamming. A procedure for calculating forces due to flare entry has
been developed by Kaplan (1972). The method is based on the linear shipmotion computer
program SCORES, and uses a wave elevation time history simulation procedure. A
probabilistic approach to obtaining slam related bending moments using the Timoshenko
beam theory has been developed by Mansour and Lozow (1982), using the Ochi and Motter
method to determine individual local slamming loads. An approach that considers the ship
hull to be a set of nonuniform beams, with the response solved for using a normal mode
method has been developed by Antonides (1972).

The case of bottom slamming in ships was considered by Ochi to depend on bow
emergence and a relative velocity threshold being exceeded, based on experimental
observations. The number of slams per unit time, Ay, was obtained from the following
expression, which combines the probability of bow emergence and the probability of a certain
relative threshold velocity being exceeded:

\ __L[E’L} |r_{_d_2_+ v }]l (2.1.63)
°"anlo, )P T2 T 26| o

r r

where the Gf ,Gf are the variances of the relative motion and relative velocity (with respect to

the wave) at the hull cross section, d is the section draft, and v, is the threshold velocity. A
typical value for the threshold velocity is 12 ft per second for a 520 ft long vessel, with
Froude scaling applicable for other lengths. Relative velocities for slam events can vary
depending on slam severity. For the Wolverine State (Wheaton, 1976), velocities in the
range of 13 to 36 ft per second were reported, with average values about 22 for the more
severe slam events. A conventional ship motion program is used to determine the relative
motion and velocity. The variances of motion and velocity, and the number of slams per unit
time, can then be calculated. For bow flare slamming, with momentum effects considered,
the bow emergence condition is not necessary.

Slamming does not occur with every wave encountered. The incidences of slamming
are dependent on vessel speed, heading, and rough weather countermeasures. The master of
the vessel will take measures to limit the incidences of slamming, particularly so in smaller
vessels where the effect of slamming is more felt. When action is taken, the effect will be
significant as slamming is very speed dependent. Operational limitations on speed (Ochi and
Motter, 1973) based on the probability of slam impact at a forward station reaching 0.03, or
the significant amplitude of vertical bow acceleration reaching 0.5 g with a specified
probability have been suggested. Speed can also be limited by a criterion considering local
bottom damage.
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The following is a time domain based approach for obtaining extreme values of the
combined wave induced and whipping stress in slam events assuming both exist and can be
calculated. A probabilistic method to combine the resulting transient stress history with the
hull girder wave induced stress was developed in SSC 373.

A fundamental feature of the combination procedure is that the slam event occurs at a
phase lag 8 with respect to the hogging peak of the wave bending moment. The phase lag is
measured from the hogging peak to the start of the slam transient.
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Figure 2.1.44 Distribution of Slam Phase Angle, Wolverine State.
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Figure 2.1.45 Combination of Slam Transient with Wave Induced Stress.

Consider the combination of wave induced bending and slam effects at deck, as
depicted in Figure 2.1.45. The portion of the second peak of the slam transient that is
additive to the low frequency hogging wave induced stress is denoted the initial slam stress
amplitude 6,. The whipping stress that follows a slam will add to the next wave induced
sagging stress peak, and the subsequent hogging stress peak. The whipping stress, additive to
the sagging peak of the low frequency wave induced load cycle, is denoted G . The
whipping stress, additive to the next hogging wave induced peak, is denoted Gy . Note that
O+ and G, do not necessarily correspond to peaks of the slam transient, but are point in
time values, calculated on the decay envelope of the slam transient stress time history. The
notation used is that of Ochi and Motter (1973). In this slam stress envelope addition
procedure, ¢ denotes a stress, not its r.m.s. value.
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The magnitude of the addition to the wave induced stress will depend on the phase

angle 0, the initial slam stress amplitude, and rate of decay. The additive whipping stresses
referred to above are given approximately by

T, 3
O, =0, exp{—?{*zi— Iy - 1 Twp j} (2.1.64)

3
Cuis = O, exp{—?\(Tw -T5- 1 Twp j} (2.1.65)

Here, T 1s the time interval from the hogging peak to the slam initiation, which depends on
the phase & with respect to the hogging peak, and T, is the period of the low frequency wave
induced stress. The period of the slam transient is denoted 7,. The values of

(TW2) - Ts - %T,, and T, - Ts - %T,,, need to be positive. Also, T, < T,. The variable A is
the logarithmic decrement representing the decay of the slam transient.

The total stress amplitude at the time of the first hogging slam stress peak is given
approximately by

T 4w

w

2t 3
XS,1=0*+Aco{6+————T J-th (2.1.66)

where A is the wave induced stress amplitude calculated on the basis of line on ship motion
analysis.

The combined stress at the time of the sagging peak of the wave induced stress after
the slam event is given approximately by

X, =Cu+A X, | (2.1.67)

Similarly, the combined stress at the second hogging wave induced stress peak is
given approximately by the following:

X, ;=CutA X (2.1.68)

hs

where 6, and O, are determined from eqns. (2.1.64) and (2.1.65), respectively.

In the above equations, all variables are considered positive. The variable X, is a
correction applied to account for hog-sag non-linearities.
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Simplified Approach to Combined Slam and Wave Induced Loads

The previously discussed detailed approach to combined slam and wave induced
stress extreme values is based on a time domain approach. In the following, a simplified
approach is presented, that is also consistent with a frequency domain approach to the load
combination problem involving two random processes.

In the case of two zero mean Gaussian stress processes i and j, the variance of the
combined stress of is obtained from Appendix A:

cﬁ :csi2 +c§ +2pl.jq.cj

where ©; and G? are the individual process variances, and pj; is the correlation coefficient for

the two processes. Since the extreme value of combined and individual stress processes,
denoted f,, f;, and f;, will typically satisfy

fc =~ ¢.O¢
fi = cOi

fi=coj

where ¢’s are constants. Assuming ¢, = ¢; = ¢j, it can be shown that
2 .2 2
fc =fl' +fj +2pijfifj

In addition, if the stress processes i and j are well separated on the frequency scale, p;; = 0,
and we have the so-called Square Root of Sum of Squares rule for load combination:

fo=yf2e s}

Although derived above for Gaussian load processes, which are stationary by definition, the
SRSS rule is known in practice to apply to cases involving non-stationary processes.

In the case of slamming and wave induced stresses, the combined stress extreme
value £, for a seastate, heading, and speed, is given on the basis of the SRSS rule, by

fo=Af2+ 1

where f,, and f;, are the individual (wave and slam related) extreme stresses, with the two
processes assumed uncorrelated (in terms of frequency, not intensity) because of their typical
frequency separation.
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Nikolaides and Kaplan (1991) provide evidence through simulations that the SRSS
method may indeed be applicable to the above load combination problem. Data on combined
and individual (wave and slam) bending moments provided by Mansour and Ferro (1985)
support the same conclusion. Recent work by Friis Hansen (1993) also indicates that the
correlation coefficient between wave induced stress peaks and associated point in time slam
stresses to be very small (-0.12 to -0.15 for a 270 m containership), thus again providing
indirect support for the SRSS rule. However, further research is needed in this area to reach a
final conclusion.
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2.2  Methodology for Constructing Statistical Models for Nonlinear Hull Strength

In this section, the strength side of reliability analysis is considered. Hull failure
modes are discussed briefly, followed by a description of the computer code ALPS/ISUM,
which is suitable for estimating hull primary, secondary and tertiary strength. In the final
subsections, simple formulations have been developed to estimate the hull strength (primary,
secondary, and tertiary) to be used instead of the computer program ALPS/ISUM, in case an
approximate estimate is sufficient. Interaction relations are provided in the last subsection.

2.2.1 Failure Modes:

Three types of behavior are usually considered in the analysis of ship structures;
primary, secondary and tertiary. The primary behavior is associated with the ship as a whole.
The ship is usually considered as a beam subjected to its own weight (including cargo) and
supported by buoyancy distributed along its length. Acceleration effects and inertia loads are
included by applying the equations of motions of the ship.

The secondary behavior is associated with a stiffened panel between bulkheads or
webframes. Orthotropic or stiffened plate theory is used to determine deflections and stresses
in the panel. The panel is usually subjected to inplane loads resulting from the overall
bending of the hull.

The tertiary behavior is associated with plates between stiffeners considered as
isotropic plates. These also are subjected to in-plane loads and, therefore, buckling becomes
an important consideration.

Fatigue of ship details is an important concern in ship design. Separate analysis is
usually conducted to ensure adequate fatigue life of typical details.

Each of the four levels of structural analysis discussed above (primary, secondary,
tertiary and fatigue) may lead to one or several failure modes. In this study, all the above
failure modes have been considered.

Primary (also called global or hull) failure modes consist of the fully plastic moment
mode, the initial yield moment mode, and the instability collapse moment mode. The last
includes buckling and post-buckling strength of the hull and is always the governing mode of
failure. The fully plastic mode gives an upper bound on the ultimate moment. It is never
attained in a hull of normal proportions. The initial yield mode assumes that buckling does
not occur prior to yielding and is considered here only since it is a function of the standard
elastic section modulus of the ship and the yield strength of the material, both normally used
in current design practice. This mode provides a point of reference relative to current
practice. It should be noted, however, that the initial yield moment is higher than the true
instability collapse moment.
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The secondary mode of failure relates to failure of a stiffened panel of the hull. Two
main modes of failure are possible, stiffener-induced or plate-induced failure (see Hughes,
1983).

The tertiary mode of failure is associated with failure of a plate between stiffeners.

2.2.2 Computer Codes for Evaluating Ship Structural Strength:

In this study, the code ALPS/ISUM is used (A Computer program for nonlinear
analysis of Large Plated Structures using the Idealized Structural Unit Method). The program
was developed by Jeom Paik (1993) and is based on the idealized structural unit method. A
brief description of the program and the underlying theory is given next.

The Idealized Structural Unit Method (ISUM), which was developed by Prof. Y.
Ueda and Dr. S.M.H. Rashed in the mid 70’s, is an effective tool for nonlinear analysis of
large size structures. In this method, the structure is modeled as the combination of various
large-size structural units (components), whose geometric and material nonlinear behaviors
are idealized. As a result, the total number of elements and nodal points in ISUM modeling
are much smaller than the Finite Element Method (FEM).

For analysis of a certain type of structure using ISUM, various kinds of the idealized
structural unit should be formulated in advance. Four ISUM units have been developed. They
are:

e The ISUM Beam-Column Unit

e The ISUM Rectangular (Unstiffened) Plate Unit
e The ISUM Stiffened Plate Unit

e The Hard Unit

In ship structures, heavy longitudinal girders or transverse frames supporting the
stiffened plate panels which have quite large bending stiffness are modeled as the ISUM
beam-column unit. This unit is formulated by taking into account lateral buckling, post-
buckling behavior, tensile yielding, necking and ductile fracture behavior. The boundary of
the unit is assumed to be simply-supported.

Unstiffened plates supported by heavy supporting members are modelled as the
ISUM rectangular plate unit, as shown in Figure 2.2.1. Its edges are assumed to remain
straight after deformation. This unit has four nodal points located at the four corners and the
edge condition is assumed to be simply-supported.
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Figure 2.2.1 The ISUM Rectangular (Unstiffened) Plate Unit

The behavior of the plate is investigated based on fundamental theories, refined
theoretical analysis such as the finite element method, and experimental results. The behavior
is then idealized and conditions are formulated for the possible or expected failures of the
plate, such as buckling and yielding. Stiffness matrices are derived in each of the respective
states, i.e., before any failure and after different combinations of failures.

The deflected plate is replaced by an equivalent flat plate unit with reduced structural
effectiveness. The following structural behavior is considered in this idealized plate unit
(unstiffened):

e Elastic large deflection behavior

e Collapse and post-collapse behavior

e Tensile yielding, necking and ductile fracture behavior
e Initial deflection and welding residual stress

The behavior of the rectangular plate element, when subjected to an increasing load,
is illustrated in Figure 2.2.2.
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Figure 2.2.2 Behavior of the Rectangular Plate Unit

Before any failure occurs, the relation between an increment AR of the nodal force
vector R and an increment AU of the nodal displacement vector U may be expressed in terms
of an elastic stiffness matrix K* as follows,

AR=K AU

As the nodal forces increase at each loading step, the plate may buckle when a
buckling condition is satisfied.

I,=0

B

where I', is the buckling function.

After buckling, the relation between AR and AU may be expressed in terms of a post-
buckling stiffness matrix K?®, taking account of post-buckling effects, as follows,

AR=K"AU

If the element continues to carry further load until yielding starts, it would cause the
element to reach its ultimate strength. The condition for yielding, I, is given by




After yielding starts, the relation between AR and AU may be expressed in terms of
an elastic-plastic stiffness matrix, K’, as follows

AR=K'AU
e Failure-Free Stiffness Matrix K*

Before any local failure (such as buckling) occurs, the membrane strains are assumed
to be linearly distributed. The relation between the increment of the strain, Ag, and the
increment of the nodal displacement, AU, can be expressed as follows

Ae =BAU
where B is the strain-displacement matrix.

The relation between the increment of the stress, Ao, and the increment of the strain,
Aeg, can be expressed as follows,

Ao =Df Ae

where D is the stress-strain matrix in the elastic range,

E 1 v 0
Df=——|v 1 0
I-v 0 0 0

2

Hence, the elastic failure-free stiffness matrix K* may be derived as,

kE =[BT DF Bav

v

e Buckling Function I,

When the plate encounters an in-plane compressive load, buckling may occur. Based
on an analytical-numerical solution, the buckling condition I, of the rectangular plate
element may be written in terms of the average normal stresses G, in the x-direction, and ¢,
in the y-direction, and a uniform shearing stress T, as follows, '

(1) when o, is tensile and ¢, is compressive

2 022 2

(m*+Q% 0o, O Ty

=75 22 + + -1
m- (1+Q%)'o,, © T

B

yer xyer
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(i1) when ¢

Xy

is compresive and G, is tensile

1+Qc, o [(7,)
Ty =gt ' -1
(m"+Q°)oc, o© T

xcr xyer

(iii) when ¢, is compressive and 0, is compressive

(0 /O ) (0,0 /0 ,0)

r,= B

where

Q al/b (aspect ratio of the plate)

m number of half-waves when the plate buckles.

When T', is smaller than zero, it indicates that the plate has not buckled. As I'; is
greater or equal to zero, the plate buckles.

e Post-Buckling Behavior and Stiffness Matrix K*
After the plate buckles, the stiffness of the plate will reduce. An imaginary plate is

introduced in order to derive the post buckling stiffness. As a result, the post buckling
stiffness can be shown as,

k® =[BT D® Bav

14

where D” is the relation between an increment of stress and an increment of strain of the
imaginary plate.

e Ultimate Strength Condition I',

Yielding is assumed to start at any of the checking points where the yield condition is
satisfied,

— 2 2 2 2 _
I'=0,-0,0,+0, +31, —0,=0

Ultimate strength will be reached after yielding has occurred at a sufficient number of
locations.

e Post-Ultimate Strength and Elastic-Plastic Stiffness Matrix K*
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Starting from the evaluation of the elastic-plastic stress-strain relationship, we can
obtain an equivalent elastic-plastic stiffness matrix as follows,

K'=K"-K'®d K"/S,

This is an unsymmetric matrix which is capable of representing the decrease of the
carrying capacity at the post-ultimate strength state.

e The ISUM Stiffened Plate Unit

Stiffened plates supported by heavy supporting members are modeled as the ISUM
stiffened plate unit. In this unit, a number of one-sided stiffeners are usually attached to the
panel in the longitudinal and/or transverse directions.

The nonlinear behavior of the unit under combined in-plane loads and lateral pressure
is idealized by taking into account ductile collapse, post-collapse behavior, tensile yielding,
necking and ductile fracture behavior. The effects of initial imperfections are also considered
in this unit.

e The Hard Unit

The hard unit is idealized to behave in a geometrically linear pattern (i.e., buckling
will never occur), but it will possibly yield in tensile or compressive loads. It is useful, for
example, to model bilge corners of ships which may develop high stresses.

Other computer programs are available for determining the ultimate strength of ships.
The USN program “ULTSTR” developed by Adamchak (1989) is a good example of a
nonlinear program that can be used to determine the hull ultimate capacity.

In addition to the ALPS/ISUM code, the computer program SANDY has been
investigated in this study. SANDY, which was developed by Yong Bai (1990) is an efficient
nonlinear finite element program. The application of SANDY to one of the ships under
consideration produced good results. However, ALPS/ISUM was easier and faster to use,
and, therefore, was used in this study to determine the primary, secondary, and tertiary
strength of the four ships.

2.2.3 A Simple Formulation for Estimating Global Hull Strength:

The aim of this part of the study is to derive a simple analytical formula for predicting
the ultimate collapse strength of a ship under a vertical bending moment, and also to
characterize the accuracy and applicability of earlier approximate formulations. It is known
that a ship hull will reach the overall collapse state if both collapse of the compression flange
and yielding of the tension flange occur. Side shells in the vicinity of the compression and the
tension flanges will often fail also, but the material around the final neutral axis will remain
in the elastic state. Based on this observation, a credible distribution of longitudinal stresses
around the hull section at the overall collapse state is assumed, and an explicit analytical

2-717




equation for calculating the hull ultimate strength is obtained. A comparison between the
derived formula and existing expressions is made for large-scale box girder models, a one-
third-scale frigate hull model, and full-scale ship hulls. A list of nomenclature for this
section is provided at the end of the section.

Background:

As applied loads increase, structural members of the hull will buckle in compression
and yield in tension. The hull can normally carry further loading beyond the onset of member
buckling or yielding, but the structural effectiveness of failed members decreases or can even
become negative and their internal stress will be redistributed to adjacent intact members.
The most highly compressed member will collapse first and the stiffness of the overall hull
decreases gradually. Buckling and collapse of structural members will occur progressively
until the ultimate limit state is reached. When the structural safety of a ship’s hull is
considered, the ultimtae overall hull strength should be evaluated. It is also necessary to
derive a simple expression for calculation of the hull ultimate strength so that it can be used
as a design equation or failure function in reliability analysis (Moan et al., 1994).

Classification societies provide design criteria for structural scantlings, which are
usually based on first yielding and elastic buckling with a simple correction for plasticity.
These expressions may not be the true ultimate limit state. To obtain an acceptable margin of
safety against overall hull collapse, the hull ultimate strength provides a more reasonable
criterion than the conventional elastic buckling or first yield criteria.

Previous studies on the development of a simple formula for the hull ultimate strength
prediction may be classified into three approaches. The first is an analytical approach based
on an assumed stress distribution over the hull section, from which the moment of resistance
of the hull is theoretically calculated taking into account buckling in the compression flange
and yielding in the tension flange. The second is an empirical approach where an expression
is derived on the basis of experimental or numerical data from scaled hull models. The third
is a linear approach where the behavior of the hull up to collapse of the compression flange is
assumed to be linear, and the ultimate moment capacity of the hull is basically expressed as
the ultimate strength of the compression flange multiplied by the elastic section modulus
with a simple correction for buckling and yielding. The third approach is quite simple, but its
accuracy may not be good because after buckling of the compression flange, the behavior of
the hull is no longer linear and the neutral axis changes position. Empirical formulas (the
second approach) may provide reasonable solutions for conventional hulls, but one has to be
careful in using empirical formulas for new or general-type hulls since usually they are
derived on the basis of limited data. On the other hand, analytical formulations (the first
approach) can be applied to new or general hulls because they include section effects more
precisely. The present formulation is based on the analytical approach.
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Existing Formulations:

In this section, earlier approximate formulations for predicting ultimate strength of
ships under vertical bending moment are reviewed. Only explicit expressions which do not
require an iterative process are surveyed.

In discussing the results obtained from full-scale ship tests, Vasta (1958) assumed that
the ship hull would reach the ultimate limit state when the compression flange, i.e., the upper
deck in the sagging condition or the bottom plating in the hogging condition, collapses, and
that relationship between the bending moment and curvature is linear. On the basis of these
assumptions, he suggested the following expression for the hull ultimate strength prediction:

M =Zo, 2.2.1)

The analytical derivation of a hull ultimate strength formula taking into account
buckling in compression and yielding in tension was first proposed by Caldwell (1965). The
ship hull cross-section was idealized as an equivalent section with uniform plate thicknesses
in deck, bottom, or sides, as shown in Figure 2.2.3. A distribution of longitudinal stresses of
the equivalent single-hull section was made, assuming that all structural members have the
same yield strength. The entire material in compression was assumed to have reached its
ultimate buckling strength, while full yielding was assumed for the material in tension. The
ultimate strength of the compression flange is not necessarily the same as that of the sides.
The change of the neutral axis position was taken into account. The ultimate moment
capacity of the hull was then analytically calculated by integration of the moment resulting
from the stresses with respect to the neutral axis.
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Figure 2.2.3 Modification of Caldwell’s method to include composite hull materials and a
double-hull configuration. Left—the equivalent double-hull configuration;
center—the stress distribution for sagging; and right—the stress distribution
for hogging.
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Originally, Caldwell assumed the yield strength of all structural members to be the
same, whether they are in the deck, side, or bottom. Modern ships, however, are often
constructed from different materials such as mild steel and high-tensile steel. Also,
Caldwell’s original formula cannot be directly applied to the double-hull cross-section. In
this study, Caldwell’s original formula has been modified by including the effects of different
materials and double-hull cross-sections, to allow its use in the subsequent comparisons.

The Caldwell procedure is modified as follows: The stress distribution of the hull
section is indicated in Figure 2.2.3, allowing for the case where the yield strengths of the
tension flange and side material under tension are not necessarily the same. Similarly, the
ultimate buckling strength of the compression flange is not necessarily the same as the side
shell buckling strength. The procedure is also modified to include a double-hull arrangement.
From the condition that no axial force exists on the hull girder, the neutral axis height from
the base line for a double-hull section can be determined in the sagging condition as

o= p A0 t24,0u =Ry 0y = A; O (2.2.22)
24, (0, 5+0 ) ;

where the yield strength of the inner bottom may be different from that of the outer bottom.
Also, when A,” = 0, the resulting neutral axis corresponds to that of a single-bottom section.

Similarly, in the hogging condition, the distance between the neutral axis and the deck
is given by

g= D ABGuB +Az,a O-;B +2A.ro-u5 _AD GyD (2.2.2b)
245 (0,5 +0 ) o

where the ultimate buckling strength of the inner bottom can be different from that of the
outer bottom.

The ultimate moment capacity of the hull section in sagging condition is then derived
as:

D— D-
M, =4, (-0,,)(D-g)+ 2 E A (0,)E

g ? ’
—2~5A5 O').Sg—AB O 38— A0 ;(8—Dp)

—— A, (D-g)0p—A, g0, (2.2.32)
—A; (g—DB)O.;B
A

oo ra

where the sagging moment is taken as negative.
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Similarly, in the hogging condition

M, = ADX C.p +A,(D—-g)0

+A, (D-g—D,)0", (2.2.3b)

uh

+%[<D—g>2cr,,s +8°0]

where the hogging moment is taken as positive.

For simplicity, it was assumed that the ultimate strength ratio of sides, 6,/c ; is equal
to that of the compression flange, i.e., 6,/6 ;= G,,/G,, in the sagging condition and
c,/0,=0,/c , in the hogging condition.

¥ =

The 1970 ISSC proceedings reintroduced Vasta’s formula (eqn. 2.2.1), but Mansour
and Faulkner (1973) criticized the formulation’s assumptions because the location of the
neutral axis will shift after buckling of the compression flange. They suggested a slightly
modified formula given by

M =Zo, (1+k) (2.2.4)

where k is a function of the ratio of the areas of one side shell to the compression flange. For
a frigate, they calculated the value of k to be about 0.1.

Viner (1986) assumed that elastic behavior is maintained up to the point where the
longitudinals of the compression flange reach the collapse state and that this brings about
immediate hull collapse. On the basis of these assumptions, he suggested that

M, =aZo, (2.2.5)
where a is normal in the range of 0.92-1.05 (mean, 0.985).

By taking into account systematic errors associated with the yield strength, ultimate
compressive strength, and section effects, Faulkner and Sadden (1979) suggested the
following empirical formula

M,=1.15Zo, [-0.1 + 1.44656,/, - 0.3465 (0,/G,)"] (2.2.6)

On the basis of elastoplastic large deformation finite-element solutions for large-scale
box girders and full-scale ship hulls, Valsgaard and Steen (1991) found that hull sections
have strength reserve beyond the onset of collapse of the compression flange. For this reason,
they introduced the concept of hull section strength margin, and suggested the formula

M, =B, Zo, (2.2.7)

where B, varies with the actual shape of the hull cross-section. For the single-hull VLCC
Energy Concentration, which collapsed in 1980, they calculated the mean value of B, in the
hogging condition to be 1.127.

2-81




The ultimate collapse strength of a ship’s hull under a vertical bending moment
closely correlates with the ultimate strength of the compression flange. In this regard, Frieze
and Lin (1991) expressed a normalized ultimate moment capacity of the hull as a function of
a normalized ultimate strength of the compression flange using the quadratic equation

M/M =d, +d,6/c +d,(c/0) (2.2.8)

where M is the fully plastic bending moment. On the basis of experimental and numerical
results of scaled hull models, they determined the constants d, of eqn. (2.2.8) by applying the
least-squares method to the data in sagging and hogging conditions separately

d =-0.172, d,=1548, d,=-0.368 for sagging (2.2.92)
d, = 0003, d,=1459, d,=-0.461 for hogging (2.2.9b)

Derivation of an Analytical Expression:

The overall collapse of a ship’s hull under a vertical bending moment is governed by
collapse of the compression flange. Also, according to the numerical studies of full-scale
ships, there is still some reserve strength beyond collapse of the compression flange
(Valsgaard, 1991; Rutherford, 1990; and Paik, 1993). This is because after buckling of the
compression flange, the neutral axis of the hull cross-section moves toward the tension flange
and a further increase of the applied bending moment is sustained until the tension flange
yields. At later stages of this process, side shells around the compression and the tension
flanges will also fail. However, in the immediate vicinity of the final neutral axis, the side
shells will often remain in the elastic state up to the overall collapse of the hull girder.
Depending on the geometric and material properties of the hull section, these parts may also
fail, which corresponds to Caldwell’s assumption.

Figure 2.2.4 shows a credible distribution of longitudinal stresses of the hull cross-
section at the overall collapse state. The neutral axis has moved toward the tension flange
from its initial position in the intact hull section. In the compressed parts of the section, the
flange and a part of sides have reached their ultimate compressive limit state. The ultimate
compressive strength of the flange may be different from that of the sides. In the parts of the
section subjected to tension, the full yield strength in tension will have developed in the
flange, but it is assumed that the sides remain in the elastic state. The yield strength of the
tension flange may be different from that of the sides. The stress distribution in the vicinity of
the neutral axis is assumed to be linear.

If th x-y coordinates are taken as shown in Figure 2.2.4, the stress distribution can be
expressed by:

In sagging condition (see Figure 2.2.4):
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Figure 2.2.4  Assumed distribution of longitudinal stresses in a hull cross-section at the

overall collapse state. The sagging condition is shown on the left, and hogging
is shown on the right.

where compressive stress is negative and tensile stress is positive.
Similarly, in hogging condition (see Figure 2.2.4):
c,=0, aty=0

X

1
:——I;[(O-“S'FG).S)})“‘HO-),S] O<y<H

=—0 H<y<D (2.2.10b)
=—0/, aty=D-Dy
=—0 aty=D
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From the condition that no axial force acts on the hull girder, the depth of the
collapsed sides (D-H), can be calculated, if H is known, such that

| o,da=0 (2.2.11)

Therefore, in the sagging condition

24,

A, (-0 )+
D( uD) D

(D-H)(-0)

7

A
+ ,; [0 +0,)D,+Ho |+ 4,0, (2.2.12a)

24,
+
D

H
_;;_([ [—(Gus +a)_s)y+HayS]dy =0

or, since H must take a positive value

H_C1D+\/C,2D2+4C2D

2.2.12b
> ( )

where

C - ApO,p+2A;0,3—Az0 3 —Ap 0 ¢
=

A (cus+0'),s)

The position of the neutral axis, where the longitudinal stress is zero, can be
determined from the condition that the stress distribution is linear, namely

g=ylo_, (2.2.13)

Therefore, the location of the neutral axis above the base line in the sagging condition is
obtained by substituting eqns. (2.2.10a) and (2.2.12b) into eqn. (2.2.13) as

(c, D +C} D*+4C, D)o,
g= (2.2.14)
2o ,+0)

Similarly, in the hogging condition, the depth of the collapsed sides under compression, (D-
H), can be obtained from
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A (o

+Ap (-0 ,)+A,0, (2.2.152)
24;
+

5 H“ (0,5+0,5)y+Ho s ]dy=0

or

Ao +A0' +2A0 . —A, O,
H — D B~ uB B ™~ uB s uS D~ yD (2215b)
Ag (O'us-%-O').s)

The neutral axis below the deck in the hogging condition can also be obtained by substituting
eqn. (2.2.15b) into eqn. (2.2.13)

e=D Ay0,;0s+A; 0,50 +2A0,50—A,0,,0 (2.2.16)

2
A (O s +O').S)

The ultimate moment capacity of the hull under sagging bending moment is

M, = A, (D-g)(-0,p)

+ D ( - ) 9 (—Gug)
+Ag (—8)0, (2.2.17a)

7’

B
= (g—DB)[(O'uS +cyS)DB—HcyS]

24,

+—D— = J [ (6,5 +0,5) y+HO, ] (y-8)dy

or
Mus = _AD (D—g)GuD
AS
D (D—H)(D+H—2g)GuS—ABgO'yB
’ (2.2.17b)

AB
+ =2 (g-Dp)|D, 6,5~ (H-Dy)og)|

AH
__SD—[(zH- 38)0, 5~ (H—3g)0'ys)]
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with H and g defined by eqns. (2.2.12b) and (2.2.14), respectively.

Similarly, in the hogging condition, the ultimate moment capacity of the hull is given

by
24, D+H-2g
Muh = AB (D-g) O,5 +—D- (D—H)——z—' O,
+Ag (D-g—Dp)o,p +A4, g0, (2.2.18a)
H
2AS 1 J‘
-5 T ) [—(csus +6, ) y+HO | (y—g)dy
or

M, = Ap80,, +Ag(D-g)0,p
+Ag (D-g-Dy)o,

A 2.
+-Di (D-H)(D+H-2g)0,g (2.2.180)

AH
+p (H=38)0,5~(H=-3g)0 )

with H and g defined by eqns. (2.2.15b) and (2.2.16), respectively.

To calculate the ultimate moment capacity of the hull using eqns. (2.2.17b) or
(2.2.18b), the ultimate strength of the compression flange and the sides in the vicinity of the
compression flange, which are usually stiffened panels, must be known. Theoretically, the
possible failure modes of a stiffened panel under compressive loads can be divided into three
classes (Smith, 1977):

1. Local collapse of plate between stiffeners
2. Overall collapse of plate with longitudinal and transverse stiffeners
3. Torsional/flexural buckling of stiffener with effective plating

The collapse of a stiffened panel will occur at the lowest value of the ultimate load
calculated from 2 and 3 of the above three collapse patterns (Mansour, 1980, 1986; Ueda,
1995). Calculation of the ultimate strength considering all possible modes is not an easy task.
For practical purposes, therefore, a number of simple formulas have been suggested. One
promising formula is recommended. On the basis of existing and new collapse test results for
a total number of 130 stiffened panels with appropriate values of initial imperfections, Paik
and Lee (1995) derived an empirical formula for the ultimate compressive strength of a
stiffened panel as a function of the plate slenderness ratio B and the column (stiffened)
slenderness ratio A, namely
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c,/0,=(0.995+0.936 A +0.170 B+ 0.188 A7 B* - 0.067 A" (2.2.19)

where the terms including A should be removed, i.e., A = 0, for application to unstiffened
plates.

Comparisons and Discussions:

In this section, a comparison is made between earlier approximate formulas of hull
ultimate strength and the formula proposed in this study (eqns. (2.2.17b) or (2.2.18b)).
Comparisons are also made with experimental and numerical results when possible.

Six large-scale box girder test models under pure vertical bending moment, as shown
in Figures 2.2.5 to 2.2.7, were selected for this comparison. Originally, Dowling’s models
(1976) were tested in the sagging condition, but since the compression flanges were heavier
than the tension flanges, the actual situation corresponds to a hogging condition if the model
is turned over. Dowling, et al. (1976) provided experimental data
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Figure 2.2.5a-c  Midship sections of Dowling’s box girder models, tested in hogging
condition (mm).
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Figure 2.2.7 Midship section of Mansour’s box girder model II, tested in hogging condition

(mm).
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of the ultimate strength of the compression flanges as well as of the overall hull. In
Mansour’s (1990) test model II, under the hogging condition, the bending moment was
generated using air pressure cells (positive or negative pressure) located below the model,
idealizing bottom pressure and load distribution on actual ship hulls. The other models were
all loaded by a four-point bending mechanism.

To check the validity of a simplified method like the one presented here, experimental
data for a larger model that can reduce scaling effects is preferable. In this regard, Dow
(1991) tested a one-third-scale frigate hull model in the sagging condition (see Figure 2.2.8).
In the 1994 ISSC proceedings, Jensen, et al. (1994) analyzed Dow’s model using several
methods, including the computer program for nonlinear analysis of large plated structures
using the idealized structural unit method (ALPS/ISUM), developed by Paik (1993), and the
results were compared.
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| @ ! @ 38.1x71.78 (W)
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- | 2800 51.0x2 §F)
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/ / Y @ 114055 ()
| 44.5%9.5 (F)
base li—ne - - - Frame Spacing

=457.2
€

Figure2.2.8 Midship section of one-third-scale frigate hull model, tested in sagging
condition (mm).

It is extremely difficult to test the ultimate collapse behavior of a full-scale ship.
Instead, simplified numerical methods that have been verified by comparisons with
experimental results from relative large test models can be used for the analysis of actual full-
scale ship hulls. The VLCC Energy Concentration, which collapsed in Europort on July 22,
1980 (see Figure 2.2.9), is a good example. (To investigate the cause of this failure, several
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ultimate strength analyses of the ship have been performed (Rutherford, 1990; Valsgaard,
1991; and Paik, 1993.) Recently, the tanker industry adopted double-hull arrangements or the
IMO regulations for prevention of oil pollution. Mansour, et al. (1995) have analyzed the
ultimate strength of a double-hull tanker of 34 700 dwt using the ALPS/ISUM code (see
Figure 2.2.10).
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Figure 2.2.9 Midship section of the single-hull VLCC Energy Concentration, analyzed in
both sagging and hogging conditions (mm).
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Figure 2.2.10 Midship section of a double-hull tanker of 34 700 dwt, analyzed in both
sagging and hogging conditions (mm).

The ALPS/ISUM solutions of all test models described above have also been

obtained (Paik, 1992). These analyses show that the ALPS/ISUM code provides a reasonable
solution for progressive collapse analysis of a ship’s hull.

In this section, comparisons between the earlier and present formulations of the hull
ultimate strength are made. The results are also compared with the scaled test models and
results from the ALPS/ISUM program for the two full-scale tanker hulls, the VLCC Energy
Concentration and the 34 700 dwt double-hull tanker.

For calculation of the hull ultimate strength using eqns. (2.2.17b) or (2.2.18b), a
designer needs to know in advance the ultimate strengths of the compression flange, as well
as the sides in the vicinity of the compression flange. These ultimate strengths were estimatd
using the empirical formula given by Paik and Lee (1995) in eqn. (2.2.19). These were then
used in all hull ultimate strength formulations except for Dowling’s models, where
experimental results for the compression flange strength were used. The ultimate strengths of
the compression flange for all hull sections (including Dowling’s models) as estimated by
eqn. (2.2.19) are shown in Table 2.2.1. By comparison with the results of Dowling’s models,

it was found that eqn. (2.2.19) provides a reasonable solution with an error of 15% in the
worst case.
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vodel D Dg Ap Asg Ap A Zp Zp Osp Oya Oxs 0./ oy M,
loae
(mm) | (mm)| (mm®) | (mem®) | (mmd®) | (mm?) (em?) | (em®) | (Mpa) | (Mpa) | (Mpa) C.F. s.s5. |(ton-m)
_690°
Dowling 2 914.4 | 0.0 | 7216.0 | 3724.1 | 7216.0 | 0.0 | 7733.4 | 7733.4 | 293.2 | 203.2 | 208.1 %789 0.450 | 233.57
0.856"
Dowling 4 914.4 | 0.0 | 8941.9 | 5822.4 | 8989.5 | 0.0 | 9965.4 | 9997.5 | 217.3 | 217.3 | 276.5 0.856 | 256.89
0.964
0.763"
Dowling 10 | 914.4 | 0.0 | 14988.4 | 11612.9 | 17005.4 | 0.0 | 17855 | 19209 | 329.6 | 334.2 | 273.4 0745 | 0610 | 6472
ishih
z;;ara 720.0 | 0.0 | 2653.5 | 2653.5 | 2653.5 | 0.0 | 2547.4 | 2547.4 | 287.1 | 287.1 | 287.1 | o0.672 | 0.672 | 83.9
o
M;h;hara 720.0 | 0.0 | 3784.6 | 3784.6 | 3784.6 | 0.0 | 3633.1 | 3633.1 | 263.6 | 263.6 | 263.6 | 0.785 | 0.785 | 109.94
Mansour 11 762.0 | 0.0 | 8206.7 | 3077.4 | 8767.1 | 0.0 | 7126.3 | 7480.2 | 282.5 | 282.5 | 282.5 | 0.445 | 0.756 | 219.94
Dow’s Frigate| 2800.0 | 0.0 | 11905.0 | 13567.1 | 13567.1 | 0.0 | 51831 | 64569 | 245.0 | 245.0 | 245.0 | 0.537 | 0.537 | 1502.0 -
S]0.785
S/H Terker | 25800 | 0.0 12038183, 5/1647087. 32079042.0| 0.0 | 67137000/ 67881000 | 315.0 | 315.0 | 315.0 [ g| 0.785 | 2216500
5| 0,595
D/H Tanker 15240 |2133.6667733.5 | 826769.6 | 850324.4 | 603990 | 16512000/ 23283000 | 313.6 | 234.2 | 2342 || 0.877 | 0.794 | 533700
0.792"

Note : S = Sagging, H = Hogging

C.F. = Compression Flange, S.S. = Side Shells

* Obtained by the experiment
#¢ Ultimate strength ratio of inner bottom

present formula. The formulas of Caldwell (1965) and the current authors were derived using

Table 2.2.1 Properties of Equivalent Hull Cross-Sections

Table 2.2.2 shows comparisons of eight ultimate strength formulas, including the

analytical approaches, and the formulas of Faulkner and Sadden (1979) and Frieze and Lin

(1991) were obtained empirically, while the remaining formulas were all based on the linear

approach. Instead of Caldwell’s original expression, the modified formula (eqn. (2.2.3a) or

(2.2.3b)), which includes the effects of different materials and double-bottom arrangements,

was used in the comparison.
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M, /M,

) € Error(%)
Valsgaard
Model Cond. 0] Mansour . Faulkner [Valsgaar Frieze Paik
Exp. |ALPS/ISIM| Vasta |Modified| & Viner & & \ \
Caldwell |Faulkner Sadden Steen Lin Mansour D © &)
Dowling 2 H | 0684 | 0.723 | 0.684 | 0.723 | 0.752 | 0.673 | 0.835 | 0.770 | 0.721 | 0.722 | +5.7 | +5.4 | +5.3
Dowling 4 H | 0.844 | 0.856 | 0.739 | 0.920 | 0.813 | 0.728 | 0.878 | 0.832 | 0.914 | 0.858 | +9.0 | +8.3 | +1.6
Dowling 10 H | 0736 | 0.755 | 0.779 | 0.836 | 0.857 | 0.767 | 0.941 | 0.878 | 0.848 | 0.810 | +13.6 | +15.2] +9.1
Nishihara s | o715 | 0691 | 0597 | 0793 | 0.657 | 0.588 | 0.731 | 0.673 | 0.702 | 0.759 | +10.9 | -1.8 | +5.8
MST-3
Nishihara S | 0.80s | 0.747 | 0.698 | 0.875 | 0.768 | 0.687 | 0.840 | 0.786 | 0.816 | 0.818 | +8.7 | +13.7| +1.6
MST-4
Mansour 11 H | 0632 | 0618 | 0.436 | 0.621 | 0.480 | 0.430 | 0.53 | 0.492 | 0.561 | 0.621 | -1.7 | -11.2| -1.7
Dow’s S | 0.644 | 0.652 | 0.463 | 0.633 | 0.510 | 0.456 | 0.572 | 0.522 | 0.553 | 0.632 | -4.7 | -16.7| -1.9
Frigate
s - 0.775 | 0.764 | 0.887 | 0.870 | 0.753 | 0.920 | 0.861 | 0.816 | 0.840 | +12.3 | +5.3 | +7.7
/H Tank
S/H Tanker H - 0.834 | 0.824 | 0.914 | 0.898 | 0.812 | 0.983 | 0.929 | 0.901 | 0.861 | +7.7 | +8.0 | +3.1
s - 0.715 | 0.589 | 0.738 | 0.648 | 0.580 | 0.726 | 0.664 | 0.619 | 0.712 | +3.2 | -13.4 | -0.4
/H Tank
D/H Tenker H - 0.830 | 0.914 | 0.935 1.0 | 0.901 | 1.0 1.0 0.928 | 0.828 | +12.7 | +11.8 | -0.2
Note: § = Sagging, H = Hogging

numerical solutions, when experimental results are not available. The Caldwell formula tends

(1) Equation (2.2.3)
(2) Equation (2.2.9)

(3) Equation (2.2.17) or (2.2.18)

Table 2.2.2 Comparison of Ultimate Strength Formulations
with Test Models and Tanker Hull Results

There are significant differences in the results. The last three columns of Table 2.2.2
show the percentage error of three of the formulations (modified Caldwell, Frieze and Lin,
and the work of the current authors), with respect to experimental results or ALPS/ISUM

to overestimate the ultimate moment capacity. This is due to the stress distribution used by
Caldwell, which assumed all material in tension reaches the yield strength (including the
sides) and all material in compression reaches the ultimate buckling strength (including the

sides).

the areas of the sides under tension.

The currently proposed formulation (eqn. (2.2.17b) or (2.2.18b)) gives lower ultimate
moment values than Caldwell’s approach. It shows closer agreement with the experimental
and numerical results. The difference in the proposed formulation and Caldwell’s modified
(eqn. (2.2.3a) or (2.2.3b)) results from the difference in stress distribution in the sides. In the
proposed formulation, the stresses are assumed to remain in the elastic range for the areas of
the sides under compression in the immediate vicinity of the final neutral axis, as well as for
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It is clear from these comparisons that the proposed formulation (eqns. (2.2.17b) and
(2.2.18b)) provides a quite reasonable solution and may be useful for preliminary design
estimates of the ultimate strength of ships under a vertical bending moment.

Summary and Concluding Remarks:

In this part of the study, an anaytical expression for predicting the ultimate strength of
single- and double-hull ships under vertical bending moments was derived. A credible
distribution of longitudinal stresses over the hull section at the overall collapse state was
assumed. It was postulated that parts of the compressed side shells, as well as the
compression flange, will reach their ultimate limit state in compression. The tension flange
will reach the yield strength of the material, while compressed side shells in the immediate
vicinity of the final neutral axis, as well as all side shells under tension, are assumed to
remain elastic and the stress distribution there is assumed to be linear. The neutral axis
location, as well as the depth at which the stress distribution starts to become linear, can be
determined from two conditions:

1. No axial force exists on the hull girder
2. The stress distribution is linear near the neutral axis

The ultimate strength moment of the hull was then calculated by integration of the
assumed stress distribution with respect to the neutral axis. This resulted in explicit ultimte
moment expressions for the sagging and hogging conditions. Using results from large-scale
box girder models, a one-third-scale frigate hull model, and full-scale single- and double-hull
tankers, a comparison between earlier formulations and the proposed formula was made. The
results of the comparisons with experiments and numerical evaluations showed that this
simplification was acceptable.

The following conclusions and suggestions can be drawn from this part of the study:

e The ultimate collapse strength of a ship’s hull under a vertical bending moment
correlates with the failure of the side shells, as well as of the compression/ tension
flanges.

e There are significant differences in the ultimate moment results obtained from the
different formulas used in the comparisons.

e The Caldwell formula, modified here to include the effects of different materials
and double-hull arrangements, tends to overestimate the ultimate moment capacity
of the hull sections.

e In design, the rules of classification societies specifying the requirements for the
ship section modulus should be based on ultimate strength rather than initial yield,
because, in some cases, initial yield does not reflect the true strength of the hull
girder.

¢ The proposed formulae (eqns. (2.2.17b) and (2.2.18b)) provide quite reasonable
results in comparison with experimental data and numerical results. Since the
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proposed formula takes into account the geometric and material properties of the
hull section more precisely, it may be applied to a general-type hull cross-section.
The formula may be useful in preliminary design estimates of the ultimate strength
of ships under a vertical bending moment.

e There is a lack of experimental data from large-scale steel models, and there is a
need for further verification using such data. In particular, tests are needed using
models of double-hull tankers.

List of Nomenclature for Section 2.2.3

A, = total sectional area of outer bottom
A’ = total sectional area of inner bottom
A = total sectional area of deck

A, = half-sectional area of all sides (including longitudinal bulkheads and inner
sides)

a, = sectional area of a longitudinal stiffener with effective plating
b = breadth of plate between longitudinal stiffeners

D = hull depth

D, = height of double bottom

E = Young’s modulus

g

= neutral axis position above the base line in the sagging condition or below
the deck in the hogging condition

H = depth of hull section in linear elastic state
I = moment of inertia of a longitudinal stiffener with effective plating
| = length of a longitudinal stiffener between transverse beams
M, = elastic bending moment
M, = fully plastic bending moment of hull section
M, = ultimate bending moment capacity of hull section
M _ = ultimate bending moment on hogging or sagging conditions

r = radius of gyration of a longitudinal stiffener with effective plating
[= I..- /ax)uz]

= plate thickness

= elastic section modulus at the compression flange

12

t
VA

Z,,Z, = elastic section modulus at bottom or deck
B = slenderness ratio of plate between stiffeners [= (b/1)(0,/E) "]
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slenderness ratio of a longitudinal stiffener with effective plating
[= (¢inr)(o, /E)™)

yield strength of the material

= yield strength of outer bottom, inner bottom

= vyield strength of deck, side

ultimate buckling strength of the compression flange

= ultimate buckling strength of outer bottom, inner bottom

= ultimate buckling strength of deck, side

2-96




2.2.4 A Simple Formulation for Estimating a Stiffened Panel Strength (Secondary Failure

Mode):

The stiffened gross panel forms the backbone of most of a ship’s structure. It is by far
the most commonly used structural element in a ship; appearing in decks, bottoms,
bulkheads, and side shell. The primary purpose of the panel is to absorb out of plane (or
lateral) loads and distribute those loads to the ship’s primary structure. It also serves to carry
part of the longitudinal bending stress because of the orientation of the stiffeners. The amount
of in-plane compression or tension experienced depends primarily on the location of the
panel. Deck panels tend to experience large in-plane load and small lateral pressures, if any.
Bottom panels experience large in-plane load, but usually with significant lateral pressures.

The definition of a stiffened gross panel, for this work, is a panel of plating which has
stiffeners running in two orthogonal directions. This panel is bounded by other structure,
which have significantly greater stiffness in the planes of the loads when compared to the
panel and its stiffeners. These boundaries would be provided by structure, such as transverse
bulkheads, longitudinal bulkheads, side shell, or large longitudinal girders (e.g., the CVK).

The collapse of a stiffened panel can be prevented by choosing the size of the
transverse stiffeners so that they provide sufficient flexural rigidity to enforce nodes at the
location of the transverse stiffeners. If the transverse stiffeners act as nodes, which is usually
the case, then the collapse of the stiffened panel is controlled by the strength of the
longitudinally-stiffened panel.

The strength of a longitudinally-stiffened panel is usually governed by the strength of
its stiffness together with the effective plating. The effective plating is determined from
buckling considerations if the plate is under edge compressive stress, or from shear lag
analysis, if the stiffened plate is subjected to lateral load. Only ultimate strength limit state is
considered since, when a column buckles, it reaches immediately its ultimate strength, in
most cases.

The effective plating under edge compression can be determined from (see List of
Nomenclature at the end of Section 2.2.5):

b, = b[ﬂ]
0y

where (0, /0,) is to be determined from:
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a. Fora/b>1.0

Q

Q

where

b. Fora/b<1.0

u

O

where

p 172
( ] it B> 35
O-O
%?—%? if 10 < B <35
1.00 if <10

cr

4’ 1 3612

O,

2
aC, + 0.08(1-—05)(1+—Bl—2) <10

20-v) g2 B

am* 1 .
12(1-v?) B* =33
225 125 ,

T——z“ if L0SP<35
10 if B<10

(2.2.20)

(2.2.21)

For plates under lateral load, the effective plating can be determined frorn shear lag

design curves such as those presented by Schade (1951) and Mansour (1970).

The strength of a longitudinal stiffened panel is governed by A, B, or C as follows

(Mansour, 1985):

A. Column Buckling:

The strength in this mode is given by:
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[ 2 :
_ n°FE 1fcsc,‘30p
(0/r)?
qW=J (2.2.22)
1
=0y — 'C_S lfccr < Gp
G, nE
- ; o =
* 6,(0,-6,) S o@ln?

B. Beam-Column Buckling:

If a stiffener is subjected to axial stress s and lateral load that induces a moment M,
the following relation provides the strength as a beam-column:

_O‘__*_C_M_
(o} M

cr u

~ 1 (2.2.23)

where M, is the moment at which the flanges are fully plastic, and

C

m

=" - >
1-(oc/o,,)

C =06+040 504
M

2

M /M, > O for single curvature bending, and M /M, < 0 for double curvature bending.

C. Torsional/Flexural Buckling:
a. Doubly-Symmetric Sections:

In this case, the shear center and the centroid of the section coincide. Therefore, the
torsional and flexural modes are decoupled.

2
=_1_(G]+7»r ﬁc“’] ifo, <o,
o, = ° o (2.2.24)

: (o) ~0 o

:0'0[1— 129, 0)} ifo, >0,
o-t
where
2
o =—|Gr+ TEC
(=, |

2-99




b. Sections with a Single Plane of Symmetry:

In this case, the shear center and centroid of the section do not coincide and the
ultimate limit state is governed by a combination of torsion and flexural buckling.

(i) Elastic range:
6,<0,
o, is the smallest root of the following equation:

[4 2

70— 0, —0,(0,+0,)+0,0, =0 (2.2.25)
(ii) Plastic range:
6,>0,
G, =0, {1 _% 0z, /G")} (2.2.26)
O

2.2.5 A Simple Formulation for Estimating Unstiffened Panel Strength (Tertiary Failure

Mode):

The strength of an unstiffened plate subjected to in-plane load acting on the “b” edge
of the plate is given by (Mansour, 1986):

a. Foralb>1.0

( o 172
= ( ”] if =35
O-O
Cu _ ) 225 125 if 10< B <35 @220
o, B B
= 1.00 ifﬁ <10
where
o 4r? 1 3612

o, 121-v) B> B
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b. Fora/lb<1.0

O,

where

List of Nomenclature

Material

2
o C, +0.08(1—a)(1+#) <10

) 2
4 RS . > 35
Lizi-v?) B h=3
225 125
=10 if <10

G = shear modulus

v =
G, =
T = ;
V3
Cc, =
60% of
Y =

o-0
Plate Between Stiffeners
a =

plate length

b = plate width

Poisson’s ratio

modulus of elasticity

average yield stress in compression

(o] . .
—=2 ; average yield stress in shear

o
—L. . ratio indicating the start of non-linear behavior
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proportional (linear elastic) limit stress in compression; may be taken as




t = plate thickness

o = alb aspect ratio; can be smaller or larger than |

b /0' :
B = —.—;slenderness ratio
t VE

Stiffeners
A, = cross-sectional area (including effective plating)
A, = webarea
b = spacing between stiffeners
b, = effective width of plating
b, = flange width
¢, = warping constant
d = web depth
I = moment of inertia (including effective plating)
I, = polar moment of inertia about centroid
I, = polar moment of inertia about shear center
I, = moment of inertia of compression flange in lateral bending
I, = moment of inertia of tension flange in lateral bending
I, = moment of inertia in the plane of minimum stiffness
I, = moment of inertia in the plane of maximum stiffness
J = torsional constant
¢ = stiffener’s length between transverse girders
r o= J1/A ; radius of gyration
S = section modulus
t = plate thickness
t. = flange thickness

= web thickness
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Applied Loads and Stresses
p = applied uniform pressure normal to plate
6 = normal stress
0,0, = normal stress in the x and y directions
T = applied edge shear stress
g = load per unit length
Critical and Ultimate Stresses
o, = critical buckling compressive stress

G, = ultimate compressive stress

I

ultimate shear stress (acting alone)

ul

Bending Moments and Axial Loads
M

applied bending moment

= fully plastic bending moment

= smaller end moment in the plane of bending
= larger end moment in the plane of bending
moment at which the flanges are fully plastic
= moment at which yield first occurs

= ultimate limit state

~ X X X XXX
]

= applied axial force

o
I

fully plastic axial force = 6, A,
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2.2.6 Global Hull Strength Under Vertical and Horizontal Moments—Interaction Relations:

The ultimate moment capacity of a ship hull under combined moments may be
investigated numerically, e.g., using ALPS/ISUM, by applying a fixed horizontal moment

while the vertical moment is increased until the maximum hull capacity is reached.

Conversely, a fixed vertical moment can be held constant while the horizontal moment is
increased. In a third procedure, which is used in this study, both vertical and horizontal
moments are increased at each time step until one of these moments reaches its maximum

value (the collapse moment).

The work by Mansour and Thayamballi (1980) gives the following expression for the

interaction relation between vertical and horizontal moments:

2 .
m,+k-m =1 if Im),i<

mX

and

my-l—k-mf_ =1 if

n<n

where

xu ’ yu
B (A +24)°
16A,(A— A)—4(A, — A,)°

A=A +A, +2A;
and
= bending moment in vertical direction
= bending moment in horizontal direction
= vertical ultimate collapse bending moment

= horizontal ultimate collapse bending moment

u

R X X X
|

= cross-sectional area of the deck including stiffeners

o S
o
i

-]

= cross-sectional area of the bottom including stiffeners

A cross-sectional area of one side including stiffeners

S

(2.2.27)

(2.2.28)

The above relation was originally derived for vertical and horizontal fully-plastic
moments (see Mansour and Thayamballi, 1980). The applicability of this interaction relation
has been tested, and was shown in Chapter 4 to be approximately valid when buckling is

included. Chapter 4 provides more details on the strength under combined loading.
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2.3  Methodology for Estimating Ship Failure Probabilities

2.3.1 Basic Concept in Reliability Technology:

In order to introduce the basic concept in the reliability analysis, the following
example is given. Consider a simple beam subjected to a loading induced by the
environment, e.g., wave load. Traditionally, in the design of such a beam, practitioners and
designers have used fixed deterministic values for the load acting on the beam and for its
strength. In reality, these values are not unique values, but rather have probability
distributions that reflect many uncertainties in the load and the strength of the beam.
Structural reliability theory deals mainly with the assessment of these uncertainties and the
methods of quantifying and rationally including them in the design process. The load and the
strength are thus modelled as random variables.

Figure 2.3.1 shows the probability density functions of the load and the strength of
the beam in terms of applied bending moment and ultimate moment capacity of the beam,
respectively. Both the load Z and the strength S are assumed in this example to follow the
normal (Gaussian) probability distribution with mean values p, = 20,000 ft-ton and
L, = 30,000 ft-ton, respectively, and standard deviations of ¢, = 2,500 ft-ton and ¢, = 3,000
ft-ton, respectively.

Load
0.000009 \
0.000008
\ Strengt]
0.000007 By
0.000006 / N
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Figure 2.3.1 Load and Strength Probability Density Functions

We may now construct a simple function g(s,z), called the limit state function, which
describes the safety margin M between the strength of the beam and the load acting on 1t, i.e.,

M=g(s,2)=S-Z (2.3.1)
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Both § and Z are random variables and may assume several values. Therefore, the
following events or conditions describe the possible states of the beam,

(1) M=g(s,20)<0 represents a failure state since this means that the load Z
exceeds the strength S.

(1) M=g(s,2)>0 represents a safe state

(1)) M =g(s,2) =0 represents the limit state surface (line, in this case) or
p
the border line between the safe and failure states

The probability of failure implied in (i) above can be computed from

p,=PM=g(s,2)<0l= [ f,(s2)dsdz (2.3.2)

£(5,2)<0

where f, (s,2) is the joint probability density function of S and Z and the domain of integration
is over all values of s and z, where the margin M is not positive, i.e., not in the safe state. If
the applied load on the beam is statistically independent from the beam strength, the above
equation can be simplified and interpreted easily as:

p,=[F@ f,()dz (2.3.3)
0

where F(-) and f(-) are the cumulative distribution function of S and the probability density
function of Z, respectively. Both, in this example, are Gaussian.

Equation (2.3.3) is the convolution integral with respect to z and can be interpreted
with reference to Figure 2.3.1. If Z = z, the conditional probability of failure would be F(z).
But since z < Z< z + dz is associated with probability fA=2)dz, integration of all values of z
results in eqn. (2.3.3).

In our example, S and Z are both statistically independent and normally distributed.
Equation (2.3.3) can be thus shown to reduce to:

p,=@(-p) (2.3.4)

where @(-) is the standard normal cumulative distribution function and B is called a safety
index, defined as (see a plot of eqn. (2.3.4) in Figure 2.3.1A):

Jol+o?

Notice that, as the safety index [ increases, the probability of failure p,as given by
eqn. (2.3.4) decreases. The safety of the beam, as measured by the safety index B, can be thus
increased (see eqn. (2.3.5)) by increasing the difference between the means W -p or
decreasing the standard deviations, ¢, and g,
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The safety index (f§) is the probabilistic
analog of the factor of safety used in
conventional design
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Figure 2.3.1A. Safety Index Versus Probability of Failure

Substituting in eqn. (2.3.5), the numerical values for i, W, 0, and o, given in our
simple beam example results in a safety index 8 = 2.56. Equation (2.3.4) can then be used in
conjunction with tables of standard normal cumulative distribution functions to yield a

probability of failure = 5.23 x 10°.

The preceding example and Figure 2.3.1 indicate that certain specific load and
strength information are necessary for performing reliability analysis of marine structures. It
is mostly in this area that reliability analysis of marine structures differs from typical civil
engineering structures. In this report, emhasis has been placed on developing the required
load and strength information for marine structures.

Prior to estimating the loads acting on ships or marine structures, a statistical
representation of the environment is necessary. This includes waves, wind, ice, seismic and
current. The last four items are more important for fixed offshore structure than for floating
vessels. The environmental information can then be used as input to determine the loads
acting on the structure (see Section 2.1). Typically, an input/output spectral analysis
procedure is used to determine the “short-term” loads in a specific sea condition (stationary
condition). The required transfer function is determined from first- or second-order strip
theory using the equations of motion of the vessel (see Sections 2.1.1 and 2.1.2), or from a
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towing tank experiment. In offshore structures, Morison’s equation is usually used to
determine the wave load transfer function.

Prediction of the loads in a stationary sea condition (spectral analysis) is not sufficient
for the reliability analysis. Extreme values and long-term (lifetime) prediction of loads and
their statistics are more valuable. For this purpose, order statistics and statistics of extremes
play a very important role. Gumbel’s theory of asymptotic distributions is often used in this
regard (Mansour, 1990). In the long-term prdiction, the fatigue loads, i.e., the cyclic
repetitive loads which cause cumulative damage to the structure, must also be considered.

Methods of combining the loads, such as static and dynamic, including high- and low-
frequency loads, have been considered in Section 2.1.2 and Appendix A. In nature, many of
these loads act simultaneously, therefore, their combination must be evaluated for a
meaningful reliability analysis.

In assessing the reliability of ship structures, two general loading situations may be
used; short-term or long-term analysis. At the design stage, if one knows the route of the ship
and if that route is more or less permanent, then the probability of failure can be predicted
using long-term analysis. If, on the other hand, the route of the ship is not defined, then the
short-term analysis can be used to obtain the probability of failure under one or more
conditions that are considered to be the severest the ship may encounter during its lifetime.

The criterion usually used in the short-term analysis is to consider the single most
severe sea condition (a sea condition with a specified return period, or more appropriately, a
sea condition with a specified encounter probability) and subject the vessel to this condition
for a specified period of time.

These two methods, short- and long-term analyses, will naturally produce different
final results for the safety margins and, therefore, care must be taken when comparing safety
margins of different ships, i.e., the method and criterion used in predicting the loads acting on
the ship will have a considerable impact on the resulting safety index.

To further amplify on this point, the long-term distribution of the wave loads acting
on a ship may be determined by tracing the expected route of the ship during its lifetime.
Based on ocean wave statistics along that route, the long-term (lifetime) wave load
probability distribution for the entire history may be determined. In the short-term analysis, a
distribution of the extreme load is predicted on the basis of criteria such as one extreme sea
storm of a specific encounter probability and duration, or a short-term operation in a specific
location under severe sea conditions.

It should be noted that there is a fundamental difference between computed results
based on these two avenues. In the short-term analysis, the computed probabilities of failure
are conditional probabilities given the occurrence of an extreme wave load per a selected
criterion. Care must be taken in this case in determining the response of the ship to this
extreme load since non-linearities will play an important role. In the long-term analysis,
however, the resulting probabilities of failure are associated with the entire history of the
expected load acting on a ship during its lifetime, and is conditioned on the selected ship
route. In the following sections, the short- and long-term procedures are described.
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2.3.2 Short-Term Procedure;

2.3.2.1 Description of the Short-Term Procedure:
The following procedure may be applied in the short-term analysis.

a. From ship route (if known), ocean wave statistics, and a specified encounter
probability (or return period) determine the design storm condition (see Section
2.3.2.2)

b. Calculate the rms value of the wave bending moment in the design sea condition
using either second order strip theory (see Sections 2.1.1 to 2.1.3), or towing tank
experiment. Calculate also the stillwater bending moment.

Estimate the strength parameters for each failure mode (see Section 2.2).

d. Calculate the probability of failure or the safety index for each failure mode (see
Section 2.3.4).

The resulting probabilities are conditional probabilities. They are conditioned on
encountering the design storm. The encounter probability can be estimated as described in
the next section.

2.3.2.2 Return Periods and Encounter Probabilities:

Return periods and the associated wave heights are not sufficient by themselves to
develop criteria to be used in the design of ships or fixed offshore structures. In addition, it is
important to determine the probability of the structure encountering a design storm that has a
specified return period. This probability of encounter will depend on the lifetime of the
structure, i.e., on how long the structure will remain at the location where the return pertod
and the associated wave height are calculated. If the structure life is long, the probability of
encounter will be higher.

For fixed offshore platforms, the useful life of the structure can be estimated, and the
corresponding encounter probability can be determined as outlined in the following sections.
For ships, however, the estimation of the encounter probabilities is more complicated because
of their mobility, and because of the fact that different regions (zones) in the oceans have
different wave severity and wave statistics.

This part of the study presents a procedure for calculating ship/storm encounter
probabilities which can be used as a better basis for establishing design criteria. The
encounter probabilities can provide better and more meaningful criteria for design since they
involve the life of the structure, as well as wave statistics, in the region of operation. Return
periods involve wave statistics only, and do not involve the life of the structure. Therefore,
return periods are less meaningful as a basis for developing design criteria. In the next
section, the encounter probability in any ocean zone is developed as a function of the return
period of a design wave and the life of the structure. A method of calculating return periods
for specific wave heights is described as well. The method is based on extrapolating wave
data at the site and depends on the probability distribution of wave heights at that location.
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In the following section, the probability of a ship encountering a severe storm is developed as
a “system probability” that depends on the ship route and wave statistics along that route.
First-order bounds of the encounter probability are shown. In addition, a procedure is
described to calculate the “exact” encounter probability for equally correlated waves in the
different zones along the ship route. The developed procedures for calculating the bounds
and the “exact” value are then applied to four ship routes, two in the Atlantic, and two in the
Pacific Ocean. This section concludes with a discussion of the results obtained for the four
ship routes and the impact of the routes on storm encounter probability. A list of
nomenclature for this section is given at the end of this section.

Encounter Probability:

As mentioned earlier, the encounter probability of a specific wave height (or a sea
state characterized by a significant wave height), not only depends on its return period R, but
also on the life of the structure, L, in years. We will consider first any zone (location) i in the
ocean, and in the next section, we will generalize the procedure to include all zones along a
ship’s route.

The probability that a wave height x will not be encountered during the portion of a
structure’s lifetime L, spent in zone i will be called non-encounter probability P, . Ifthe
distribution function Fyi (x) of the annual maximum wave heights is available, then from

order statistics, the non-encounter probability is:

P,.e,. = P[noexceedence of xinlife L, ]

(2.3.6)
= P[Y, < x]=[F, (x)]"
where
Y, = maximum wave height during time L,
L, = time spent in zone i in years
FY[ (x) = distribution function of the annual maximum in zone i

The distribution function of the annual maximum wave height can be written in terms
of the distribution function of the individual wave heights F, (x), using, again, order

statistics as:
F, (x) = [Fy (x)]" (2.3.7)

where k, is the number of wave peaks (cycles) in zone i in one year. Thus, eqn. (2.3.6) can be
written

P, ={F, 0} (23.8)
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The return period of a wave height x is defined as the average length of time between
exceedence. The waiting period w in years between exceedence in zone i has a probability
law given by (Borgman):

P[W.=w]= F,,:”"' () [1-F, (x)] (2.3.9)
and the average waiting period, i.e., the return period, is:

R =E[W,]=[1-F, (x)]" (2.3.10)
In terms of the distribution function of the wave heights, R, is given by:

R =[1-(F (x)“T" (2.3.11)

The relationship between the non-encounter probability and the return period R, can be
obtained by eliminating [FX’_ (x)]% from eqns. (2.3.8) and (2.3.11), thus:
P, =(1-R™M" (2.3.12)

and by definition:
P =1-(1-R™M" (2.3.13)

where P, is the probability of encounter. Equation (2.3.13) gives the basis for calculating

the encounter probability of a wave height if its return period is known. Notice thatif R, =L,
the non-encounter probability = " and the encounter probability P, =1-F, =0.632, that

is, there is a high probability of a ship encountering a wave height with a return period L,
during the L, years the ship operates in zone i. If the ship operates for five years in zone i

(L, = 5 years), the encounter probability is approximately 5% for R, = 100 years, and 0.5% for
R, =1000 years.

The return period R, of a wave height x, in any zone i can be estimated from:

R =Ly, (2.3.14)
ny
and
n=[1-F CNE (2.3.15)
where
n, = total number of wave data collected in zone i

Yy number of years of data collection in zone i
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n, = expected number of waves in zone i necessary to exceed wave height x
n, can be calculated from eqn. (2.3.15) for any value of design wave x.

The procedure for determining the ship/storm encounter probability in any zone i can
be summarized as follows:

a. Use wave data in zone i to determine the form and the parameters of the distribution
function of wave heights F, (x), using any method of parameter estimation, e.g.,

method of moments, or regression analysis (see Figure 2.3.2 and the applications at
the end of this section in which a three-parameter Weibull distribution was found to
be adequate).

b. For the prescribed design wave height (or sea state characterized by a significant
wave height) predict the number of waves necessary to exceed the design wave height
using eqn. (2.3.15).

c. Use eqn. (2.3.14) to estimate the return period associated with the design wave height
or significant wave height.

d. Determine the probability of encounter in zone i from eqn. (2.3.13) and information
on how long the ship operates in zone i, i.e., L.

Notice that the non-encounter probability may also be computed independently from the
return period using eqn. (2.3.8). Equation (2.3.8), however, does not show the dependence of
the non-encounter probability on the return period.

Ship Routes and the Associated Encounter Probabilities:

Naturally, the probability of a ship encountering a severe storm (or the design sea
state) will depend on the ship route and the wave statistics in the zones along the route. In the
previous section, a procedure for calculating the encounter probability of a wave height in
any zone i is described. Usually ships operate along routes that include several zones. Wave
statistics in different zones of the oceans are available from sources such as Global Wave
Statistics (Hogben et al., 1986) and can be used to determine return periods and encounter
probabilities in each zone, as described in the previous section. The operation time of the
ship in each zone is important in order to determine L. The time the ship spends in harbor
and in dry-dock should also be estimated, as these can be considered as a zone where the
probability of encountering the design wave is equal to zero.

In order to determine the probability of encountering a wave height (or a specific sea
state) along a ship route, we will consider the zones and the harbor as members in a series
system. A series system is defined as a system in which a state of encounter occurs if an
encounter occurs in any of its members. That is, for the system encounter probability to be
realized, it is sufficient that the ship encounters the sea state (wave height) in any one zone.
Similarly, the system non-encounter probability P, can be realized only if mutual non-
encounter takes place in all zones, i.e.,
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P,=P {ﬁA,] (2.3.16)
i=1

where A, is the event of no encounter in zone i. Thatis, P[A;]= P, asdetermined in the

previous section, and the symbol M indicates the intersection or mutual occurrence of the
events A.. n is the total number of zones, including harbor. The system (overall) probability
of encounter P, is simply given by:

P=1-P

ne

(2.3.17)

First-order bounds on the non-encounter probability given by eqn. (2.3.16) can be
determined. Corresponding bounds can be also determined for the encounter probability
given by (2.3.17). The upper and lower bounds on P, are determined by assuming
statistically independent or fully-correlated wave conditions in the zones along the ship route,
respectively.

If A, are assumed statistically independent, then:
P, =I1rPu)=11~. (2.3.18)
i=1 i=1
and

P,=1-T]~. (2.3.19)

On the other hand, if A, are assumed perfectly correlated, then:

P, =max[l-P(A)]=1-min P(A4,)=1-min F,, (2.3.20)
Thus, the bounds on the system encounter probability P, are:

1-min (P, )<P,. <1-]]P. (2.3.21)
! =1

These bounds are tight if the non-encounter probability in any of the zones is dominant.
Although second-order bounds can be formulated, the first-order bounds were found to be
sufficiently tight.

Instead of determining upper and lower bounds on P, or P, one can determine the
“exact” value of either under certain assumptions. If the members of a series system are
“equally correlated, then an extension of the work by Stuart, summarized in Structural
Reliability and Its Applications (Thoft-Christensen and Baker, 1982) leads to the following

system probability of encounter:
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T B, +«/El—:,
P(p)=1- o | BN o dr (2.3.22)
[ Tlo| 2

oo =1
where B, can be calculated from:

B, =-®"(P)=-0"(1-P,) (2.3.23)
® and ¢ denote the standard Gaussian cumulative distribution and density function,
respectively, and p is the correlation coefficient. When p =0, eqn. (2.3.22) converges to the
upper bound of eqn. (2.3.21). Equation (2.3.22) will be used in the application given in the
following section to determine the overall encounter probabilities for four ship routes as a
function of an “average” correlation coefficient between the zones of each route. In addition,
eqn. (2.3.21) will be used to determine the bounds.

The correlation coefficient p cannot be easily determined from currently available
wave data. Fortunately, the encounter probability is rather insensitive to p, as will be seen in
the next application example.

Applications: Storm Encounter Probabilities for Various Shipping Routes:

To illustrate the concepts presented earlier, the probability of encounter for various
design wave heights, in four shipping routes, were calculated. The source for the data used in
the analysis of all shiping routes is Global Wave Statistics (GWS) by Hogben, Dacunha, and
Oliver (1986). Over 55 million visual observations of wind speed and direction, as well as
wave height, period, and direction, obtained by the United Kingdom Meteorological Office
marine data bank, were used to compile wave statistics for 104 zones covering most of the
worlds’ oceans. The observations come entirely from crews on merchant ships, so that the
data is mostly from the shipping routes within the zones. This might present problems for
locations away from major shipping lanes, but is all the more advantageous for the analysis
presented in this section.’

The raw data was “enhanced” by the NMINET computer program, which uses the
wind observations to improve the reliability of the wave statistics. For each zone, the wave
statistics are presented for all directions, and on both an annual and seasonal basis. Although
the total number of both wind and wave observations is listed for each zone, the statistics
have been normalized to approximately 1,000 observations. Because the design lifetime for
most marine structures is on the order of years, only the annual data from all directions was
used in our analysis.

Pilot charts were obtained for both the North Atlantic and Pacific oceans. For each
ocean, a northerly and southern route were chosen to contrast the effects of relative weather
severity between routes. The time of operation in each zone was calculated in the following

"It may also be noted that most of the data were taken by ships, many of which are routed to
avoid severe storms. The data thus may be biased in this regard, but may reflect wave
statistics actually encountered by ships.
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manner. The percentage of the route distance in each zone was measured from the pilot
charts, after transferring the zone boundaries onto the chart itself. An average trip time,

including time in port, was found by talking with representatives of shipping firms, or

assuming an average speed. This approach may have a disadvantage of not accounting for

the different relative speeds at which the ship moves over the duration of the trip. This would

underestimate the time the ship spends in zones with severe weather conditions, as the vessel
must reduce speed, increasing the time spent in that zone. A design life of 20 years was

assumed for this analysis, and a period of one week a year was added to the port time for
maintenance and inspection. Using all this information, the entire time spent in each zone L,
can be calculated. Table 2.3.1 shows the operation time in each zone, for all four routes, as
well as the port/dry-dock time.

North Atlantic North Pacific

Northern Route Southern Route Northern Route Southern Route

Zone Li Zone Li Zone Li Zone Li
8 5.9 23 7.72 13 7.15 21 1.08
9 5.9 24 7.0 14 0.55 22 1.08
10 2.9 25 1.86 20 7.0 29 1.85
11 2.9 Port 34 22 0.86 30 0.92
29 0.86 31 1.95
30 1.0 43 6.55
Port 2.56 Port 3.51

Table 2.3.1 Portion of Structure Design Life Spent in Each Zone,
Including Port, in Years

In order to apply the equation described in the previous section, the cumulative
distribution function F, (x) must be determined for each zone i. The wave data given GWS

are in terms of significant wave heights. These significant wave heights are assumed to
follow a three-parameter Weibull distribution given by:

F, =1-¢ 0/t (2.3.24)

and the corresponding density function f (x) is:

(x m/k)'

fX(x)—(l /k)(x m/k)‘ x2m, (2.3.25)

where m; is the location parameter, &, is the scale parameter, and [ is the shape parameter of

the Weibull distribution to be determined in each zone i. Taking the natural logarithm of
both sides of eqn. (2.3.24) twice, it can be reduced to an equation of a straight line if plotted
on In In versus In scale (e.g., Mansour, 1990). The wave data for each zone is then plotted
using standard statistics technique (Ang and Tang, 1984). The line that fits the data best is
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drawn using linear regression analysis. This kind of analysis is easily accomplished with the
use of a spread sheet. The parameter m, is found by iteration, so that the standard error is

minimized with a 95% confidence level. The parameters /, and k, are determined from the

slope and intercept of the line (for complete details of determining the Weibull parameters,
see W.M. Richardson, 1992).
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Figure 2.3.2 Weibull Fit for Zone 30, Common to Both Pacific Routes

Figure 2.3.2 shows, graphically, examples of the procedure for determining the
Weibull parameters, as well as the quality of fit to the Weibull distribution. Examples of the
regression fit line with data in each zone are shown at the end of this section. In all cases, the
fit is quite good in the region of lower wave heights, for which there are an abundant amount
of observations. At the upper end, there is a slight divergence, possibly because of the fewer
observations of waves of greater height, or alternatively, because the normalized wave
statistics are given in discrete values when there was likely a fractional value given by the
NMINET analysis (Hogben et al., 1986).

With the cumulative distribution function F, x, (x) determined for each zone, the

procedure described earlier was used to determine the probabilities of encounter. That is, the
expected number of waves necessary to exceed a design wave height was estimated from eqn.
(2.3.15). Equation (2.3.14) was then used to determine the return period associated with that
design wave height. The probability of encounter in each zone was determined from eqn.
(2.3.13) using the information obtained on how long the ship operates in that zone, i.e., L.
Finally, the bounds on the overall system probability of encounter are determined from eqn.
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(2.3.21). The overall encounter probability was also determined as a function of the
correlation between wave conditions in the various zones using egns. (2.3.22) and (2.3.23).
Correlation coefficients p = 0.0, 0.2, 0.4, 0.6, and 0.8 were assumed in the analysis. The
integral in eqn. (2.3.22) was calculated numerically and a FORTRAN computer code was
developed for the entire procedure.

For each of the four ship routes under consideration, five sea states (storm conditions)
have been considered as examples. These are characterized by significant wave heights:
H,A6=16,17,18, 19, and 20 meters.

Since there is no available information on the exact period of time the data was
collected in GWS, it was decided to perform the analysis based on the annual normalized
data. The data given in GWS are the average data per year (i.e., y, = 1 year, and n, = 1000)
and represent the total observed data.

Shipping Routes in the Atlantic:

(I N e A of B B -~
A . =l e

Figure 2.3.3 Northern and Southern Routes in the North Atlantic

As previously mentioned, two routes were chosen in the Atlantic ocean (Figure 2.3.3).
For the route in the North Atlantic, which has some of the most extreme weather conditions
in the world, probabilities of encounter are quite high (Table 2.3.2), ranging from about 65%
for a 16m wave height, to 6% for 20m (p = 0.6). The Southern route is the “low powered”
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shipping lane between Gibraltar and New York. As expected, the probability of encounters
are very small, ranging between 26% and 1% (Table 2.3.3, p = 0.6).

H, Upper Lower
Bound p=00 p=02 p=04 p=0.6 p=03 Bound

16 0.7953 0.79531 | 0.74602 | 0.69967 | 0.65415 | 0.60657 0.4399

17 0.5200 | 0.52005 | 0.48131 | 0.44276 | 0.40353 | 0.36179 | 0.2286

18 0.1808 0.18085 | 0.16906 | 0.15381 | 0.13524 | 0.11243 | 0.08267

19 0.09078 | 0.09069 | 0.08634 | 0.07024 | 0.05769 | 0.07956 | 0.03971

20 0.07348 | 0.07348 | 0.07063 | 0.06594 | 0.05421 | 0.05004 | 0.03771

Table 2.3.2 Probability of Encounter, with Bounds for
Northern Route in North Atlantic

H, Upper Lower
Bound p=00 p=02 p=04 p=0.6 p=038 Bound

16 0.2617 0.26171 | 0.25156 | 0.23947 | 0.22573 | 0.21076 | 0.2007

17 0.1280 | 0.12796 | 0.12427 | 0.11900 | 0.11209 | 0.10341 | 0.09574

18 0.0675 0.06755 | 0.06591 | 0.06313 | 0.05903 | 0.05348 | 0.04839

19 0.03049 | 0.03050 | 0.03002 | 0.02905 | 0.02736 | 0.02475 | 0.02177

20 0.01354 | 0.01355 | 0.01339 | 0.01299 | 0.01220 | 0.01078 | 0.00874

Table 2.3.3 Probability of Encounter, with Bounds for
Southern Route in North Atlantic
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Shipping Routes in the Pacific:

- e —
. . /
LI b &
3
1
' §°
QY g SR
3
N 0
\.AQ/\., [
Q {]
\ 1 [1}
] Y
7 "
u
o
(1] %
[ % 9
w
T T T T T T T
; L "0 ; 0 190 ‘80 130 120 % 0

Figure 2.3.4 Northern and Southern Routes in North Pacific

In the Pacific, two main shipping routes were also examined; one is the great circle
route between the San Francisco Bay and Yokohama, Japan, and the other, more Southerly
route, going between the same locations by way of Honolulu, Hawaii. The encounter
probabilities for these two routes are shown in Tables 2.3.4 and 2.3.5. Comparing the
Northern route in the Pacific with its counterpart in the Atlantic, the probability of encounter
is actually greater, 82% for a wave height of 16m (see Table 2.3.4, p = 0.6) versus 65% in the
North Atlantic. This is because one zone in the Pacific, zone 20, has very severe weather
conditions and, according to the assumed ship route, the ship spends seven years of its 20-
year life in this zone. The overall P, is strongly influenced by any single zone that has a high
P, . As an example, consider the upper bound given by eqn. (2.3.19). If F,, in most zones

approach one, and in a single zone it approaches 0.5, then multiplying these values together
gives, from eqn. (2.3.19), an overall P, close to 0.5.

For the Southern route, the P, are again very low, ranging from 4% for H , = 16m to

0.1% for H,,, = 20m (Table 2.3.5, p = 0.6).

13
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H,, Upper Lower

Bound p=0.0 p=02 p=04 p=0.6 p=038 Bound
16 0.8403 | 0.84034 | 0.83096 | 0.82559 | 0.82351 | 0.82323 | 0.8232
17 0.5994 | 0.59939 | 0.59685 { 0.59507 | 0.59422 | 0.59406 | 0.5941
18 0.3910 | 0.39104 | 0.38755 | 0.38433 | 0.38211 | 0.38134 | 0.3813
19 0.2347 | 0.23468 | 0.23269 | 0.23041 | 0.22849 | 0.2276 0.2276
20 0.1338 | 0.13382 | 0.13303 | 0.13192 | 0.13077 | 0.13009 | 0.1300

Table 2.3.4 Probability of Encounter, with Bounds for
Northern Route in North Pacific

H, Upper Lower

Bound p=00 p=0.2 p=04 p=0.6 p=08 Bound
16 0.04603 | 0.04604 | 0.04474 | 0.04233 | 0.03854 | 0.03298 | 0.0242
17 0.01759 | 0.01760 | 0.01738 | 0.01686 | 0.01588 | 0.01417 | 0.01038
18 0.00749 | 0.00749 | 0.00743 | 0.00728 | 0.00693 | 0.00623 | 0.00297
19 0.00316 | 0.00317 | 0.00315 | 0.00310 | 0.00298 | 0.00270 | 0.00183
20 0.00133 | 0.00134 | 0.00132 | 0.00131 | 0.00127 | 0.00116 | 0.00076

Table 2.3.5 Probability of Encounter, with Bounds for
Southern Route in North Pacific

It is seen from Tables 2.3.2 to 2.3.5 that the effect of changes in the correlation
coefficient has a relatively small impact on the encounter probabilities. It is also apparent
that the upper and lower bounds on the probabilities of encounter are very close to the value
obtained as a function of the correlation coefficient p, when p = 0 and p = 0.8, respectively.

Summary and Discussion:

A procedure has been developed for estimating ship/storm encounter probabilities
which can be used as a basis for formulating design criteria. The encounter probabilities
provide better and more meaningful criteria for design than wave return periods, since they
involve the life of the structure as well as the wave statistics in the region of operation.

The encounter probabilities in any specific ocean zone were first determined as a
function of the operation time in the zone, as well as the return period. The return period
depends on the selected wave height. The overall encounter probability for a ship along any
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given route was modeled as a *“‘system probability” and first-order bounds were determined.
In addition, the encounter probability as a function of the correlation coefficient of wave
conditions in the different zones was determined assuming equal correlation coefficients
between zones. The developed procedure has been applied to four ship routes, two in the
Atlantic and two in the Pacific Ocean.

ENCOUNTER PROBABILITIES
p=06
North Atlantic North Pacific
Northern Southern Northern Southern
H1/3 Route Route Route Route
16 0.65415 0.22573 0.82351 0.03854
17 0.40353 0.11209 0.59422 0.01588
18 0.13524 0.05903 0.38211 0.00693
19 0.05769 0.02736 0.22849 0.00298
20 0.05921 0.01220 0.13077 0.00127

Table 2.3.6 Encounter Probabilities for All Routes and Design Waves

Table 2.3.6 shows the probabilities of a ship encountering sea states characterized by
significant wave heights of 16, 17, 18, 19, and 20 meters for each of the four routes
considered. It is interesting to note that if a probability of encounter not to exceed 0.059 is
selected as a criterion to determine the “design” sea state, and if the ship is to operate a
Northern route in the North Atlantic, then it is seen from Table 2.3.6 that a design significant
wave height of 20 meters results. If the ship is to operate in a Southern route of the North
Atlantic, the design significant wave height, as seen from the table, is 18 meters. In the
Northern and Southern routes of the Pacific, the resulting design sea states that meet the
encounter criterion are over 20 meters and slightly over 16 meters, respectively. The results
in Table 2.3.6 pertain to a correlation coefficient equal to 0.6. The encounter probabilities
presented in Tables 2.3.2 to 2.3.6 do not account for any attempt at avoiding bad weather
conditions, either through weather forecasting, or maneuvering. The effects of such
avoidance techniques would be to reduce the encounter probability in each zone P, and

hence, lower the overall encounter probability.

These results indicate a clear dependence of design sea state on the operation route of
a ship as well as the ocean. The results also raise the question of whether or not classification
societies should adopt different standards for different ship routes and oceans, assuming that
the ship operation will not deviate from the “design route.” A problem may arise, however,
if a ship operator requires a different route where more severe weather is expected to be
encountered. It may be, therefore, more prudent to base the rules on a route that results in the
most severe weather condition for unrestricted service, and to change (increase) the allowable
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stillwater bending moment if the ship operates along a route where the weather is expected to

be less severe.

Nomenclature

A,

Fy (%)
F, (x)

i

kn

Event of no encounter for zone i

Distribution function of individual wave heights in zone i
Distribution for annual maximum in zone i

suffix used to denote any zone in the ocean

Annual number of wave peaks or cycles in zone

Life of structure in years

Portion of structure life spent in zone i

Expected number of waves in zone i necessary to exceed wave height x
Total number of wave data collected in zone i

Number of zones in a ship route

Probability of encounter

Probability of encounter of a certain design wave in a particular ocean zone
i

Probability of non-encounter

Probability of non-encounter of a certain design wave in a particular ocean

zone i

Return period, in years, for a wave in zone i
Waiting period, in years, between exceedence
Number of years of data collection in zone i

Wave height

Safety index

Correlation coefficient

Standard Gaussian cumulative distribution function

Standard Gaussian density function
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Data and Linear Regression for North Atlantic
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Data and Linear Regression for Zones in the Pacific
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I In (17 (1 - F(x - m)))

ZONE 43

4
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Y =1.37x-1.01

2.3.3 Long-Term Procedure:

In general, the long-term procedure entails the determination of the probability
distribution of the maximum load during the lifetime of a ship taking into consideration the
wave statistics along the ship route, loading conditions, speed, and heading. The procedure is

particularly important for fatigue reliability analysis, where the entire history of loading
should be determined. In that case (fatigue), the long-term distribution, instead of the
maximum load distribution, is required and is usually assumed to be Weibull.

Several procedures have been proposed in the literature for determination of the
lifetime maximum load distribution. Although their details may vary (sometimes depending

on the ship type), most of them have common characteristics as follows:

1. Define the mission profile of the ship which includes

a.
b.

C.

A

Ship route

Expected total years of service

Distribution of ship headings

Distribution of loading conditions
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Number of days per year the ship is expected to be at port and underway

Nominal cruising speed and maximum operating speed in each sea state, and the
corresponding fraction of time during operation




2. From the ship route and available wave statistics, obtain the frequency of occurrence of
different sea conditions the ship will encounter in each of the geographic areas’ (zones).

3. From Step 2 above and the mission profile of the ship, determine the frequency of
encountering different sea conditions, loading conditions, speeds, and headings.

4. Determine the wave loads in each sea condition, loading condition, speed, and heading,
using first- or second-order strip theory.

5. Use an extrapolation procedure to determine the distribution of the maximum load in a
lifetime.

The details of two long-term procesures are described next.

A - Procedure Proposed in SR-1337 (SSC 373):
a - Long-Term Distribution of the Total Stress Including Stillwater Load:

The long-term distribution of the total stress (wave induced stress considering all
wave peaks, and the long-term stillwater stress) is obtained as follows.

Consider that there are i = 1,...,n,_loading conditions and j = 1, ...,n sea states during
the vessel life. Also consider that the combined wave and slam stress amplitude for a sea
state j, whose cumulative distribution function (CDF) is denoted F, , is independent of the

J

stillwater stress, which has a long-term density Fy, (x) for the loading condition i. The
probabilities of occurrence of the sea states and loading conditions are denoted Py, and P,

respectively. The probabilities are such that

s

ZPSS, =1
j=1
ZPSE =1
i=1

The cumulative distribution function of the combined wave induced and slamming stress,
considering all sea states, is given, for any loading condition, by

Nss

F/(n=) Py F, (1 (2.3.26)

" In almost all the main areas where ships operate, statistical data concerning wave heights
and periods have been observed and tabulated. The surface of the earth is divided into a grid
of ten-degree squares, known as Marsden squares. These squares are arranged into
geographic areas over which wave conditions are fairly uniform. The areas are given a code
number; see, for example, Hegben et al. (1986).
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where the Fy, are the individual CDFs of combined wave plus slam effects. For any

particular loading condition, the CDF of the long-term total stress, consisting of the stillwater
stress and the wave induced and slam effects, is then obtained by applying the convolution
theorem:

F ()= TF; (r=x) f (x)dx (23.27)

b - Extreme Value Distribution of the Total Stress:

The cumulative distribution function of the largest value of stress in a particular
loading condition i can be obtained using the Ferry Borges and Castenhata model (1972),
with pulse times representing voyages in that loading condition. The Ferry Borges process
consists of pulses of uniform duration. In the present case, the duration of the pulses can be
taken to be the average duration of a voyage in the loading condition i (e.g., laden or ballast).
Knowing the average duration, 7, one can obtain the number of pulses in the lifetime:

n =L (2.3.28)

where 7, is the total time spent in the loading condition i.

The cumulative distribution of the largest value of the total stress is then obtained as

e

F,(n=Y [E®|" Py (2.3.29)

i=]

which assumes the likely total stress pulses in the individual voyages in a loading condition
to be independent of one another. “r” represents the largest value of the total stress. The
total number of loading conditions considered is n. Typically, n_is a small number, e.g., 2,

representing, say, laden and ballast conditions.

B - Long-Term Procedure Used in the SOST Code:

The long-term analysis is concerned with the probability distribution of the extreme
peaks taken over a period of typically 10-20 years. The basic assumption in the analysis is
that the process can be modelled as a sequence of stationary processes with independent
peaks. Thereby, the probability of exceedence

2-133




Q(M, () = P(max M, > {)
=1-JTexp (v, (OT)

L 2
=1- Hexp(—vOie_’/z“' © fsiT)

i=1

4 2
=1- exp(——T 2"0; fs.e™? (c)]

i=1

where O(M (T)) is the probability that individual peak values M, of M exceed a level { during
duration T, v,, is the zero upcrossing rate, and v,() is the upcrossing rate of level {. The
number of different stationary conditions, characterized by fixed values of significant wave
height H , zero crossing period T, forward speed V and heading angle ¢, is denoted by p and
the time spent in the i" stationary conditions by T. This period constitutes the fraction fs, of
the total time 7. Thus, specification of

S=H,T,V,0.55), & i=12..p
together with calculation of
Voi =V, (S))

u, ) =ul|S)

yields the long-term probability of exceedence (see Jensen and Dogliani, 1993 for more
details).

The fraction f5 of time spent in a specific stationary condition is taken as

fS =fM (H\-’ Tz)fv (V |H‘)f¢(¢)

where f,(H,, T)) is the joint density function of H, and T, and can be calculated from the
operational profile covering a number n of Marsden zones,

fuH T)=Y P, f;(H,T)

j=1

The operational profile is thus characterized by the fraction P, of time the ship is in
Marsden zone j; j = 1,2,...,n. Directionality in the sea states as well as annual variations are
not included in the above equation.

In severe sea-states, the ship’s master usually reduces the speed in order to avoid
excessive slamming and green water on deck. Therefore, the fraction f, defining the use of
the two forward speeds is made dependent on the significant wave heights H,
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-fnmr lf H\' S H"O
V=V Hy=q7m
. l—f;nin ]f H.\' > H.\‘O
fv(V:‘/mianx):l——fv(Vz‘/mux H\)

where f, . f.., and H, are to be specified. Finally, the fraction f, for the different headings are
chosen as

f¢ = {pn’ Piss Py Pisso plsu}

with either

Py= Pas = Poy = Pi3s = P

or

p()=p45=p9()=3p135=3p18()

2.3.4 Estimation of Ship Failure Probabilities:

Literature on ship structure risk assessment is extensive and dates back to the early
seventies (e.g., Mansour, SNAME Trans., 1972, and J. Ship Research, 1972). There have
been a number of investigations that were built on this earlier work. Particular mention may
be made to Stiansen et al. (The Naval Architect Journal, RINA, 1980), Mansour and Faulkner
(Trans. RINA, 1973), Faulkner and Sadden (RINA, 1979), and White and Ayyub (Naval Eng.
Journal, 1985). The ship Structure Committee (SSC) has sponsored several projects related
to this area, e.g., Kaplan et al. (1983), Daidola and Baser (1983), and Mansour (SR-1310,
1990). In addition, the SSC projects SR-1330 on “Probability-Based Ship Design
Procedures: A Demonstration” and SR-1337 on “Loads and Load Combinations” have been
completed and published in SSC 368 and SSC 373, respectively. A complete literature
survey and summary of reliability methods for ship structures are included in SSC-351 “An
Introduction to Structural Reliability Theory Directed at the Marine Industry.”

Specific research in the area of code development has also been carried out by the
American Bureau of Shipping (ABS) researchers, e.g., reported in Trans. SNAME (1984).
An in-depth evaluation of uncertainties in hull strength prediction was conducted by Soares
and Moan (1985), and application of first order second moment method to ship hull ultimate
strength, including plastification, buckling, fatigue, and fracture, was undertaken by ABS
(e.g., Thayamballi, et al., 1984, 1986, 1990). Wirsching and Chen (1988) applied reliability
methods to marine structures. Some of the work is equally valid for ships, albeit with
different values for the uncertainty parameters.

2.3.4.1 Generalized Reliability Concept:

The basic reliability concept demonstrated in Section 2.3.1 can be generalized to
include several random variables instead of just two. In this case, eqn. (2.3.2) can be written
in a general form as:
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P, = I fy (x)dx (2.3.30)
F

where
X = vector of random variables
f(x)=joint probability density function
F = failure domain, defined by
F={gx)<0} (2.3.31)
where g(-) are limit state functions.
And, from the computed failure probability, the generalized safety index ié defined by
Bp=d'(1- P) (2.3.32)
where @(-) denotes the standard normal cumulative distribution function.

There are several reliability methods that can be used to solve the above equations.
For example, there are four methods utilized by CALREL (Liu et al., 1989) to compute the
above quantities:

1. FORM: First-order reliability method. The limit state surfaces (g(x) = 0) are replaced by
tangent hyperplanes at design points in a transformed standard normal space

2. SORM: Second-order reliability method. The limit state surfaces are replaced quadratic
fitted at the design points in the standard normal space

3. Directional simulation method with exact or approximate surfaces

4. Monte Carlo simulation method

Reliability Methods:

Table 2.3.8 summarizes the different reliability methods that may be used for
estimating the probability of failure. The following gives an historical review of some of
these methods.

Mean Value First Order Second Moment Analysis:

The first serious attempt to apply probabilistic methods to the develoment of a design
code was made by Allin Cornell. In 1969, he proposed the mean value first order second
moment (MVFOSM) concept. Limit state functions that are “complicated” can be
represented by the first terms of a Taylor’s series expansion. The mean and standard
deviation of the limit state function can be approximated, and the safety index is defined as
the quotient of these two terms.
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Analytical Methods
1. Mean Value First Order Second Moment (MVFOSM)

2. Hasofer-Lind generalized safety index

3. First Order Reliability Methods (FORM

a. Limit states represented by tangent hyperplanes at
design points in transformed standard normal space

b. Rackwitz-Fiessler algorithm

4. Second Order Reliability Methods (SORM)

a. Limit states represented by hyperparaboloids at
design points in transformed standard normal space

b. Wu/FPI
5. Advanced Mean Value (AMYV) method

.- Monte Carlo Simulation. =~~~

1. Direct Monte Carlo

2. Importance Sampling

3. Domain Restricted Sampling
4. Adaptive Sampling

5. Directional Sampling

Table 2.3.8 A Summary of Reliability Methods

While the concepts were employed to derive probability-based design requirements
for the code of the American Concrete Institute, it was discovered that reliability estimates
depended upon the mechanical formulation of the limit state function. This “mathematical”
difficulty was later overcome by the Hasofer-Lind generalized safety index.

MVFOSM continues to be useful in providing “quick and dirty” estimates of the
safety index for components.

The Generalized Safety Index:

In 1973, the lack of invariance problem associated with MVFOSM analysis was
solved in a paper by Hasofer and Lind (1974). The scheme was to transform all of the basic
variables to reduced variables having zero mean and standard deviation of unity (by
subtracting from the variable its mean then dividing by its standard deviation). The safety
index is then defined as the minimum distance from the origin of the reduced coordinates to
the limit state function in reduced coordinates. This measure of reliability was proved to be
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independent of the mechanical formulation of the subsequent development of structural
reliability estimates for components. All of the other methods of fast probability integration
described in the following essentially are refinements of the Hasofer-Lind safety index
concept.

First Order Reliability Methods (FORM):

The Hasofer-Lind analysis requires that only the mean and standard deviation of each
variable be considered and, therefore, ignores distributional information, even if it is
available. A method proposed by Paloheimo and Hannus (1974) suggests that non-normal
distributions be transformed into standard normals (by requiring that the distribution
functions of the basic variable and the standard normal variate be equal). Then the
generalized safety concept is applied in the space of standard normal variates. A decent
estimate of the probability of failure can be made by the inverse standard normal distribution
function of the safety index.

Later, the Rackwitz-Fiessler algorithm was proposed as an efficient computational
method for FORM (1978). And, and additional refinement of this procesure, the Chen-Lind
algorithm, was proposed (1983). But both schemes produce errors in probability of failure
estimates in some (uncommon) problems. And, it is difficult to predict a priori the expected
errors in probability estimates. This problem has led to the development of second order
reliability analysis.

Second Order Reliability Analysis (SORM):

It was found that FORM produces errors whose magnitudes are difficult to predict in
advance. This observation led to the development of SORM methods. A number of SORM
algorithms have been proposed by Ditlevsen (1979), Fiessler, Neumann, and Rackwitz
(1979), Tvedt (1983), and Breitung (1984). These methods rely on the FORM
transformation into standard normal space. Wu (1984) has proposed a method (called the
Wu/FPI algorithm) that, it is argued, is more robust and accurate because it avoids some of
the mathematical pitfalls associated with transformation to standard normal space. It has
been demonstrated that Wu/FPI can consistently produce point probability estimates with 5%
of the exact value.

Advanced Mean Value (AMV) Method:

A practical limitation on FORM and SORM, as described above, is that the limit state
function must have an explicit closed form. But there are many cases where a reliability
analysis is required and the variables are related only through a numerical algorithm, e.g.,
finite element analysis. A very efficient numerical algorithm has been developed, also by
Wu (1990), for dealing with these complex problems. The AMV method is the “heart” of a
probabilistic finite element code (NESSUS) developed for NASA to solve complicated
design problems associated with space propulsion systems.
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Efficient Monte Carlo Simulation:

As computer capabilities have increased and computer costs have decreased, Monte
Carlo simulation for structural reliability analysis has gained new respectability. It has also
helped that efficient methods, principally importance sampling, have been developed. The
importance sampling concept has been discussed by Shinozuka (1983). Variations on the
basic importance sampling concept have been proposed. These include domain restricted
sampling by Harbitz (1986), directional sampling by Bjerager (1990), and adaptive sampling
by Bucher (1988). In summary, these methods can produce probability of failure estimates
having narrow confidence intervals for small sample sizes. The bad news is that (a) all
require an estimate of the probability of failure, and (b) their efficiency sharply decreases as
the number of variables increase.

2.3.4.2 Computer Codes for Probability of Failure Calculations:

The literature search identified algorithms, of various levels of sophistication, that
would be appropriate for ship structure reliability analysis. These are:

CALREL

This is a general purpose structural reliability analysis program. Its capabilities
include: (a) probability of failure estimates for components, (b) probability of failure
estimates for systems, (c) FORM and SORM analysis, (d) direct Monte Carlo analysis and
directional simulation, and (e) sensitivity analysis (see Appendix C for detail).

COMPASS
This code is developed, maintained, and marketed by Martec Limited, Canada. It is a
general-purpose software reliability analysis program.

PROBAN

PROBAN, developed and marketed by Det norske Veritas, is a general structural
reliability analysis code. It is more sophisticated than CALREL, and it is also much more
expensive (see Appendix C).

RELACS

RELACS was developed and is distributed by Risk Engineering, Inc., of Golden, CO.
This program, also sophisticated and expensive, is intended to be a competitor to PROBAN.

University of Arizona Software

There are a number of small programs that are likely to be useful in performing
reliability analysis. These include: (a) DISTS; determines which of several competing
statistical distributions best fits a set of data; (b) POFAIL; produces exact probability of
failure calculations for a limit state with only two random variables; (¢) RACA; computes
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safety index and probability of failure using the Hasofer-Lind, Chen-Lind, or Rackwitz-
Fiessler algorithms, and (d) Wu/FPI; computes the safety index and probability of failure
using second order reliability analysis. The Wu/EPI can be conveniently combined with a
limit state analysis program (e.g., finite element program) to execute the Advanced Mean
Value Method.

ABS

This is a general-purpose structural reliability program. Its capabilities include
computation of probabilities of failure for components based on first order reliability method
(FORM).

NESSUS

The NESSUS code was developed at Southwest Research Institute under contract
with NASA/Lewis to produce a probabilistic structural analysis code having both nonlinear
structural behavior and dynamic response capabilities. This code, having all of the reliability
features of CALREL, is linked to a structural analysis (finite element) program. The “heart”
of the NESSUS code is the Advanced Mean Value (AMV) reliability algorithm that allows
fast reliability analysis of complicated structural systems. It has a simulation capability using
adaptive sampling (see Appendix C).

CALREL and the University of Arizona software have been used for the advanced
reliability analysis required in this project.

Capabilities of CALREL (Liu, et al., 1989):
e The capabilities of CALREL include:
1. First order reliability analysis (FORM)

2. Second order reliability analysis (SORM)

3. Monte Carlo simulation

Directional simulation (efficient Monte Carlo)
Computes sensitivity factors

Performs system reliability analysis using the failure mode approach

N A

CALREL can be used to implement the advanced mean value (AMYV) when a computer
code is needed to relate the design variables.

e Features of CALREL include:

1. Cheap relative to its capabilities

2. Efficient
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3. Easy to use
4. RunsonaPC

The manual of CALREL (see Liu, et al., 1989) indicates that FORM and SORM are
applicable to component reliability analysis. FORM is applicable to series system reliability,
directional simulation in conjunction with FORM or SORM is applicable to component or
system reliability analysis, and Monte Carlo simulation is applicable to all classes of
problems. CALREL has a modular structure with each group of analysis routines contained
in a separate module. To run CALREL, it is necessary to compile the user-defined
subroutines UGFUN, UDGX and UDD, and link them with the object modules of CALREL.

CALREL has a large library of probability distributions (see Liu ez al., 1989) that can
be used for independent as well as dependent random variables. Table 2.3.9 lists the
probability distributions that are currently available. These distributions can be used both as
marginal and conditional. Additional distributions can be included through a user-defined
subroutine, UDD.

1. normal 2. log normal 3. gamma 4. uniform 5 beta
6. shifted 7. shifted 8. type I 9. type 1 10. type II 1. type Il
exponential Rayleigh largest smallest largest smallest
i value value value value

Table 2.3.9 CALREL Probability Distribution Library

CALREL has been developed on a virtual-memory computer, MicroVAX, in
FORTRAN-77 language. It is also available on IBM-PC and compatible computers with at
least 640K RAM. For implementation on a PC, the procedure is provided on the floppy
diskette containing the object code of CALREL.

2.3.4.3 Two Simple Formulations for Estimating Failure Probabilities:

A - Closed Form Method

a - Approximate Formula:

This closed-form approximation was developed by Mansour (1972). It is a simplified
model to calculate the probability of failure by formulas with certain random and
deterministic variables. The reference gives more details on the method. The following
shows the final results for the probability of failure for the cases of deterministic and random
stiliwater bending moments.
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Deterministic stillwater bending moment (primary hull failure mode):

a. Short term

Pf’ln:l :‘:l—q)(‘u——mo }4‘ !
o Ao /VE)? +1

{(-m)VET r }

(2.3.33)

e 2(0'/~/E)2+1 §0 ,u'"mo

_O’\/Z(O'/\/E)z-i-]

_ st wo_ W
=P/ +P’' =P

b. Long term

”"m“+iz- -
pfln:]:[l_@(wﬂ“ " _(P[y__m_o_z}
o o 1 (2.3.34)

. D w __ pw
=P +P’ =P

Random stillwater bending moment (primary hull failure mode):

a. Short term

Py =(110)N2/7E [[@lz-p)/ 0] (v/VE)
0e (2.3.35)

2
~GINEY _%[u

e s ) dy dz

b. Long term

Pf’n:l = (1) ':—-——Il-m — E:I . e(0'3+21m+02)/212-(;1/l) (2336)
c A

In the process of developing these equations, the wave bending moment in short term
was assumed to follow a Rayleigh distribution and long term to follow the Exponential
distribution. In this report, eqn. (2.3.33) is used to calculate the short-term probabilities of
failure for four ships and a comparison was made with the CALREL results.

b - Integration Formula:

The integration formula (Mansour, 1972) for short term is (primary):

1 ot , _l(ﬂ)z
P =1- [i—eemmp g 2 ) gy (2.3.37)
ov2ar

mg,
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where
1 = mean of strength
¢ = standard deviation of strength
m, = value of stillwater bending moment if considered to be deterministic

n = number of encounters

B - Mean Value First Order Second Moment Method

The safety index B according to the Mean Value First Order Second Moment Method
is defined as the mean of the limit state function divided by its standard deviation.

As examples, the limit state function g and safety index B for different failure modes
are:

a. For hull primary failure:

g=M, -[M+ kw M, +k,M)] (2.3.38)

gt
O-S
where
M=ty =i, +, (y, + Ky i,,))]
0, =0, +0%, +k20% +kIk202, +2p, , kK, O\ Oy
where
M = ultimate strength
M = stillwater bending moment
M _ = wave bending moment
M, = dynamic bending moment
k, = load combination factor for stillwater and wave/dynamic moments
k, = load combination factor for wave and dynamic moments
K, = mean of component i (e.g., i, is the mean of ultimate strength)
o, = standard deviation of compoﬁent i
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where

b. For secondary and tertiary failure modes:

g=fSM-[M +k (M, +k M) (2.3.39)

M

Gy

R, =W, Mg — [“MJ +k, (FLMw +k, Ky, )]

0] 2\/ 2 .2 2,2 2 2 2 2.2 27.2,..2
& (G GSM +cul"’SM -*’-csSM!'lu).i_G'M_r +kaMd +kwdeM,, +2pM“.M,,kwdeMw6Md

where

u

SM= section modulus

Q

= ultimate stress

= stillwater bending moment

= wave bending moment

= dynamic bending moment

= load combination factor for stillwater and wave/dynamic moments
= load combination factor for wave and dynamic moments

= mean of component i

= standard deviation of component i
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3. DATA BASE ON LOADS FOR FOUR SHIPS

In this Chapter, a data base on loads was developed for four selected ships used in this
report as application examples. This data base on loads together with the data base on
strength which is developed in Chapter 4, constitute the two basic components necessary to
perform the reliability analysis under extreme loads given in Chapter 5. Chapter 6 discusses
the sensitivity factors that influence the reliability of the four ships and Chapter 7 describes
the fatigue reliability procedure and shows the results of application to the four ships.

3.1  Characteristics of the Selected Ships

Four ships have been selected after consultation with the Project Technical
Committee (PTC). The four ships cover a wide range of current interest. The selected ships
will be referred to as: Cruisér No. 1, Cruiser No. 2, Double Hull Tanker and SL-7 ships. The
general characteristics of the four ships are given in Tables 3.1.1 to 3.1.3. Additional general
information on these ships are given in Appendix D. Many structural drawings, longitudinal
strength calculations, offsets, line drawings and other data have been obtained but not
included in this report.

Cruiser No. 1 Cruiser No. 2
Ship Length, Lpp (feet 529.0 529.0
Ship Beam (molded) (feet) 55.0 55.0
Draft Amidships (molded) (feet) 22.44 19.8
Displacement (LT salt water) 9,400 7,996
Trim by stern (inches) -5.0 -1.83
GMT (corrected (feet) 2.75 2.56
LCG aft of midships (feet) 12.63 7.37
VCG above molded BL (feet) 23.0 23.28
Roll Gyradius in air (feet) 22.38 22.78
Pitch Gyradius in air (feet) 133.36 133.36
Yaw Gyradius in air (feet) 132.63 132.63

Table 3.1.1 General Characteristics of Cruisers No. 1 and No. 2
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Length Between Perpendiculars, LBP 640 ft
Beam Molded 96 ft
Depth | 50 ft
Design Load Draft 34 ft
Displacement 44,596 L.tons
Deadweight 34,700 L.tons
Web Frame Spacing 115 ft
Tank Length, Typical 57.5ft

Table 3.1.2 General Characteristics of a Double Hull Tanker

Length, Overall 946’ 7”7
Length, Between Perpendiculars 880" 6”
Beam, Molded 105’ 6”
Depth to Main Deck 51"11”7
Draft, Design 36’ 8”
Draft, Scantling 39'0”
Displacement (34" 0” draft) — Long Tons 47,760

Table 3.1.3 General Characteristics of an SL-7 Ship

3.3  Collected Load Data for Four Ships

This section is concerned with data collected on loads and developing load models for
each of the four ships. A considerable part of the data has been obtained for the four ships
from SSC sponsoring organizations and open literature on the subject.

The sought load data and information include, whenever possible, stillwater loads,
low frequency wave induced loads, high frequency slamming loads and fatigue stress ranges.
The required load data can be based on analytical methods, model experiments and/or full
scale sea trials. Important loads that are not available will be estimated either analytically
using a ship motion program or empirically based on existing data on similar ships. Cracks
and buckling data are also sought from ship records and operating experience.




The load information obtained varied from a fairly complete set for Cruiser No. 1 to a
partial set for the double hull tanker. Cruiser No. 1 load data obtained include stillwater
loads, linear transfer functions for wave induced loads, slamming loads and extreme loads
and load combinations. The data are based on analytical methods, model experiments and
sea trials. Less data is available on Cruiser No. 2. The SL-7 data obtained include ship
loading conditions, stillwater loads and hull offsets. Wave load linear transfer function and
some data on slamming loads are also available on the SL-7 (primarily from Ship Structure
Committee reports). The available information on the double hull tanker is limited to
stillwater loads and hull offsets. Because of the lack of complete information on wave
induced loads, it was decided to use a second order strip theory to determine these loads for
all four ships (see section 3.4). An estimate will be made of slamming loads either
analytically using a specialized slamming program (see section 3.6) or empirically from
available data.

Appendix E gives some of the collected results of the loads on Cruisers No. 1 and No.
2 as well as the double hull tanker and the SL-7 ship.

As mentioned earlier, a second order frequency domain computer program (SOST)
will be used to determine the non-linear wave loads. The advantages of using a frequency
domain analysis over performing non-linear time domain load simulations are:

1. Non-linear time domain load simulation is not within the current state of the art (see
Dalzell, 1991).

2. Load simulation cannot be used realistically in sensitivity analysis, particularly when
many variables are involved in a design.

3. Most likely, practitioners will not use reliability methodology if it hinges on running a
lengthy non-linear time domain load simulation program before running a reliability
computer program.

4. Standard frequency domain linear ship motion programs and the associated spectral
analysis are capabilities that are available in many design offices and government
agencies. They can be easily used together with a provided set of non-linearity
coefficients and design charts (see sections 2.1.2 and 2.1.3) to estimate the non-linear
loads in high sea states.

Some linear frequency domain analyses were also performed in Phase I of the project.
As an example, the linear ship motion program (SCORES) has been used to develop
response spectra and the associated statistics for Cruiser No. 2 for vertical, horizontal and

torsional moments. The results are shown in Figures 3.3.1 to 3.3.9. Tables given additional
values of moment response for different headings and speeds are given in Appendix E.
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3.4  Short and Long Term Non-linear Wave Bending Moment

A second order strip theory procedure is applied to the four ships of interest, in both
short-term extreme conditions and in long-term operating conditions. The results obtained
using this procedure are compared to results obtained using various empirical or quasi-
empirical methods. The results show that while the second order strip theory is a marked
improvement over traditional linear strip theory and can produce good results, it has its
limitations. Though some problems with the second order strip theory exist, it is believed
that the second order strip theory can provide insight into the extreme loading problem,
particularly the difference between sagging and hogging bending moment. Used in
conjunction with empirical or semi-empirical methods, the second order strip theory can help
provide a more insightful estimate of extreme (design) loads than can be obtained using an
empirical method alone.

Second Order Strip Theory (SOST) Code — Short Term Results:

The SOST code was used to analyze the four ships: two cruisers, denoted as Cruiser
1 and Cruiser 2, a double hulled tanker, and a high speed containership (the SL-7).
Characteristics of interest for the four ships are listed in Table 3.4.1.

Ship LBP Beam A LCG Still Water BM
(feet) (feet) (LT) (ft. aft FP) [Lt-ft (10%)]
Cruiser 1 529.0 55.0 9400 275.5 +76.8
Cruiser 2 529.0 55.0 7996 270.17 +64.5
SL-7 880.5 105.5 47760 478.1 +599.1
Tanker 640.0 96.0 44596 304.0 -97.9

+ bending moment is hogging

Table 3.4.1

Each ship was analyzed in a short term extreme sea state at two headings (head and bow

seas). Table 3.4.2 summarizes the parameters associated with this sea state.

Short Term Analysis Parameters
Significant Wave Height (ft) 45.0
Upcrossing Period (s) 14.0
Ship Speed (kts) 6.0
Table 3.4.2
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Figure 3.4.1 illustrates the vertical bending moment response spectrum at amidship
for Cruiser [ in the head seas case. Though the quadratic terms are more than one order of
magnitude smaller than the linear terms, their contribution to the probability of exceedence
levels is not negligible. Figures 3.4.2 to 3.4.9 show plots of the bending moment magnitude
versus probability of exceedence for all four ships in both headings; head seas (180°) and
bow seas (135°).
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Figure 3.4.1 Linear and Total Response — Cruiser 1
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Discussion:

One of the most important input parameters in the SOST procedure is the derivative
of the beam at the waterline with respect to a vertical coordinate. This is the parameter which
seems to exert the most influence upon the sag-hog ratio, which is a measure of the non-
linearity associated with the response. In very high seas, the quadratic strip theory will have
difficulties similar to those experienced by linear strip theory when relative motions are
greater than the freeboard or less than the draft. In an attempt to apply SOST to extreme seas
and circumvent this problem, Jensen et al. (1993) have proposed the following procedure.

If the amplitude of the relative motion (z - zo) becomes larger than the freeboard F' or
the draft T, then the following equations should be used to estimate the appropriate input
slope, B;:

-

A—-A —-B)\lz-z2
Bl+_2 s AO 0(2 0);Z—ZOZF
B = (2 "(Zo) | (34.1)
-A,— Bylz—z
B =2 Ao o271 s2~2g<-T
| (Z‘Zo)
where Ao = section area to the waterline

By = beam at the waterline
A; = total section area to uppermost deck

This insures that 0 < A(x,z) < Ay(x) for all values of x and z. The calculations show that the
sectional slopes, By, at the bow give the main contribution to differences between the sagging
and hogging bending moments. As the two values generated in eqn. (3.4.1) might be
different, the slope input into the SOST program is taken to be the average of the two:

B, = % (B +87) (3.4.2)

It is also in the bow where we might expect relative motions to exceed the freeboard or draft.
With this in mind, eqn. (3.4.1) is used to adjust the slopes of the forward part of the ship
only. In this work, the forward 20% of the ship was adjusted using eqn. (3.4.1). This was
done several different ways. Table 3.4.3 summarizes the results of the 50% level (mean
values) of the short term predictions for the four ships, comparing the results obtained using
the actual slopes at the waterline and the results obtained using the adjusted slopes which
ensures no excess buoyancy. All ships were analyzed in the head seas condition, and results
are in thousands of long ton-feet. The slopes were adjusted using relative motion output from
the same operating condition.
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Sagging Linear Hogging
Ship Slope Moment | Moment | Moment Sag/Hog
Cruiser 1 actual 224.9 181.1 147.0 1.52
adjusted 198.8 181.1 169.1 1.18
Cruiser 2 actual 223.2 180.0 145.1 1.54
adjusted 2139 180.1 155.9 1.37
SL-7 actual 1473.6 956.2 728.5 2.02
adjusted 1065.0 957.8 969.6 1.10
Tanker actual 698.1 574.3 500.6 1.38
adjusted 594.8 574.5 586.1 1.01

Table 3.4.3 Wave Bending Moment, Short Term, 50% Probability Level

As can be seen in Table 3.4.3, the section slope in the bow region is of major
importance in predicting the non-linearities in the response. In light of this, Cruiser 1 was
used as a test case for various adjusted slope techniques. The program was run with Cruiser ‘
1 in a variety of sea states, all with a ship speed of 10 knots and heading of 180 (head seas).
This was done three times, once using actual slopes, once using adjusted slopes as described
above, and once using B from eqn. (3.4.1) to generate the sagging moment results and B to
generate the hogging moment results. The resulting sag to hog ratio is shown for all three
cases as shown in Figure 3.4.10. As the figure indicates, using actual slopes leads to
unreasonably high non-linearities in extreme sea states because the relative motion exceeds
the freeboard or the draft. Both methods of adjusted slope provide similar results and seem
to be more reasonable. They both eliminate the buoyancy that does not exist when the
relative motion exceeds the freeboard or the draft. The results shown in Figures 3.4.2 to
3.4.9 for the four ships are all based on the average adjusted slope.

17 r .
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1.6 + Head Seas /D/’_/
15 7
o 14 /N o
;. /
T 13 == t\\
5 2 = =R
/ —0—actual slopes TTTha
1.0 /. = « & - -average adjusted slope
09 u// ~—0— adjusted slope
08 l J l
0 5 10 15 20 25 ") 35 4 45

Significant Wave Height (ft)
Figure 3.4.10 Sag/Hog Ratio versus Significant Wave Height — Cruiser 1

3-18




Long Term Analysis — SOST Code Results:

The long-term procedure has been applied to the four ships under consideration. The
mission profile selected for all ships was identical in order to provide the same basis for
comparison. The route selected was mostly North Atlantic with a small portion in the
Mediterranean (see Figure 3.4.11). Information on fraction of time spent in each zone along
the route, speeds and headings are shown in Table 3.4.4.

Figures 3.4.12 to 3.4.15 show the long-term non-linear hog and sag bending moments
versus probability of exceedence for all four ships using SOST long-term procedure. At the
50% probability level, the values are higher than the corresponding results of the short term
procedure. It should be noted that the slopes used in the long term analysis were average
adjusted slopes, calculated using relative motions associated with the short term sea states
presented previously.
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Figure 3.4.11 Operational Routes of Four Ships
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Fraction

of Time
Marsden area No. 8 .059
Marsden area No. 9 .059
Marsden area No. 10 .059
Marsden area No. 11 .059
Marsden area No. 15 118
Marsden area No. 16 118
Marsden area No. 17 059
Marsden area No. 23 118
Marsden area No. 24 118
Marsden area No. 25 118
Marsden area No. 26 .059
Marsden area No. 27 .059

[ Total Period (years) | 15.000 |

Hs1 = practical Hs limit for service speed 16.500
Fraction of time with service speed when Hs < Hsl .800
Fraction of time with minimum speed when Hs > Hs1 1.000
Service Speed >= 30.500
Fraction of time with heading 0 det (following) 11
Fraction of time with heading 45 deg 222
Fraction of time with heading 90 deg 222
Fraction of time with heading 135 deg .333
Fraction of time with heading 180 deg (head) 111

Table 3.4.4 Summary of Long Term Operational Profile
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Figure 3.4.14 SOST Long Term Analysis
SL-7 Vertical Bending Moment
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Figure 3.4.15 SOST Long Term Analysis
Tanker Vertical Bending Moment
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Other Load Prediction Methods:

A review has been conducted of other tools which might be used to predict a design
extreme vertical bending moment for the four ships. Two such procedures will be discussed
here; both procedures are empirical in nature.

Sikora has developed algorithms for estimating the maximum lifetime extreme loads
on ships. Major points from this procedure, described in Sikora (1989), will be highlighted
here. Empirical response amplitude operators for various speeds and headings are combined
with sea spectra to produce wave loads. A lifetime operational profile is developed and is
discretized to form a grid of operational conditions, each condition having an associated
probability. The response for each condition is then weighted by its probability of
occurrence, and the sum of all conditions represents the lifetime extreme load. This method
has shown good agreement with experimental results.

The empirical RAOs used in this procedure were developed from model] test and sea
trial data. Nondimensional RAO is presented in Sikora’s work in tabular form; Table 3.4.5 is
a copy of this.

Normalized Wave Frequency Normalized Bending Moment
FQ JRAO/pgI*BF, F,
04 0.0000
0.6 0.0045
0.8 0.0114
0.9 0.0151
r 0.95 0.0170
1.0 0.0180
1.05 0.0177
1.1 0.0167
1.2 0.0143
1.4 0.0100
1.6 0.0064
1.8 0.0042
2.0 0.0036

Table 3.4.5 Normalized Response Amplitude Operator

The scaling factors listed in Table 3.4.5 are defined as follows:

2 =l«/3 cose‘
F, = Lltanh(15+v/g) +003(v/ g)* (3.4.3)

F; =+/cosB

3-25




where v and 8 are the ship speed and healing, respectively. These empirical RAOs, coupled
with appropriate sea spectra and operational profiles can be used to predict lifetime extreme
bending moments. The operational profile grid mentioned previously is defined by two
parameters, frequency of occurrence of a particular significant wave height, and the
probability of occurrence of a speed/heading combination in that wave height. These
numbers are reproduced in Tables 3.4.6 and 3.4.7.

Significant Wave Frequency of Occurrence
Height (meter) Area A Area B Area C
<l 0.0503 0.3692 0.2254
1-2 0.2665 0.3303 0.3849
2-3 0.2603 0.1480 0.2305
3-4 0.1757 0.0723 0.0945
4-5 0.1014 0.0355 0.03033
5-6 0.0589 0.0181 0.01735
6-7 0.0346 0.0110 0.00675
7-8 0.0209 0.0066 0.00390
8-9 0.0120 0.0036 0.00312
9-10 0.0079 0.00247 0.00177
10-11 0.0054 0.00138 0.00058
11-12 0.0029 0.00074 0.00031
12-13 0.0016 0.00040 0.00031
13-14 0.00074 0.00019 0.00010
14-15 0.00045 0.00012 0.00001
>15 0.00041 0.00010 0.0
Area A — North Atlantic
Area B — Combined Atlantic, Mediterranean, and Caribbean
Area C - Combined Pacific

Table 3.4.6 Frequency of Occurrence of Sea States
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Frigates and Small Ships (Displacement <10,000 LT)

Significant Wave Height (m)

Speed (Kts) Heading 0-5 6-10 >10

5 Head 0.013 0.025 0.0
Bow 0.025 0.375 0.808
Quartering 0.025 0.050 0.042

Following 0.013 0.025 0.0

15 Head 0.088 0.023 0.0
Bow 0.175 0.338 0.142
Quartering 0.175 0.045 0.008

Following 0.088 0.023 0.0

25 Head 0.025 0.0025 0.0

Bow 0.050 0.038 0.0

Quartering 0.050 0.005 0.0

Following 0.025 0.0025 0.0

High Speed Cargo Ships

5 Head 0.010 0.125 0.175
Bow 0.020 0.125 0.175
Quartering 0.020 0.125 0.175
Following 0.010 0.063 0.088
15 Head 0.096 0.115 0.075
Bow 0.193 0.115 0.075
Quartering 0.193 0.115 0.075
Following 0.096 0.058 0.038

25 Head 0.019 0.010 0.0

Bow 0.038 0.010 0.0

Quartering 0.038 0.010 0.0

Following 0.019 0.005 0.0

Commercial Cargo Ships

5 Head 0.010 0.125 175

Bow 0.020 0.125 A75

Quartering 0.020 0.125 175
Following 0.010 0.063 0.88

15 Head 0.115 0.125 075
Bow 0.231 0.125 075
Quartering 0.231 0.125 075
Following 0.115 0.063 .038

Table 3.4.7 Frequency of Occurrence of Heading Speed Combinations
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Using a representative sea spectrum, the empirical RAO information, and the
probability of exceedence information from Tables 3.4.6 and 3.4.7, one can predict the
lifetime extreme bending moment. Having done this procedure for a number of ships, Sikora
suggests the following equation for maximum lifetime response:

1
BM,,[ft—tn] = SW+ CI*/2B (3.4.4)

where SW is the stillwater bending moment, L and B are in feet, and C is defined as follows.
For ships which can be expected to exhibit whipping, such as flat bottomed commercial
ships:

Hog C=6610")

(3.4.5)
Sag: €=9.0{10)
For fine bow ships which are less subject to whipping, such as naval vessel or fast
containerships:
Hog: C=58(107*
& ( ) (3.4.6)

Sag: € =7.9(10%)

Another ‘approximate method’ for generating appropriate design values for maximum
bending moments is provided in the ABS rules.

M, [lt-ft] = —k; G, I*B(C, +0.7)x 107

5 3 34.7)
M., (1t -ft] = +k, GG L°BC, X 10

where ki = 1.026

kk = 1772

10.75 (984 - LY-S

C, =10.75- 378

L = length of vessel

B = breadth of vessel

Cp, = block coefficient

Both Sikora’s method (eqns. (3.4.4) to (3.4.6)) and the ABS equation were applied to
the four ships of interest in order to compare empirical predictions of the sagging moment to
hogging moment ratio with results obtained using SOST in the long term analysis. This
comparison is summarized in Table 3.4.8. The rules provided by DnV for the determination
of wave induced loading were also used for the four ships. The resulting ratios were identical
to those obtained using the ABS rules.
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ABS (and DnV) Sikora SOST Long Term
Ship Sag/Hog Sag/Hog Sag/Hog
Cruiser 1 1.37 1.36 1.25
Cruiser 2 1.42 1.36 1.43
SL-7 1.31 1.36 1.33
Tanker 1.12 1.36 1.28

Table 3.4.8 Comparison of Sag/Hog Ratios

The results generated using the quadratic theory in a long term analysis show
reasonable agreement with the results obtained using the class society rules.

While more work should be done to further investigate the performance of the
quadratic theory, it seems reasonable to make several conclusions at this point. Long-term
analysis using the quadratic theory can produce reasonable results. Using adjusted slopes
which were calculated using relative motions generated from an extreme short term sea state
seems to produce believable results. For the purpose of design, it appears that the application
of the quadratic theory in this way, coupled with approximate methods, should produce
results which are more rational than straightforward application of purely empirical
formulations.

3.5  Slamming Loads — SLAM Code Results

The midship slamming bending moments for the four ships have been determined
using the software SLAM discussed in section 2.1.4. The program which was developed by
P. Friis-Hansen (1993) requires inputs of ship geometry, stiffeners, mass distribution,
parameters for calculating the transfer functions, location of slamming impact, sea state speed
and heading. The program runs modeled simulations of the vessel and gives outputs of
extreme value distributions of slamming bending moment, wave bending moment and
combined wave and slamming bending moments.

These bending moments have been determined for the four ships under consideration
and the corresponding stresses (compressive) were calculated at the deck and bottom of each
ship. The position of slamming impact (input) was taken as the location of damage in ships
based on data analyzed in a report by SNAME Panel HS-2: Notes on Ship Slamming,
Technical and Research Bulletin 2-30, SNAME, 1993. Figure 3.5.1 is reproduced from that
publication and shows the longitudinal location of damage as a percentage of length aft of the
forward perpendicular. Figures 3.5.2 to 3.5.9 and Tables 3.5.1 to 3.5.4 show some of the
input data and bending moment and stress results. The stress results are plotted versus
significant wave height, and the total stress (wave, slamming and stillwater) was compared
with the yield strength of the material for each ship. All values above the dotted line in
Tables 3.5.1 to 3.5.4 are inputs and the values below it are the results.
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For all vessels analyzed, total stresses in the deck remained well below the yield
strength of the material and the ultimate strength even in the most severe sea state. The
results indicate superior stress characteristics of the two cruisers compared to the commercial
ships. The cruisers use high strength steel more extensively. The spacing of the intercostals

and other longitudinals in the bottom of the cruisers is closer than that of the tanker or the
SL-7 ship.

The total stress in the bottom of the cruisers is also well below the yield and ultimate
strength. For the Tanker and the SL-7, however, the total bottom stress is below the yield
strength of the material, but exceeds the ultimate strength for a sea state characterized by a
significant wave height of 15.5 m. This method seems to overestimate the load. Other

slamming estimation methods are discussed and applied to the four ships in section 3.4 (see
Eqns. (3.4.4) to (3.4.7)).
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Figure 3.5.1 Longitudinal Location of Damage (SNAME T and R 2-30)
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Ship Name Cruiser 1 Cruiser | Cruiscr 1 Cruiser 1 Cruiser 1 Cruiser 1
Sig Wave Hieght (m) 4 6 8 10 12 15.5
Wave Period (s) 7.1 8.7 10 11.2 12.3 14

Ship Speed (im/s) 15 12 9 6 6 4
Heading Angle (deg) 180) 180 180 180 180 180
Number of Modes 2 2 2 2 2 2
Number of Simulations 250 250 250 250 250 250
Number of Frequencies 160 160 160 160 160 160
Number of Integration Paints 41 41 41 41 41 41

Low Frequency (rad/sec) 0 0 0 0 0 0

High Frequency (rad/sec) 8 8 8 8 8 8

Slam Impact Position (m) 122.54 122.54 122.54 122.54 122.54 122.54
B.M. Caleulation Position (m) 80.62 80.62 80.62 80.62 80.62 80.62
Upcrossing Rate (1/sec) 1.29E-05 2.14E-03 1.95E-03 2.47E-04 4.35E-04 4.87E-05
Bending Moments (MNm)

Mecan Slam - Sag (Std Dev) -1.54 (1) -3.29 () -1.66 (2) -3.02(2) -2.84 (2) 215 (1)
Mean Slam - Hog (Std Dev) 1.89 (2) 3.958 (3) 2.22(3) 4.52(3) 4.36 (3) 3.64 (2)
Mean Wave - Sag (Std Dev) -300.29 (66) ] -267.20 (25)| -408.26 (50)] -584.00 (44)| -609.40 (46)| -713.95 (32)
Mean Wave - Hog (Std Dev) 300.29 (66)| 26720 (25)| 40826 (50)| 584.90 (44)| 609.40 (46)| 713.95 (32)
Mean Combined - Sag (Std Dev) -300.58 (66) | -265.70 (25)1 -407.70 (50)| -583.14 (44)| -608.00 (47)| -713.33 (33)
Mean Combined - Hog (Std Dev) 301.03 (65} 271.01(25)| 409.66 (51)] 586.50 (45)| 611.15(47)| 714.83(32)
Extreme Combined Sag -495 -383 -554 -730 -765 -842
Extreme Combined Hog 495 385 564 736 760 841
Section Modulus at Midship (im*3)

Deck 4.48 4.48 4.48 4.48 4.48 4.48
Bottom 5.05 5.05 5.05 5.05 5.05 5.05
Stresses & Strengths at Midship (MN/m*2)

Deck

Stillwater Stress 43.18 43.18 43.18 43.18 43.18 43.18
Slamming & Wave Stress 110.38 8541 123.54 162.78 170.59 187.76
Total Induced Stress 67.20 42.23 80.36 119.60 127.41 144.58
Yield Strength 563.84 563.84 563.84 563.84 563.84 563.84
Ultimate Strength 349.96 349.96 349.96 349.96 349.96 349.96
Bottom

Stillwater Stress 43.18 43.18 43.18 43.18 43.18 43.18
Slamming & Wave Stress 98.07 76.28 111.74 145.82 150.58 166.62
Total Induced Stress 141.25 119.46 154.92 189.00 193.75 209.80
Yield Strength 547.22 547.22 547.22 547.22 547.22 547.22
Ultimate Strength 314.00 314.00 314.00 314.00 314.00 314.00

Table 3.5.1 Cruiser 1 Slamming Effects for Various Sea State
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Stress vs. Significant Wave Helght
Cruiserl Deck: Sagging Condition
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Figure 3.5.3 Comparison of Stresses and Yield Strength for Cruiser 1
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Ship Name

Sig Wave Hieght (m)
Wave Period (s)
Ship Speed (in/s)
Heading Angle (deg)

Number of Modes

Number of Simulations
Number of Frequencies
Number of Integration Points
Low Frequency (rad/sec)
High Frequency (rad/sec)

Slam Impact Position (m)
B.M. Calculation Position (m)

Upcrossing Rate (1/sec)

Bending Moments (MNm)
Mean Slam - Sag (Std Dev)
Mean Slam - Hog (Std Dev)
Mean Wave - Sag (Std Dev)
Mean Wave - Hog (Std Dev)
Mean Combined - Sag (Std Dev)
Mean Combined - Hog (Std Dev)
Extreme Combined Sag

Extreme Combined Hog

Section Modulus at Midship (m”3)
Deck
Bottom

Stresses & Strengths at Midship (MN/m"2)

Deck
Stillwater Stress

Slamming & Wave Stress

Total Induced Stress
Yield Strength
Ultimate Strength
Bottom

Stillwater Stress

Slamming & Wave Stress

Total Induced Stress
Yield Strength
Ultimate Strength

Cruiser 2 Cruiser 2 Cruiser 2 Cruiser 2 Cruiser 2 Cruiser 2
4 6 8 10 12 15.5
7.1 8.7 10 11.2 12.3 14
15 12 9 6 6 4
180 180 180 180 180 180
2 2 2 2 2 2
250 250 250 250 250 250
160 160 160 160 160 160
41 41 41 41 41 41
0 0 0 0 0 0
8 8 8 8 8 8
117.7 117.7 117.7 117.7 117.7 117.7
80.62 80.62 80.62 80.62 80.62 80.62
1.29E-05 1.73E-03 1.24E-03 7.05E-05 1.33E-04 4.76E-06
1.63 (2) -3.83 (2) -3.86 (2) -3.96 (2) -3.87(2) -3.28 (2)
1.95 (2) 4.52(3) 5.03 (3) 5.58 (3) 5.50 (3) 5.05 (3)
276.47 (75)1 22397 (21)] -353.67 (53) 555.25 (54)| -582.58 (38)} -736.53 (48)
276.47 (75) 225.97 (21)] 353.67 (53)] 555.25(54) 582.58 (58) 736.53 (48)
276.56 (75)| -224.65(22)| -351.77(53)| -554.71(52)| -581.16 (57)| -735.58 (47)
276.95 (74) 230.29 (22)| 357.93 (53) 557.20 (59) 584.38 (59) 737.89 (48)
-494 -336 -513 =722 -762 -902
494 339 514 746 774 899
4.80 4.80 4.80 4.80 4.80 4.80
5.23 5.23 5.23 5.23 5.23 5.23
33.55 33.55 33.55 33.55 33.55 33.55
102.88 69.97 106.83 150.36 158.69 187.84
69.33 36.42 73.28 116.81 125.14 154.29
330.84 330.84 330.84 330.84 330.84 330.84
287.07 287.07 287.07 287.07 287.07 287.07
33.55 33.55 33.55 33.55 33.55 33.55
94.51 64.86 98.34 142.72 148.08 . . . 171.99 -
128.06 98.40 131.88 176.27 181.63 205.54
334.99 334.99 334.99 334.99 334.99 334.99
253.75 253.75 253.75 253.75 253.75 253.75

Table 3.5.2 Cruiser 2 Slamming Effects for Various Sea States
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Figure 3.5.5 Comparison of Stresses and Yield Strength for Cruiser 2
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Ship Name

Extreme Sag
Extreme Hog

Bottom

Bottom

sig Wave Helght (M)
wave period (8)
ship Speed (m/s)
Heading Angle (deg)
Number of Modes 2 2 2 2 2 2
Number of Simulations 250 250 250 250 250 250
Number of Frequencles 160 160 160 160 160 160
Number of Integration Points 41 4] 4} 4 41 41
Low Frequency (rad/sec) 0 0] o 0 0] 0
High Frequency (rad/sec) 8 8 8 8 8 8
siam Impact Posttion (M) 222 222 222 222 222 222
B.M. Calculation Position (m) 140.435 140.435 140.435 140.435 140.435 140.435
Upcrossing Rate (1/sec) 5.45E-25 2.17E-08 1.81E-06 2.10E-06 1.50€-05 2.71€-05
Bending Moments (MNm)
Mean Slam - Sag (Std Dev) -0.42 (2) -2.19 (3) -7.12 (4) -3.00 (2) 2,75 (2) -3.65 (2)
Mean Slam - Hog (Std Dev) 0.44 (2) 2.28 (4) 13.29 (8) 9.65 (5) 8.99 (6) 9.79 (6)
Mean Wave - Sag (Std Dev) -3551.50 (333)-2727.94 (70) {-3381.13 (116)-4193.22 (112} -4349.39 (100)-4726.03 (79)
Mean Wave - Hog (Std Dev) 3551.50 (333) 2727.94 (70) | 3381.13 (116)] 4193.22 (112) 4349.39 (100] 4726.03 (79)
Mean Comblned - Sag (Std Dev)[-3551.27 (334)-2728.51 (69) |-3375.76 (117)-4191.19 (1 12) -4347.44 (100]-4722.94 (78)
Mean Combined - Hog (Std Dev] 3551.82 (333) 2729.78 (69) | 3384.27 (114) 4193.28 (112) 4349.43 (100) 4727.60 (81)
-4128 -2964 -3719 -4524 -4657 -5018
4174 2976 3730 4531 4667 5030

section Modulus at Midship (m*3

35.16 35.16 35.16 35.16 35.16 3516
stresses & Strengths at Midship (MN/m*2)
stillwater Stress 46.95 46.95 46.95 46.95 46.95
Slamming & Wave Stress Y18.7) sswgd 1 84.64 w1k St | 5128 .86%5a8] <1 32.73 3 1A3.06:888
Total Induced Stress 165.66 131.59 175.81 179.68 190.00
Yield Strength 205.44 205.44 205.44 205.44 205.44 205.44
Uitimate Strength 163.57 163.57 163.57 163.57 163.57 163.57

Table 3.5.3 SL-7 Slamming Effects for Various Sea States
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Figure 3.5.7 Comparison of Stresses and Yield Strength for SL-7
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ship Name Tanker Tanker Tanker Tanker Tanker Tanker

sig wave Helght (m)

wave Perlod (s) , 0 s

ship Speed (M/s) 10 : =04 o AL
Heading Angle (deg) 180 180 180 180 180
Number of Modes 2 2 2 2 2 2
Number of Simulations 250 2580 250 250 280 280
Number of Frequencles 160 160 160 160 160 160
Number of Integration Polnts 4] 41 4] 4) 41 41

Low Frequency (rad/sec) 0 0 0 0] 0] 0

High Frequency (rad/sec) 8 8 8 8 8 8

slam Impact Position (m) 176.5 176.5 176.5 176.5 176.5 176.5

8.M. Calculation Position (m) 98.863 98.863 98.863 98.863 98.863 98.863
Upcrosdng Rate (1/sec) 2.04E-20 5.95€-07 2.89E-05 3.83£-05| 1.31E-04 1.64E-04
Bending Moments (MNm)

Mean Slam - Sag (Sid Dev) -1.02 (3) -19.10 (12) 1953 (1) -17.25 (10) §  -16.03 (9) -6.41 (7)
Mean Slam - Hog (5td Dev) 1.08 (4) 19.78 (12) 19.93 (11) 17.54 (10) 16.07 (10) 6.74 (7)
Mean Wave - Sag (Std Dev) -2132.87 (226)}-1505.41 (26) |-1674.86 (45) |-1947.99 (45) |-2006.16 (50)[-2172.63 (41)
Mean Wave - Hog (Std Dev) 2132.87 (226)] 1605.41 (26) | 1674.86 (45) | 1947.99 (45) | 2006.16 (50){ 2172.63 (41)
Mean Combined - Sag (5td Dev) | -2133.03 (226)(-1497.41 (29) [-1664.91 (51) |-1945.27 (53) |-2012.59 (57){-2176.14 (45)
Mean Combined - Hog (Std Dev)| 2133.24 (226)] 1516.52 (28) | 1679.08 (50) | 1958.54 (46) | 2011.07 (47)| 2177.80 (45)
Extreme Comblned Sag -2506 -1699 -1860 -2147 -2216 -2343
Extreme Combined Hog 2506 1646 1899 2112 2185 2336
section Modulus at Midship (m*3)

Deck 156.91 156.91 16.91 16.91 1691 16.91
Bottom 19.92 19.92 19.92 19.92 19.92 19.92
Stresses & Strengths at Midship (MN/m*2)

Deck

Stillwater Stress 41.33 41.33 41.33 41.33 41,33 41.33
Slamming & Wave Stress - 16762555 | 100,51 deiee | 116,92 airkon] £134.06 . gtk | 15920 ter s | 147,28 by k|
Total Induced Stress 116.19 59.18 75.59 §3.63 97.96 105.95
Yleld Strength 313.81 313.81 313.81 313.81 313.81 313.81
Uttimate Strength 199.97 199.97 199.97 199.97 199.97 199.97
Bottom

Stillwater Stress 64.13 64.13 64.13 64,13 64.13 64.13
Slamming & Wave Stress 125,78 5840 : | 595315 | (106 0T tne | 100.67 e | 1117.06 Epa
Total Induced Stress 189.91 146,74 159.44 170.13 173.80 181.38
Yield Strength 234,50 234.50 234.50 234,50 234.50 234.50
Ultimate Strength 170.06 170.06 170.06 170.06 170.06 170.06

Table 3.5.4 Tanker Slamming Effects for Various Sea States
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Stress vs. Significant Wave Helght
Tanker Deck: Sagging Condition
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Figure 3.5.9 Comparison of Stresses and Yield Strength for Tanker
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4. DATA BASE ON STRUCTURAL STRENGTH FOR FOUR SHIPS

In this chapter, the strength component of the reliability analysis is considered for the
four ships. First, the global hull strength (primary failure mode) was estimated under vertical
bending moment and under combined vertical and horizontal moments. Next, the strength of
stiffened and unstiffened panels (secondary and tertiary failure modes) were determined for
panels in the deck and in the bottom of all four ships. In all cases (primary, secondary and
tertiary), the ALPS/ISUM computer program (see section 2.2.2) was used to determine the
strength. A set of strength results were also obtained using the simple formulation discussed
in section 2.2.5.

4.1 Hull Ultimate Strength — ALPS/ISUM Code Results

4.1.1 Hull Strength Under Vertical Moment:

The four ships under consideration, two cruisers, an SL-7 ship and a tanker were
analyzed to determine their hull strength in hogging and sagging modes. The midship
sections of Cruiser 1, the SL-7 and the Tanker are shown in Figures 4.1.1 to 4.1.3. Cruiser 2
midship section is similar to Cruiser 1. Prior to conducting the analysis, it was important to
investigate the impact of residual stresses and initial deformations on the hull strength. The
SL-7 ship and the Tanker were selected for this investigation.

A. Impact of Residual Stresses on Ultimate Strength:

The effect of residual stresses on the ultimate strength of the SL-7 containership was
investigated using ALPS/ISUM (see section 2.2.2). The vertical bending moment-curvature
relation for the ship referenced to the fully plastic moment is shown in Figure 4.1.4. Several
values of the residual stress coefficient Cr are shown in the figure. Cr is defined as

Cr = 6,/06, = ratio of residual stress to yield strength “4.1.DH
It can be seen from Figure 4.1.4 that increasing the residual stress will decrease the
ultimate moment capacity. In particular, changing Cr from 0.2 to 0.4 decreases considerably
the moment capacity of the ship. Figures 4.1.5 and 4.1.6 show results for sagging and

hogging moments referenced to the initial yield moment and the horizontal moment.

Based on the study performed by Mansour et al. (1990), the magnitude of the residual
stress coefficient Cr will be taken as 0.1 in the following analysis for all four ships.
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B. Impact of Initial Deformation on Ultimate Strength:

The influence of initial deformation on ultimate strength was also studied using
ALPS/ISUM. Figure 4.1.7 shows the vertical sagging moment-curvature relation for the
double hull tanker for several values of initial deformation.

It can be seen that the impact of the initial deformation on the collapse moment is not
small and careful consideration should be given in assigning a value for it. Based on the
study conducted by Mansour ef al. (1990), an initial deformation coefficient of 0.5 will be
used for all four ships in the following study. This coefficient is defined as the maximum
initial deflection divided by the plate thickness, i.e., A,n/t.

C. The Moment Curvature Relations for the Four Ships:

Figures 4.1.4 and 4.1.5 show the sagging and hogging collapse moments for the SL-7
ship, referenced to the fully plastic moment and to the initial yield moment, respectively.
Figure 4.1.6 shows the horizontal collapse bending moment versus curvature, referenced to
both fully plastic and initial yield moments. Similar results for the vertical and horizontal
collapse moments for the remaining ships are shown in Figures 4.1.7 to 4.1.15. These results
will be discussed in section 4.1.3.

4.1.2 Hull Strength Under Combined Vertical and Horizontal Moments — Interaction
Relations:

The ultimate moment capacity of a ship hull under combined moments may be
investigated numerically by applying a fixed horizontal moment while the vertical moment is
increased until the maximum hull capacity is reached. Conversely, a fixed vertical moment
can be held constant while the horizontal moment is increased. In a third procedure, which is
used in this study, both vertical and horizontal moments are increased at each time step until
one of these moments reaches its maximum value (the collapse moment).

Figure 4.1.16 shows the SL-7 containership sagging moment-curvature relation and
the horizontal moment-curvature relation when applied simultaneously. Figure 4.1.17 shows
the interaction relation resulting from repeating the procedure at different ratios of vertical to
horizontal moments.

Figures 4.1.18 to 4.1.20 show similar results for the remaining three ships.

4.1.2.1 Approximate analytical moment interaction relation:

The study by Mansour and Thayamballi (1980) gives the following expression for the
interaction relation between vertical and horizontal moments:
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me +k-m =1 if | <[ (4.1.2)

and my+k-n? =1 if I <|m|
where
_ Mx - M)’
= qu ’ ’ny - Myu
2
k = (4+245) (4.1.3)

) 16A5(A - Ag)-4(4, _AB)2
A = AD +AB +2AS

and M, = bending moment in vertical direction
M, = bending moment in horizontal direction
M,, = vertical ultimate collapse bending moment
M,, = horizontal ultimate collapse bending moment
Ap = cross-sectional area of the deck including stiffeners
Ap = cross-sectional area of the bottom including stiffeners
As = cross-sectional area of one side including stiffeners

The above relation was originally derived for vertical and horizontal fully plastic
moments (see Mansour and Thayamballi, 1980). The applicability of this interaction relation
has been tested for the four ships under consideration to examine if it is still valid when the
vertical and horizontal moments are ultimate collapse moments instead of fully plastic
moments, i.e., when buckling is included.

The results are shown in Figures 4.1.21 to 4.1.24. The shown curves, which fit the
numerical data best, are all based on eqn. (4.1.2) with k= 0.8. In Mansour and Thayamballi’s
report (1980), a value of k = 0.78 was calculated for a Tanker according to eqn. (4.1.3). The
interaction relation (4.1.2) for the SL-7 containership shown in Figure 4.1.21 does not fit the
numerical results as well as the other ships (Figures 4.1.22 to 4.1.24). The reason may be
attributed to lack of deck in the containership.

4.1.3 Discussion of the Results:

Table 4.1.1 shows, for each of the four ships, the elastic section modulus at deck and
at bottom, the vertical and horizontal moments of inertia, the vertical and horizontal fully
plastic moments M, and M, the initial yield moments at deck, bottom and side, the ultimate
hogging and sagging moments and the ultimate horizontal moment. From Table 4.1.1, it can
be seen that, although the elastic section moduli of the two cruisers are not very different, the
initial yield moments at deck and bottom for Cruiser 1 are much larger than the




corresponding values for Cruiser 2. The reason for this is that more high strength steel is
used in the construction of Cruiser 1 than in 2.

Ship Cruiser | Cruiser 2 Tanker SL-7
SMy (in?-ft) 23,384 25,021 74,093 143,340
SM, (in?-ft) 26,730 27,578 104,056 177,935
I, (ft") 3,638 3,826 15,703 35,288
I (fth) 4,538 4,921 41,842 88,341
M, (LT-ft) 969,085 763,456 1,803,259 3,140,267
M., (LT-ft) 1,043,903 854,581 2,652,318 4,964,418
M;y.q (LT-ft) 834,496 524,309 1,505,536 3,003,612
M, b (LT-ft) 911,543 577,880 1,579,159 2,384,012
M,y s (LT-ft) 847,187 539,970 1,905,008 3,230,715
M, (LT-ft), hogging 523,050 437,737 1,118,237 1,898,130
M, (LT-ft), sagging 517,948 454,948 1,049,942 2,285,396
M, (LT-ft), horizontal 469,576 504,030 1,689,045 2,963,184

Table 4.1.1 Ultimate Strength Analysis of the Four Ships

The initial yield and fully plastic moments for the double hull tanker and the SL-7
ship are considerably higher than those for the cruisers. The elastic section moduli and cross
sectional areas for these ships are much larger than those of the cruisers.

Table 4.1.2 shows the ratios of the hogging, sagging and horizontal ultimate moments
for each ship to the fully plastic and initial yield moments. The ratio of the ultimate moment
to the initial yield moment may be taken as an approximate measure of the efficiency of
utilizing the material strength and the efficiency of the stiffening system against buckling.
However, fatigue considerations which become more important for high strength steel limit
the utilization of such a measure as a true indicator of the efficiency.

Returning to Table 4.1.2, one can see that extensive use of high strength steel in
Cruiser 1 led to large discrepancy between the ratios of the ultimate moments to the initial
yield moments when compared to those of Cruiser 2. These ratios, 0.574 in hogging and
0.621 in sagging for Cruiser 1, are much smaller than the corresponding values, 0.758 and
0.868 for Cruiser 2. The same trend is true for the ratios of the ultimate moment to the fully
plastic moment. In general, the ratios of the ultimate moments to the initial yield and to the
fully plastic moments are higher for the two commercial vessels than for Cruiser 1. The
commercial vessels are constructed from lower strength steel.




Ship Cruiser 1 Cruiser 2 Tanker SL-7

M, (LT-ft) 523,050 437,737 1,118,237 1,898,130

hogging M./M, 0.540 0.573 0.620 0.604
MJ/Miyp 0.574 0.758 0.708 0.796

M, (LT-ft) 517,948 454,948 1,049,942 2,285,396

sagging M./M, 0.535 0.596 0.582 0.728
M/Miyq 0.621 0.868 0.697 0.761

M, (LT-ft) 469,576 504,030 1,689,045 2,963,184

horizontal | My/M, 0.450 0.590 0.637 0.600
My/Miy s 0.554 0.933 0.887 0.917

Table 4.1.2 Ultimate Strength Ratios

It should be noted that the interaction relation given by eqn. (4.1.2) or Figures 4.1.21
to 4.1.24 can be used in two ways:

(a) to determine the ultimate vertical bending moment for a given value of the
horizontal moment, or

(b) to determine the safe region (the region inside the curves) when a combination
of vertical and horizontal moments occurs on a ship.
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Figure 4.1.15 Cruiser 2 Horizontal Bending Moment-Curvature Relation
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| 4.2  Ultimate Strength in Secondary and Tertiary Modes

' The ultimate strength in secondary and tertiary modes for the four ships can be
computed using ISUM stiffened and unstiffened plate units. Plates at deck and bottom are
considered separately under compressive loads. The lateral water pressure acting at the
bottom is also considered. The magnitude of the water pressure is the same as the static
pressure having a height equals to depth at the midship section.

The residual stress coefficient Cr is taken as 0.1 and the initial deformation parameter
is taken as 0.2 for all cases.

Tables 4.2.1 and 4.2.2 show the results of secondary and tertiary modes.

Ship Cruiser 1 Cruiser 2 Tanker SL-7

o, (ksi) 46.2 32.8 30.6 *x

Deck oy (ksi) 80.0 47.0 45.5 **

Cu/Cy 0.578 0.698 0.673 **
O, (ksi) 45.3 29.7 17.7 222
Bottom oy (ksi) 77.8 47.0 34.0 30.0
Cu/Cy 0.582 0.632 0.521 0.740

Table 4.2.1 Secondary Mode (Stiffened Plates)

Ship Cruiser 1 Cruiser 2 Tanker SL-7

O, (ksi) 45.9 36.7 383 *x

Deck o, (ksi) 80.0 47.0 45.5 **

| 6.0, 0.574 0.781 0.842 -
o, (ksi) 55.6 35.3 284 28.0
Bottom oy (ksi) 80.0 47.0 340 30.0
0./0y 0.695 0.751 0.835 0.933

Oy = yield strength of the material

Table 4.2.2 Tertiary Mode (Unstiffened Plates)

Oy = average ultimate stress
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Finally, a comparison was made between ALPS/ISUM results and the approximate
formulation presented in section 2.2.5 for the tertiary mode. the results are shown in Table
4.2.3. The table shows that the ultimate strength using the approximate formulation is always
higher than the ALP/ISUM results. Most likely, this is because the approximate formulation
does not account for lateral pressure, residual stress or initial deflection, at least not in an
explit manner for the latter two.

Ship Cruiser 1 Cruiser 2 Tanker SL-7
Deck 0./0y (ALPS) 0.574 0.781 0.842 *x
0./0y (formula) 0.676 0.868 0.929 *x
Bottom 0./Gy (ALPS) 0.695 0.751 0.835 0.933
0,/0y (formula) 0.836 0916 1.000 1.000

Table 4.2.3 Comparison of Tertiary Mode Between ALPS/ISUM
and Approximate Formula

Note:

1. Plates at bottom are subjected to water pressure.
2. Residual stress parameter (6,/0,) = 0.1.

3. Initial deflection parameter (A/t) = 0.2.
4,

The approximate formulas do not consider lateral pressure, residual stress, or initial
deflection.
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5. RELIABILITY ANALYSIS AND FAILURE PROBABILITIES

A great deal of work has gone into developing estimates of the structural strengths of
the four ships (Chapter 4) as well as computing various ocean-induced forces on the ships
(Chapter 3), both in a short-term and over each ship’s lifetime. (Note that this part of the
study deals only with ultimate strengths — fatigue failure is covered in Chapter 7.) Armed
with all of these data together with four earlier studies conducted in Ship Structure
Committee projects (SR-1310, 1330, 1337 and 1345), it is possible to conduct a
comprehensive reliability analysis. The results of the reliability analysis can be conceptually
divided into two main sections. First, the “level of safety” can be estimated for a wide
variety of loading conditions for each of the ships. This “level of safety” is quantified as
either a safety index (B) or, equivalently, a probability of failure. Second, information can be
gathered on the sensitivity of the safety index (or probability of failure) to changes in the
input variables. These variables include the strength of the structure, the various loadings
imposed on the structure, and load combination factors (accounting for the correlations
between different loadings). This sensitivity analysis is presented in Chapter 6.

Throughout the analysis of the results, an important thread is that of comparison.
Since the exact same procedures produce the results for all cases and all ships, comparing the
relative values of various outputs should yield valid conclusions. This is true despite
inevitable inaccuracies in the analysis. Comparisons will be drawn between military-
designed versus commercially-designed ships, between the use of high-strength versus mild
steel in construction, between failure modes, and between loading conditions. The object of
such comparisons will be to discern some sort of pattern in the data. These patterns can then
be assessed and some generalizations and conclusions drawn. The particulars of the ships are
repeated in Table 5.1.

Cruiser 1 Cruiser 2 SL-7 Tanker
Length, BP (ft) 529.0 529.0 880.5 625.0
Beam (ft) 55.0 55.0 105.5 96.0
Draft (ft) 22.4 19.8 30.0 34.0
Displacement (LT) 9680 7996 47760 44513

51 Theoretical Considerations

Table 5.1 Particulars for the Four Ships

The starting point of a reliability analysis is the definition of failure. In the most
general sense, a structure fails when the applied load exceeds the structure’s ability to carry
that load. This relationship is expressed mathematically in a “limit state” equation. There
are a number of common forms of limit state equations, each equally valid. If the load
applied to the structure is defined as L and the resistance of the structure to that load as S,
then the failure event can be defined in any of the following ways (even more are possible):
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Lz2S

L2

L-520

S-L<0

For the purposes of this analysis, we have selected the fourth equation as the basic form that
we will employ. The limit state equation is then defined as G = S - L; and the probability of
failure is the probability that G <0. Symbolically, Py= P[G <0].

In reliability analysis, both the strength and the load are considered to be random
variables. Each of the variables is characterized by a distribution and several parameters,
usually the mean and some measure of the variation (coefficient of variation or standard
deviation). For this analysis, three different distributions are used often: normal (Gaussian),
lognormal, and extreme value. Table 5.1.1 summarizes the equations for each of the
distributions used. In the table, { and A are the parameters of the lognormal distribution.

Distribution Normal Lognormal Extreme Value
Probability 1 - l[x;gj i B l(lnx—l]z b o
Density f.(x)= e N f )= e N8| fi()=F . (x)—xe >
Function 2no V2nlx 4

uoV6 602 (05772)
a= -
s n?
o
- e(z o= o.5772)
Cumulative x—H Inx—A Ea
Distribution F(x) :d{ Ry j F, :q{ ¢ J F(x)=e™
Function
Mean n [x +§i) 1
A2
Standard c (x RS } o}
Deviation e 24 —1

Table 5.1.1 Equations for the Statistical Distributions

When dealing with a ship, the load term is usually broken down into several
component parts. This introduces the necessity of dealing with the correlations between the
various load terms, adding a bit more complexity to the limit state equations. A simple, yet
effective, method of accounting for these correlations is the use of load combination factors.
Section 2.1.2 and Appendix A cover the theoretical development of this method in great
detail. Essentially, this method assumes that the total combined load can be written as the
sum of the component loads, with all but one (the largest) of the loads being modified by a
coefficient to account for the correlations between the loads, i.e., f. = fi + Kyf> + Kfs, where f;
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is the total combined load, f; is the i component load, and K; is the i™ load combination
factor. ' :
Once a limit state equation has been formulated for the desired problem, appropriate
distributions and statistical characteristics assigned to each of the variables, and any load
combination factors determined, the next step is to use this information to calculate the
probability of failure (or safety index) for the system. For this project, the software program
CALREL (CALifornia RELiability) was utilized to perform this calculation (Liu et al., 1989).
CALREL is a FORTRAN-based program developed at the University of California,
Berkeley, and designed to be used in a wide variety of component- and system-level
structural reliability analyses. For our purposes, the inputs that CALREL requires consist of

1. alimit state equation;

2. adistribution and its associated parameters, forming a complete statistical
description of the variable, for each random variable in the analysis;

3. the values of any constants used in the limit state equation.
After all of these inputs have been determined, CALREL can calculate a variety of useful

information about the reliability of the ship. Of interest in this case are the probability of
failure, safety index and a variety of sensitivity measures.

(Note: The following description of the theory behind CALREL is summarized from

the CALREL User’s Manual, Liu et al., 1989.) Computation of the probability of failure is
accomplished by evaluating the following integral:

Py = | fax
F

~ In this integral, X is a vector consisting of the random variables in the analysis, fx(x) is the

joint probability density function of the random variables, and F = { G(x) < 0} is the domain
of failure. Closed-form evaluation of this integral is, in general, not possible when many
variables and non-Gaussian distributions are used. Therefore, some simplification is
necessary to perform this calculation. CALREL is capable of employing several methods for
simplifying this integral and then numerically estimating the probability of failure. The two
methods used for this project were the first- and second-order reliability methods (FORM and
SORM). FORM involves approximating the higher-order failure surface G(x) = 0 by using
hyperplanes that are tangent to the failure surface at specified design points in a transformed
standard normal space. SORM takes this idea one step further by fitting hyperparaboloids
near the design points, providing for a more accurate approximation of the failure surface.
The design point (the most-likely-failure point) is found by an interative method and the
integral is then evaluated numerically. The CALREL User’s Manual provides additional
references for a more detailed treatment of both of these methods.
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5.2 Inputs (Random Variables)

Reliability analysis requires a statistical description for each of the input variables.
This means that, for each variable, it is necessary to choose an appropriate distribution and
then determine the mean value and variability (coefficient of variation or standard deviation).
There are a total of six variables for each ship that represent that ship’s strength in various
loading conditions. Each ship also is subjected to up to three different loads (three for the
sagging condition and two for the hogging condition), varying with the different load cases.
Additionally, there are up to two load combination factors (one less than the number of
laods). Thus, each has as many as elevent variables.

Strengths:

The strength variables are defined by the geometry and the materials that make up the
structure of the ship. Since the ship’s ability to withstand loads is different for different types
of loadings, there is a different strength variable for each different type of load.

For the primary failure mode, two different strengths are used. The first of these is
My, the initial-yield moment. This is defined as the global hull bending moment that, if
applied to the ship, would cause the stress in the partial-section of the ship in tension (the
deck for hogging loads and the bottom for sagging loads) to just reach the yield strength of
the material. This is found by multiplying the appropriate section modulus by the yield
strength of the material.

My = SM; X o, i = {deck, bottom}

Determination of the section modulus for the deck and bottom are fairly straightforward
geometric calculations and the yield strength is a known value. Although the initial yield
moment is generally not indicative of the true resistance of the ship’s structure, it is included
in the analysis because it is a common design criterion. It is thus possible to make some
comparisons between this value and a more accurate estimation of the ship’s ultimate
strength.

This ultimate moment is the second of the two strengths used in the primary failure
mode analysis. The ultimate moments used in this analysis are based on computations
performed in Chapter 4 using ALPS/ISUM, a structural analysis program by Paik (1993).
The ultimate moment is determined by using ALPS to generate a moment-curvature diagram
for the hull section (Mansour et al., 1995). In essence, ALPS applies a known amount of
curvature to the section and then calculates the bending moment that would be required to
generate that curvature. This computation is repeated, increasing the curvature each time, for
a user-selected range of curvatures. The resulting moment-curvature data pairs are then
plotted. The ultimate moment of the section is then estimated by reading the value off of the
curve where it “levels out”. In other words, this is when a small increase in applied moment
yields a very large increase in curvature. Figure 5.2.1 is a sample moment-curvature diagram




for a ship (one not included in this study) that has the ultimate moment indicated on the plot.
A more detailed treatment of this method is contained in Chapter 4.

Moment-Curviture Relation — Sagging
Bending Morent (f+-LT)
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Figure 5.2.1 Sample Moment-Curvature Diagram

The secondary failure mode examines gross panel buckling collapse in either the deck
or the bottom of the ship due to compressive bending stresses. ALPS/ISUM is used to
determine the stress level in failure, S, 5. The determination of this strength includes residual
stresses, initial deflections, and (for bottom panels) lateral pressure. In the reliability
analysis, the secondary and tertiary ultimate strengths and the section moduli are taken as
separate random variables.

Determination of the tertiary mode ultimate strength is accomplished in the same
manner as the secondary mode. The only difference is that the structural unit in question is a
single stiffened panel. Again, the tertiary mode ultimate strength, S, 3, was calculated using
ALPS/ISUM.
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Once the base strengths are calculated, these values are used to determine appropriate
values to use in the statistical description of the strength variables. All strengths are assumed
to be lognormally distributed, while the section moduli are assumed to follow a normal
distribution. In order to correct for inherent conservatism in the calculated strengths, the
mean values analysis of all the strengths used in the reliability analysis are taken to be 15
percent larger than the calculated values (SSC-368). This bias is needed because all of these
failure criteria have their basis in the minimum yield strength of the material (Galambos,
1989, and SSC-368). The calculated section modulus values are used, unchanged, as the
mean values for those variables. The mean values of the strength variables used in the
reliability analysis (as modified above) are shown in Table 5.2.1; and the assumed
coefficients of variation for the strengths are shown in Table 5.2.2. Both military ships have
a smaller coefficient of variation on strengths than the civilian ships to account for the
generally better quality control and maintenance of the military ships. Also, a larger
coefficient of variation is used for the primary ultimate moment than the initial yield moment
to account for uncertainties in the modeling of the ultimate strength (Hughes et al., 1994, and
Mansour et al., 1993).

It is important to note that there are no values given for the SL-7 for the secondary
and tertiary failure modes in the sagging condition. This is due to the fact that the SL-7 has
no deck structure for much of its length.

Variable Units Cruiser 1 Cruiser 2 SL-7 Tanker
My (hogging) ft-LT 959,670 602,955 3,454,154 | 1,731,366
M,y (sagging) ft-LT 1,048,274 664,562 2,741,614 | 1,816,033
My (hogging) ft-LT 601,508 503,398 2,182,850 | 1,285,973
My (sagging) ft-LT 595,640 523,190 2,628,205 | 1,207,433
S.2 (hogging) LT/in” 23.256 15.248 11.398 9.087
S, (sagging) LT/in* 23.719 16.839 Soaae 15.710
S,.3 (hogging) LT/in" 28.544 18.123 14.375 14.581
S, (sagging) LT/in’ 23.565 18.842 friiigiis 19.663
SM in’-ft 23,384 25,021 74,093 143,340
SM,, in’-ft 26,730 27,578 104,056 177,935

Table 5.2.1 Mean Strengths (Adjusted)
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Variable Cruiser 1 Cruiser 2 SL-7 Tanker
My 0.09 0.09 0.10 0.10
My 0.10 0.10 0.11 0.11
Su2 0.10 0.10 0.11 0.11
Su3 0.10 0.10 0.11 0.11
SM 0.04 0.04 0.04 0.04
SM, 0.04 0.04 0.04 0.04

Table 5.2.2 Coefficients of Variation on Strengths

Loads:

Load variables come in two flavors. The first, stillwater bending moment (M), is
determined by the designer and the loading of the ship. Thus, it is subject to direct human
control. The second flavor, the wave-induced and dynamic bending moments (M,, and My)
are environmental and can only be influenced by humans indirectly (i.e., by route planning,
etc.). As with the strength variables, we need to assign appropriate statistical descriptions to
each of the load variables.

The stillwater bending moment for each ship is generally assumed to be the same for
every case (exception: Tanker, see below). Reference values for stillwater bending moments
are calculated for either full load or maximum allowable conditions, the mean values (for use
in the reliability analysis) have to be reduced from the reference values. For the military
ships, the mean value is assumed to be 80 percent of the full load calculated value. For the
commercial ships, the mean value is assumed to be 60 percent of the calculated maximum
allowable value (Mansour et al., 1993, and SSC-373). The stillwater bending moment is
assumed to follow a normal distribution with either a coefficient of variation of 0.15 for the
military ships or a coefficient of variation of 0.25 for the commercial ships (see Mansour et
al., 1993). The differences between the two ship types account for the fact that the majority
of the weights of a warship are relatively constant, while weights on commercial ships vary
quite a bit (due to different cargo loading conditions). The stillwater bending moments for
Cruiser 1, Cruiser 2, and SL-7 are all hogging moments.

Tanker is a special case. In general, tankers spend about half of their operating life in
a fully loaded condition and the other half in a ballast condition. Thus, there are two distinct
stillwater bending moments: one for each condition. When in the fully loaded condition, the
Tanker has a sagging stillwater bending moment. For the ballast condition, the Tanker’s
stillwater bending moment is a hogging moment. The means of the stillwater bending
moments and the assumed coefficients of variation for all ships are shown in Table 5.2.3.
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Cruiser 1 Cruiser 2 SL-7 Tanker Tanker
Variable (hogging) (hogging) (hogging) (hogging) (sagging)
M,,, (ft-LT) 61,400 51,600 359,500 256,700 100,000
COV 0.15 0.15 0.25 0.25 0.25

Table 5.2.3 Stillwater Bending Moment, Means and Coefficients of Variation

The mean values for the extreme wave-induced bending moment, M,,, are calculated
using SOST, a computer program that utilizes second-order strip theory to calculate wave
induced ship motions and loads (see section 2.1 and Chapter 3). For the short term time
frame, an extreme sea condition is chosen based on a small encounter probability (see Table
5.2.4). The ship is also assumed to be traveling in head seas. From the SOST output, the 50
percent probability-of-exceedence value is taken as the mean for the reliability analysis. The
extreme wave moment is assumed to follow the extreme value distribution (from Table 5.1.1)
with a coefficient of variation of 0.10 (see SSC-373).

Short Term Sea Conditions
Significant Wave Height (ft) 45.0
Upcrossing Period(s) 14.0
Ship Speed (kts) 6.0

Table 5.2.4 Short Term Sea Conditions

For the long-term time frame, a time-weighting method is used to calculate an
operational profile. For the sake of continuity and comparability, the same profile is used for
all four ships. First, the ships’ at-sea lifetime is estimated to be fifteen years. Next, a group
of Marsden areas in the north Atlantic are selected, and the fraction of the ships’ life spent in
each is estimated. Estimates are made as to the percentage of time that the ships will spend
in each of five possible headings, relative to the direction of the seas (head, bow, beam,
quartering and following). A service speed and a steerage speed are selected, and a wave
height-based cutoff criteria for slowing to steerage speed is assumed (see Chapter 3). SOST
is fed this information and generates an operational profile..

From this profile and repeated short-term analyses, SOST is able to generate
probability-of-exceedence of extreme lifetime hogging and sagging bending moments for
each ship. The value at the 50% exceedence probability is taken as the mean value for the
extreme wave bending moment distribution. As with the short term, an extreme value
distribution is used and a coefficient of variation of 0.10 is used (SSC-368). A summary of
the extreme wave-induced bending moments is given in Table 5.2.5. (For a more detailed
description of the SOST analysis, see section 2.1 and Chapter 3.)
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Variable Cruiser 1 Cruiser 2 SL-7 Tanker

Short Term | M,,, hogging (ft-LT) 169,100 155,900 969,600 586,100
M,,, sagging (ft-LT) 198,900 213,900 1,065,000 594,800

Long Term | M, hogging ({t-LT) 275,300 270,400 1,110,000 752,000
M,, sagging (ft-L'T) 278,100 290,700 1,480,000 943,000

Table 5.2.5 Mean Values of Extreme Wave-Induced Bending Moment

In order to model the effects of slamming, a dynamic moment (M) is introduced into
the analysis. Since the slamming-induced moment is a sagging moment, it is included only
when the sagging loading condition is considered. Based on work by Sikora and Beach
(1989), the results of the SLAM program presented in Chapter 3 and SSC-373, the dynamic
moment is taken to be a fraction of the extreme wave moment. For the fine-hulled warships,
the mean extreme dynamic moment is assumed to be 40 percent of the mean extreme wave
moment. For the fuller-formed commercial ships, this percentage is taken to be smaller;
specifically, a value of 20 percent of M,, is used. The extreme dynamic moment is taken to
follow the extreme value distribution (see Table 5.1.1). A coefficient of variation of 0.30 is
used, due in part to the large uncertainty in modeling dynamic effects with this method (SSC-
373). Table 5.2.6 shows, for each ship, the mean extreme dynamic moments used in the
analysis.

Variable Cruiser 1 Cruiser 2 SL-7 Tanker
M, short-term (ft-1LT) 79,600 85,600 | 213,000 119,000
M,, long-term (ft-LT) 111,200 116,300 | 296,000 188,600

Table 5.2.6 Mean Values for the Dynamic Bending Moment

Load Combination Factors:

As explained above, load combination factors are used in this analysis to account for
the correlations between various loads. Two combination factors are needed: one to
combine the wave-induced and dynamic moments (k,), and a second to combine the wave-
dynamic composite moments with the stillwater moment (k,,). Based on the work conducted
in the Ship Structure Committee Project on “Loads and Load Combinations” (SSC-373) and
of Mansour and Jensen (1995, nos. 1 and 2), values were selected for both load combination
factors. Since these factors are semi-empirical, it is prudent to include each as a random
variable rather than as deterministic constants. The normal distribution was chosen to model
this uncertainty. Coefficient of variations were selected for each of the factors, with &,
having a coefficient of variation of 0.05, and k; having a coefficient of variation of 0.15. The
second of these is somewhat large because of the higher uncertainty in making a valid
judgment about k;’s value. The mean load combination factors and their coefficients of
variation are shown in Table 5.2.7.
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Factor Mean Cov
k,, 1.0 0.05
ky 0.7 0.15

Table 5.2.7 Load Combination Factors

5.3  Limit State Equations

Now that all of the variables have been quantified, the next step in the analysis is the
formulation of the limit state equations. In general, there are eight limit state equations for
each ship. The same limit state equations are used for both the short-term and long-term time
frames. Thus, for each failure mode, there is one equation for the hogging loading condition
and one for the sagging condition. There are four failure modes — for a total of eight
equations. These equations are shown in Table 5.3.1. (Note: Since SL-7 has no deck for
most of its length, secondary and tertiary analyses are not performed for the sagging condition
for this ship.)

Failure Mode Hogging Sagging
Primary G=M,, —-|\M_ +k M G=M,, —-|-M_ +k (M, +k,M
(initial yield) 1Y [ sW w w] 1Y [ sw w( )]
Primary G=M,-[M,+k,M)| | G=M,-[-M_ +k (M +k,M,)
(ultimate strength) v [ woew W] v [ s W( )
. (M, +k M [-m, +k(M+kM)
_ _ sw ww _ w d
Secondary G=S,, SM, G=S,,- i,
Terti . [Msw-i—kwa] [—Msw"'kw(Mw“*‘ded)l
ertiary G—S“— BY; G=S, ;-
d ’ SMd

Table 5.3.1 Limit State Equations

There are two important differences between the hogging and sagging equations.
First, there is the addition of the dynamic moment (and the corresponding load combination
factor). The dynamic moment’s sign is such that it will add to a sagging wave moment (SSC-
373). The second difference is due to the sign of the stillwater bending moment. Since the
stillwater bending moment is a hogging moment, it combines additively with the hogging
loads, but subtracts from the sagging loads. This sign change is accounted for in the limit
state equation.

The exception to all of this is Tanker. Because there are two distinct stillwater
bending moments, one hogging and one sagging, each must be accounted for separately. In
the short-term time frame, this is not a major problem, as each operating condition is
combined with the most detrimental stillwater bending moment to arrive as a worst-case
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scenario. The full load (sagging) stillwater bending moment is added to sagging wave and
dynamic loads, while the ballast (hogging) stillwater bending moment is added to the hogging
wave loads. The real problem comes when the long-term analysis is conducted. Here it is
necessary to consider that the ship actually spends part of its lifetime in each condition. To
this end, four cases were considered for each failure mode. Specifically, the full load and
ballast stillwater bending moments are each combined with both hogging and sagging wave
loads. Because it is necessary to calculate each of these four sub-cases for each failure mode,
there are a total of sixteen limit state equations needed for Tanker. The eight equations given
in Table 5.3.1 are used for the ballast sub-cases, and the remaining eight equations (for use
with the full load sub-cases) are given in Table 5.3.2. Note that the only difference is the
change in the sign of the stillwater bending moment.

Failure Mode Hogging Sagging
(lnllnt?arln;fgld) G= MIY*[—MSW_*_kWMW] G= MIY—[Msw+kw(Mw+ded)]
Primary G=M,-[-M,+k M, | G=M,-[M, +k (M, +k,M,)|
(ultimate strength) v Swoeowew v sw ' Pwiw TR
Secondary G= Su’z _ [_Msvg;IZWMW] G= Su,z _ [Msw + kw‘(;;: * kd Md )]
. [-M,,+k,M,] (M, +k, (M, +k,M,)|
Tertiary G=5us~ stde | G=8,, WSM:

Table 5.3.2 Limit State Equations for Tanker, Full Load Condition

54 Failure Probabilities and Safety Indices for Four Ships — CALREL Code
Results

With all the variables defined and the limit state equations formulated, the next step is
to actually perform the reliability analysis by running CALREL. CALREL provides a variety
of important information in its output. In the interest of brevity, not all of the outputs for
each of the 68 separate CALREL cases are covered in detail. Instead, a single case is
explained thoroughly and then a summary of the remaining cases is presented. The sample
case chosen for illustration investigates primary (ultimate) hull girder failure of Cruiser I
caused by sagging wave loads experienced in a short-term extreme sea condition. The
CALREL output file for this case is included as Appendix F, and will be referred to
frequently.

The first part of the output file is an echo of the input data. This covers areas such as

the number of random variables in the analysis, statistical information for those variables and
a number of parameters controlling the numerical algorithms of the program. For our sample
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case, there are six random variables. The statistical characteristics of these variables are
shown in Table 54.1.

Variable My M., M, M, ky, kg
Distribution | Lognormal | Normal | Ext. Value | Ext. Value | Normal Normal
Mean 59.6 6.14 19.9 7.96 1.0 0.7
Std. Dev. 5.96 0.922 1.99 2.39 0.05 0.105

Note: All bending moment values are in units of 10° ft-LT

Table 5.4.1 Statistics of the Input Variables for the Sample Case

The second portion of the output is the results of the FORM and SORM analyses.
The FORM results are presented first. The most important information here is the safety
index and its corresponding probability of failure. Also, as a part of the FORM output,
CALREL provides the coordinates of the design point in both original (x") and standard
normal (u") space and the corresponding value of the limit state function. Ideally, the value
of the limit state function should be zero at the design point; however, due to the numerical
approximations in the computer model, it will not be exactly zero.

In the SORM analysis, CALREL uses two different integration schemes to calculate
the probability of failure. The two schemes used are the improved Breitung formula (1984)
and Tvedt’s exact integral (1990). For most cases, the probabilities of failure calculated
using the different schemes were nearly the same, usually only differing by one or two
percent at most. Table 5.4.2 summarizes all three estimations of the safety index and
probability of failure for this case. When reporting results, the FORM results were taken as
the result for that case and is rounded off to two decimal places. For example, the safety
index for this case is reported as being 6.47.

Estimation Method Safety Index (B) | Probability of Failure (Py)
FORM 6.4746 4.752 x 10"
SORM (improved Breitung) 6.4669 5.001 x 107"
SORM (Tvedt’s exact integral) 6.4670 4.999 x 107!

Table 5.4.2 Comparison of Different Reliability Methods (Sample Case)

The Tanker Problem:

Compiling results for Tanker posed some interesting problems. As stated before, the
short term cases are straightforward applications of a “worst-case” scenario, combining the
least favorable stillwater and wave bending moments. While this sort of simplification is
justifiable in a short-term case, it is not possible to make the same sort of assumption over the
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long term. Instead, it is necessary to combine each of the stillwater bending moments (full-
load and ballast) with both types of wave loading (hogging and sagging).

Therefore, for each long-term failure mode, four cases are needed (as opposed to two
cases per long-term failure mode for the other ships). A CALREL analysis is performed for
each of these cases. In order to conform with the data from the other ships, it is necessary to
combine the different operating conditions for each type of wave load into one combined
answer (see Figure 5.4.1). It is assumed that Tanker spends half of its life spent in each
operating condition. The probabilities of failure resulting from the CALREL analyses are
combined for each loading condition (hogging and sagging wave loads) by weighting the
probability of failure for each stillwater bending moment (full load and ballast) by the
fraction of the ship’s total life spent in either the full Joad or ballast condition.
Mathematically,

i i i
Py =tp Pr pr +1tpar Pr par
where

. P} is the total probability of failure in the ™ case (e.g., secondary, sagging, short-

term)

Ballast Condition
Sagging Wave Loads

Sagging Wave Loads
(combined)

Full Load Condition
Sagging Wave Loads

Ballast Condition
Hogging Wave Loads

Hogging Wave Loads
(combined)

Full Load Condition
Hogging Wave Loads

Figure 5.4.1 Combining Long Term Results for Tanker
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. P},FL and P_}',BAL are the probabilities of failing in the i case with the full load or
ballast stillwater bending moments, respectively

e 1 = tpar = 0.5 are the fractions of the ship’s total life spent in the full load and
ballast conditions, respectively.

Safety Assessment:

Table 5.4.3 contains the results for all of the different cases for each ship. Figure
5.4.2 shows also the same results. For each case, both the safety index and the accompanying
probability of failure are given. For time frame and failure mode, the safety index for the
more hazardous of the two loading conditions is shaded. These twenty-four values are the
“critical ’s” and are the governing cases for each ship (see Tables 5.4.4 and 5.4.5). These
results can help to answer the key questions of this project: “How do the relative reliabilities
of the different ships compare? Can we rank them in terms of their safety?”

In this section, an attempt is made to answer this question using the information
gained in this study. The naval ships are discussed and compared first and the commercial
ships second. The “critical B” cases are evaluated for each ship and some preliminary
qualitative judgments are derived from the results. Attempts are made to derive correlations
between the various directions (hogging and sagging) of failure and the properties of the
ships. Differences between the ships are noted and their effects on the relative safety of the
ships are investigated.

As a secondary point, the presence or absence of a proper failure chain is determined
for each ship. When designing a structure, a common technique is to design it such that, if
the structure is to fail, it will fail in a tertiary or a secondary mode. This is indicated by
having safety factors such that Bprimary > Bsecondary > Brerriary. If the ship is designed so that this
inequality is satisfied, failure would most likely appear first in individual local panels, spread
next to the gross panel, and finally encompass the entire hull girder. In this way, a warning of
impending total failure is provided by localized failures that do not threaten the survival of
the structure. The idea behind this is that if the ship’s watch officer looks out and sees the
deck plates buckling, he can order the ship to change course or slow to reduce the wave
loadings before a more destructive failure can occur. By looking at the critical B’s for each
ship, it is possible to see if such a “failure chain” exists.
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Short Term Long Term
Sagging Hogging Sagging Hogging
B P B Py B Py B P

Cruiser 1

Primary (IY) 10.29 | 0.00E+00 | 10.45 | 0.00E+00 | 7.92 | 1.22E-15| 7.40 | 6.86E-14
Primary (ULT) |:6.47:| 4.92E-11 | 6.75 | 743E-12 | 4.27 | 9.78E-06 | 4.09 | 2.16E-05
Secondary :5.89 "1 1.94E-09 | 6.74 | 7.96E-12 | -3.75" | 8.84E-05 | 4.16 | 1.59E-05
Tertiary 58677 2.32E-09 | 8.06 | 3.33E-16 |3.71:| 1.04E-04 | 5.43 | 2.82E-08
Cruiser 2

Primary (IY) 6.75 | 7.43E-12 | 7.77 | 4.00E-15 | 4.67 | 1.51E-06 | 4.54 | 2.82E-06
Primary (ULT) |+5:0°:| 1.70BE-07 | 6.22 | 2.50E-10 }3.09 .| 1.00E-03 | 3.18 | 7.36E-04
Secondary 9.20E-05 | 4.86 | 5.88B-07 | 173 | 4.18E-02 | 1.89 | 2.94E-02
Tertiary 594E-06 | 5.96 | 1.27E-09 |.2.39: | 8.42E-03 | 3.03 | 1.22E-03
SL-7

Primary (IY) 6.26 | 1.93E-10 | 6.58 | 2.36E-11 | 4.20 | 1.34E-05 | 5.88 | 2.06E-09
Primary (ULT) | 5.83 | 2.78E-09 | .3.32°| 4.50E-04 | 3.84 | 6.15E-05 | 2.67.| 3.79E-03
Secondary #N/A #N/A 274} 3.07E-03 | #N/A | #N/A  [2:11:] 1.74E-02
Tertiary #N/A #N/A [ 74.21°] 1.28E-05 | #N/A | #N/A  [3.58 | 1.72B-04
Tanker

Primary (IY) 5.87 | 2.19E-09 | 5.01 | 2.73E-07 | 3.31 | 4.69E-04 | 4.03 | 2.81E-05
Primary (ULT) | 3.02 | 1.26E-03 | 2.82"| 2.40E-03 | 0.81:] 2.08E-01 | 2.03 | 2.14E-02
Secondary 3.24 | 598E-04 |-0.57 -| 2.84E-01 | 1.05 | 1.46E-01 | 0.04 | 4.83E-01
Tertiary 463 | 1.83B-06 |.3.61:| 1.53E-04 |.2.30:| 1.07E-02 | 2.77 | 2.78E-03

Table 5.4.3 Reliability Results for All Ships, All Cases

Cruiser 1 | Cruiser 2 SL-7 Tanker
Primary (ULT) | 647 | S | 5.10 [ S| 332 |H {282 | H
Secondary 589 | S{374|S|274 | H| 057 | H
Tertiary 586 | S {438 |S|421 |H|36]1 |H

Table 5.4.4 Critical B’s and Loading Conditions, Short Term

Cruiser 1 | Cruiser 2 SL-7 Tanker
Primary (ULT) | 409 | H|{3.09|S ] 267 |H| 081 |S
Secondary 3751 S| 173 | S]211 |H|004 | H
Tertiary 371 | S 12391 S|358 |H|[2301{S

Table 5.4.5 Critical B’s and Loading Conditions, Long Term
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Naval Ships:

Cruiser 1 shows good results for both short-term extreme seas as well as over the
long term, with a maximum lifetime probability of failure of approximately 104 (B=3.71) on
local failure and 107 (B = 4.09) on ultimate failure. Cruiser 2 appears to be satisfactory as
well, particularly in the short term. The long-term probability of secondary failure is a little
less comforting, with a lifetime probability of approximately 4 percent (B =1.73). Thisis
still rather small and, given that a secondary failure is unlikely to be catastrophic, it is
probably an acceptable risk.

Note that nearly all of the critical cases for the military ships involve failure in
sagging waves. This can be attributed to the presence of the dynamic moment in the sagging
condition and the nonlinearities in wave response that cause the sagging wave moments to be
larger than the hogging wave moments. Even though the stillwater bending moment is a
hogging moment, the dynamic moment in the sagging condition is large enough to more than
offset the stillwater moment. Strengths are not substantially different for the two directions.

Cruiser I and Cruiser 2 have the same hull form and structure, but Cruiser I is about
15 percent heavier and uses more high-strength steel. The increase in displacement from
Cruiser 2 to Cruiser 1 increases the stillwater moment (hogging) while decreasing the non-
linearity of the wave-induced moments, increasing the hogging wave moment and decreasing
the sagging wave moment. the substitution of high-strength steel in Cruiser 1 increases the
strength variables (M,, Sy, and S, 3) by between 14 and 48 percent (see Table 5.2.1).
Overall, the combination of these various factors results in an increase of Cruiser I safety
index B by 32 percent. It should be noted, however, that this increase in safety does not
include the (most likely detrimental) effects that the use of high-strength steels has on fatigue
life. The fatigue aspects are presented in Chapter 7. It should be also noted that all safety
indices are calculated at midship sections (no knuckles).

Cruiser 1 exhibits a proper chain of failures in both the long term and the short term
for sagging loads. There is a steady progression from the tertiary mode (lowest safety index)
to the primary mode (highest safety index). Hogging loads are another story, however. For
the hogging loads, the failure chain is reversed, with the most likely first failure being global
hull collapse. While this is not exactly desirable, it could be accepted because the hogging
failure modes are much less likely than the sagging modes.

The failure chain for Cruiser 2 is a little less ideal. While primary failure has the
highest safety index, as it should, secondary failure is more likely to occur than tertiary
failure. Therefore, there may be little or no warning before a gross panel collapse. Still, a
gross panel collapse would probably still happen prior to a primary mode failure, providing
some warning time. The failure chain for Cruiser 2 is unchanged for the different time
periods and wave load directions.
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Commercial Ships:

The commercial ships seem to be somewhat riskier than their naval counterparts,
probably reflecting the thinner margins to which they are designed. SL-7 behaves tolerably
well in short-term extreme seas, with its largest probability of failure being secondary failure
at a likelihood of about 0.3 percent (f = 2.74). The long term analysis generates a little
concern, with a lifetime probability of secondary failure of 1.74 percent ( = 2.67) being the
largest. Results for Tanker are even more disconcerting. While the short-term probability of
primary ultimate failure is a somewhat tolerable 0.24 percent (B = 2.82), the probability of
experiencing a gross panel (secondary) failure in the bottom of the hull is about 28 percent
(B = 0.57), much higher than would seem to be reasonable. Long term results are,
predictably, worse. The lifetime probability of primary hull girder failure is a grim 21
percent (§ = 0.81), and the probability of seeing a secondary failure over the ship’s lifetime is
an abysmal 48 percent (B = 0.04). It is important to note here that Tanker has been operating
off the west coast (between Santa Barbara and San Diego) for many years without any failure
problems; however, the sea conditions in its normal operating area are not nearly as severe as
those that it is subjected to in this analysis (North Atlantic).

In short-term conditions, hogging waves are the controlling causes of failure for the
commercial ships.” In the long-term analyses, this trend is less clear. Hogging waves
dominate all of the critical failure cases for SL-7, due to a combination of several factors.
The most important being the hogging stillwater bending moment interacts additively with
the hogging wave loads to increase the total load on the ship in this condition. For the
commercial ships, the reduced dynamic sagging moments are smaller than the hogging
stillwater moments, resulting in larger total loads in the hogging condition.

As could be expected, the situation is more clouded for the long-term analysis of
Tanker. In order to make some sense out of it, one must look to the component sub-cases
that are combined for the long-term analysis as outlined in the previous sub-section. These
results are shown in Table 5.4.6. It is clear that the combined probability of failure for each
case is largely driven by whichever sub-case combined stillwater and wave loadings in the
same direction. Primary mode failure for Tanker is controlled by the low 3 value for the full
load, sagging waves sub-case. It is here that stillwater, wave and dynamic loads combined to
produce the highest total combined load for any of the cases. This is aggravated by the fact
that the ultimate strength of the hull is slightly lower in the sagging direction. Together, this
results in a high probability of failure. The secondary failure mode is similar to the primary
mode, with the only difference being the absence of the dynamic load. The secondary
strength in the hogging direction is about 60 percent of the strength in the sagging direction.
This combination produces the lowest safety index encountered in the study.** Tertiary mode
results follow the lead of the other two, but do not indicate nearly as dangerous of a situation.

* Secondary and tertiary sagging are not investigated with SL-7.
If the ship were to operate in this condition (full load) for its entire life.
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The failure chain for the commercial ships is nearly identical to that of Cruiser 2 in all
important aspects. Both Tanker and SL-7 would probably experience gross panel failure
prior to global hull collapse, with local panel failure being initially unlikely. This failure
chain is consistent across both the long term and short term for both ships.

Long Term — Full Load Long Term — Ballast
Sagging Hogging Sagging Hogging
B Py B Py B Py B Lifi

Primary (IY) 3.11 | 9.36E-04 | 5.77 | 3.98E-09 | 4.50 | 3.40E-06 | 3.86 | 5.67E-05
Primary (ULT) | 0.25 | 4.01E-O1 | 3.98 | 3.45E-05 | 2.17 | 1.50E-02 | 1.72 | 4.27E-02
Secondary 0.57 | 2.84E-01 | 0.61 | 2.71E-01 | 2.39 | 8.42E-03 | -0.51 { 6.95E-01
Tertiary 2.03 | 2.12E-02 | 3.57 | 1.79E-04 | 3.56 | 1.85E-04 | 2.55 | 5.39E-03

Table 5.4.6 Results for Tanker Sub-Cases

The Primary, Initial Yield Moment, Cases:

By perusing the results in Table 5.4.3, one can see that the primary initial yield
moment is a mediocre predictor of the true strength of the ship. Using the initial yield
moment to assess the reliability of a ship’s structure results in an un-conservative estimate.
While this is to be expected, given the nature of stiffened panel buckling, it is generally
hoped that the “factor of danger” would be consistent for any cases considered. However, the
results of this study show that this is not true, and that the “factor of danger” varies from
short term to long term, from ship to ship, and for different wave loading directions. Figure
5.4.3 shows how this “factor of danger” (equal to the safety index from the ultimate limit
case divided by the safety index from the initial yield case) varies for different ships, wave
loads, and time frames. If this factor were constant, all of the bars would be of about the
same height. Clearly, they are not. The ultimate limit safety index varies from about 24
percent to 93 percent of the initial yield safety index (please refer to Figure 5.4.3 and Table
5.4.3). From these observations, it can be concluded that the initial yield moment cannot be
used to rank the ships in terms of their safety. Designing a ship’s structure based on yield
strength criteria is unlikely to produce designs with a consistent level of reliability.

5-19




Ratio of Primary Mode Safety indices

Ultimate Limit Satety Indix / Initial Yield Safety Index

Primary Mode Failure Cases

Figure 5.4.3 “Factor of Danger”

5.5 Parametric Study and Comparison with the Simple Formulation Results

In this section, we will focus our effort on the short-term reliability analysis for the
four ships in hogging and sagging conditions and with consideration to primary, secondary,
and tertiary stresses. Two different simple methods are available for analyzing ship
structures which were presented in section 2.3.4.3. The purpose of this section is to apply
these two methods to the four ships and to compare the results with those from CALREL. In
addition, a parametric study was conducted in order to determine the relationship between
safety index and certain design parameters.

The reliability methods are:

1) Numerical Method: CALREL program for structural analysis
2) Closed Form (approximate formula) presented in section 2.3.4.3

3) Mean Value First Order Second Moment Method presented in section 2.3.4.3

Identical mean values and coefficients of variation of the design variables have been used in
all three methods. These values have been discussed and presented in sections 5.2 to 5.4.
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Figure 5.5.1 and the accompanying table show the results of this comparison for
primary, secondary and tertiary failure modes and for all four ships. In general, the
approximate methods show the same general trend as CALREL results, but entail some
errors. The percentage error is shown in Table 5.5.1. In most cases, CALREL gives larger
safety indices than the other two methods, but there is no clear indication as to which of the
simple formulas is more accurate.
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Ship Type vs Safety Index Using Three Methods
Ships method 1 method 2 mathod 3
Primary hogging cruiser 1 676 5.56 5.87
cruiser 2 6.23 5.23 5.56
tanker 2.82 2.32 2.82
sl-7 3.32 2.89 311
sagging crulser 1 6.47 6.18 5.95
cruiser 2 5.10 5.07 4.83
tanker 2.98 2.43 272
sl-7 5.83 5.70 5.34
Secondary hogging crulser 1 6.73 5.29 5.61
cruiser 2 4.86 4.01 4.39
tanker 0.60 0.33 0.85
sl-7 2.77 1.97 2.57
sagging cruiser 1 5.91 5.61 5.33
cruiser 2 3.78 3.87 3.52
tanker 2.96 2.43 2.72
sl-7 N N N
Tertlary hogging cruiser 1 8.06 6.01 6.30
cruiser 2 5.96 4.77 5.16
tanker 3.63 3.03 3.46
sl-7 4.23 3.02 3.43
sagging cruiser 1 5.87 5.59 5.31
cruiser 2 4.40 4.39 4.08
tanker 4.37 3.65 3.84
sl-7 N N N
method 1. CALREL program method 2: Closed Form Method | method 3: Mean Value First Order Second Momert Method
Safety index for Four Ships Using Three Methods
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Figure 5.5.1 Comparison of Three Reliability Methods
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Comparisen of Three Metheeds

cruiseri cruiser2
safety index safety index safety index safety index
method2 method3 method2 method3
hogging
primary -17.80% -13.11% -16.07% -10.83%
secondary -21.44% -16.65% -17.50% -9.73%
tertiary -25.48% 21.77% -19.99% -13.35%
sagging :
primary -4.51% -7.97% -0.67% -5.26%
secondary -5.01% -9.77% 2.49% -6.95%
tertiary -4.77% -9.59% -0.20% -7.18%
tanker sl-7
safety index | safety index safety index safety index
method2 method3 method2 method3
hogging
primary -17.61% -0.01% -18.87% -6.18%
secondary -45.02% 41.38% -29.02% -7.18%
tertiary -16.63% -4.75% -28.50% -18.90%
sagging
primary -15.36% -5.63% -2.20% -8.36%
secondary -17.90% -B.22% N N
tertiary -16.56% -12.17% N N
error = [(Bmethod29™Pmethod3) ~ Pmethod1]/Bmethod1 |
“_“ means the safety index is smaller than method 1
“+* means the safety index is greater than method 1
method 1 : CALREL Program
method 2 : Closed Form Method
method 3 : Mean Value First Order Second Moment Method

Table 5.5.1 Percentage Error — Three Reliability Methods
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Next, a parametric study was conducted to see if there was any detectable trend of the
safety index with respect to ship type or a design parameter. First, with respect to ship type,
Figure 5.4.2 and the safety indices presented in the previous section indicate that the two
naval vessels have higher safety level than the two commercial ships. This trend is consistent
in almost all three failure modes (see Figure 5.4.2).

The safety index versus displacement was considered next. Figure 5.5.2 and the
accompanying table show that there is no general trend of B with displacement. Figures 5.5.3
and 5.5.4 show the trend of the safety index with a safety factor based on initial yield (see
Figure 5.5.3) and one based on the ultimate collapse moment (Figure 5.5.4). In general, the
factor of safety based on the ultimate moment gives a better indication of the ship safety than
the one based on initial yield moment since, in the former case, the safety index consistently
increases with the factor of safety (Figure 5.5.4). Figure 5.5.5 shows moment ratio versus
ship length. The moment ratio is defined as the value calculated from SOST at a probability
of exceedence of 50 percent divided by the bending moment calculated according to ABS
Rules. In almost all cases, SOST values, at that probability level, are higher than the ABS
values.

Figures 5.5.6 to 5.5.8 show the safety index plotted versus mean margin defined as
the strength mean minus the mean of the load. The scatter of the data shown in Figure 5.5.6
indicates the impact of standard deviation (and the distribution) as well as ship type on the
safety index, whereas the scatter in the data shown in Figures 5.5.7 and 5.5.8 (less scatter)
indicates the impact of only the standard deviation on the safety index. These figures indicate
that the safety margin should not be used as a measure of safety instead of the safety index.

More detailed results of the comparison between the three reliability methods and of
the parametric study is shown in Appendix G.
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Displacement vs Safety Index

Ships Displacement | method 1 method 2 method 3
Primary hogging crujser 2 9.02E+03 6.23 5.23 5.56
cruiser 1 9.68E+03 6.76 5.56 5.87
tanker 4.46E+04 2.82 2.32 2.82
sl-7 4.78E+04 3.32 2.69 3.1
sagging cruiser 2 9.02E+03 5.10 5.07 4.83
cruiser 1 9.68E+03 6.47 6.18 5.95
tanker 4.46E+04 2.96 2.43 2.72
sl-7 4.78E+04 5.83 5.70 5.34
Secondary hogging cruiser 2 9.02E+03 4.86 4.01 4.39
cruiser 1 9.68E+03 6.73 5.28 5.61
tanker 4.46E+04 0.60 0.33 0.85
sl-7 4.78E+04 2.77 1.97 2.57
sagging cruiser 2 9.02E+03 3.78 3.87 3.52
cruiser 1 9.68E+03 5.91 5.61 5.33
tanker 4.46E+04 2.96 2.43 2.72
sl-7 4.78E+04 N N N
Tertiary hogging cruiser 2 9.02E+03 5.96 4.77 5.16
cruiser 1 9.68E+03 8.06 6.01 6.30
tanker 4.46E+04 3.63 3.03 3.46
sl-7 4.78E+04 4.23 3.02 3.43
sagging cruiser 2 9.02E+03 4.40 4.39 4.08
cruiser 1 9.68E+03 5.87 5.59 5.31
tanker 4.46E+04 4.37 3.65 3.84
sl-7 4.78E+04 N N N

method 1: CALREL program method 2: Closed Form Method | method 3: Mean Value First Order Second Moment Method

Displacement of Ships vs Safety Index

3

®

-1

5 —i— CALREL

E —&—Closed Form
%’ —&— MVFOSM

s

0

S 338828282538

Displacement
cruiser 1 : 9.68E+03
cruiser 2 : 9.02E+03 ]
tanker : 4.46E+04 L.

sl-7 : 4.78E+04 L. T4

9.02E+03
4.46E+04 +

T

4.78E+04 +

4.78E+04 +
9.68E+03 -+
9.02E+03 +
4.46E+04 +
9.68E+03 +
4.78E+04 |
9.02E+03 +
4.46E+04 |

Displacementin L.Ton

Figure 5.5.2 Safety Index versus Displacement
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Factor of Safety vs Safety Index
Primary Stress
deck
Ships Inltial yleld moment ABS moment SFi beta 1 beta 2 beta 3
sl-7 3.00E+06 1.80E+06 1.67E+00 | 3.32E+00 | 2.69E+00 | 3.11E+00
tanker 1.51E+06 8.80E+05 1.71E400 | 2.B2E+00 | 2.32E+00 | 2.82E+00
cruiser 2 5.24E+05 2.71E+05 1.93E+00 | 6.23E+00 | 5.23E+00 | 5.56E+00
cruiser 1 8.34E+05 2.74E+05 3.04E+00 | 6.76E+00 | 5.56E+00 | 5.87E+00
bottom
Ships initlal yleld moment ABS moment SFi beta 1 beta 2 beta 3
sl-7 2.38E+06 1.80E+06 1.33E400 | 5.83E+00 | 5.70E+00 | 5.34E+00
tanker 1.58E+06 B.79E+05 1.80E+00 | 2.70E+00 | 2.29E+00 | 2.55E+00
cruiser 2 5.78E+05 2.71E+405 2.13E+00 | 5.10E+00 | 5.07E+00 | 4.83E+00
cruiser 1 9.12E+05 2.74E+05 3.32E4+00 | 6.47E+00 | 6.18E+00 | 5.95E+00
method1 : CALREL structural program
method?2 : Closed Form (by approximation)

Initial Yield Moment Ratio vs Safety Index

cruiser 1
7.00E+00 — deck bottom (yjser 1

2.00E+00

1.00E+00

iser Z ]
6.00E+00 -+ S
o » \\ cruiser 2 :
| % X
5.00E+00 —+ : " \ \
T 4.00E4+00 § Ny § | § —
5 N '%‘t N REL
£ tanker § § tank O Closed Form
gs.ooaoo §\ § anxer B MVFOSM
Y IR
R N
AR
XN RN
NN

0.00E+00

1.67E+00
1.71E+00
1.93E+00
3.04E+00
1.33E+00
1.80E+00
2.13E+00
3.32E+00

Safety Factor based on Initlal = Initial Yield Moment/ABS Moment

Figure 5.5.3 P versus Factor of Safety Based on Initial Yield
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hogging
Ships Ultimate moment Nonlinear moment SFu beta 1 beta 2 beta 3
tanker 1.12E+06 5.86E+05 1.91E+00 | 2.82E+00 | 2.32E+00 | 2.82E+00
sl-7 1.90E+06 8.70E+05 1.96E+00 | 3.32E+00 | 2.69E+00 | 3.11E+00
cruiser 2 4.38E+05 1.56E+05 2.81E+00 | 6.23E+00 | 5.23E+00 | 5.56E+00
cruiser 1 5.23E+05 1.69E+05 3.09E+00 | 6.76E+00 | 5.56E+00 | 5.87E+00
sagging
Ships Uitimate moment Nonlinear moment SFu beta 1 beta 2 beta 3
tanker 1.056E+06 5.95E+05 1.77E+00 | 2.70E+00 | 2.29E+00 | 2.55E+00
cruiser 2 4.55E+05 2.14E+05 2.13E+00 | 5.10E+00 | 5.07E+00 | 4.83E+00
sl-7 2.29E+06 1.07E+06 2.15E+00 | 5.83E+00 | 5.70E+00 | 5.34E+00
cruiser 1 5.18E+05 1.99E+05 2.60E+00 | 6.47E+00 | 6.18BE+00 | 5.95E+00
method1 : CALREL structural program
method2 : Closed Form (by approximation)
method3 : Mean Value First Order Second Moment
Ultimate Moment Ratio vs Safety Index
i i saggin
7 00E+00 — hogging cruiser 1 gging cruiser 1
cruiser 4 sl-7
6.00E+00 + N
w0 cruiser 2 \
5.00E+00 —+ N N B
' \ SENAN
\ N [N IR
T 4.00E+00 + X N N BN
5 N §\ § N |WCALREL
= tanker § % ;§ § I Closed Form
Z 3.00E+00 T N § tanker § & § B MVFOSM
E N BN BIN N BN BN
: NEN RIS N (N IR
NBIN BN N BN BN
2.00E+00 § § § § !§ §
NENER NEXER
N BN BN N |\ N
1.00E+00 § :§ § § § §
N BN BN N BN B
N BN BN X BN BN
0.00E+00 el \ § \\\§ § § §

1.91E+00
1.96E+00
2.81E+400
3.09E+00
1.77E+00
2.13E+00
2.15E+00
2.60E+00

Safety Factor based on Actual Moment = Ultimate
Moment/Nonlinear Moment

Figure 5.5.4 B versus Factor of Safety Based on Ultimate Moment
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Ship Length vs Wave Bending Moment Ratio

Ships Length Ratio(wave)

Primary hogging cruiser 1 529.00 1.37E+00
cruiser 2 529.00 1.30E+00

tanker 640.00 1.21E+00

sl-7 880.50 1.10E+00

sagging cruiser 2 529.00 1.26E+00

cruiser 1 529.00 1.15E+00

tanker 640.00 1.0BE+00
sl-7 880.50 9.42E-01

ps : Ratio(wave)=Wave Bending Mcment(real)/Wave Bending Moment(ABS)

Mw(real)/M(ABS)

Wave Bending Moment Ratio

Ship Length vs Wave Bending Moment Ratio

hogging sagging

1.40E+00 - cruiser 1
) __ cruiser2

cruiser 2

cruiser 1

1.20E+00
tanker

1.00E+00

|

8.00E-01

1

6.00E-01 .

i

4.00E-01

1

2.00E-01

0.00E+00

1

529.00
529.00
640.00
880.50
529.00
529.00
640.00

Ship Length in ft

Figure 5.5.5 Moment Ratio versus Ship Length
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Safety Index

Mean Margin (1074 {t-LT)
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Figure 5.5.6 Safety Index versus Mean Margin — All Ships
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Figure 5.5.7 Safety Index versus Mean Margin — Naval Ships

5-30




Safety Index

Mean Margin (1074 ft-LT)

Figure 5.5.8 Safety Index versus Mean Margin — Commercial Ships
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6. SENSITIVITY ANALYSIS

6.1.  Sensitivity Parameters and Importance Factors

As mentioned in Chapter 5, CALREL provides four important sensmwty measures
for each random variable defined in Table 6.1.1. In these equations, x_ and u’ are the
coordinates of the design point in the original and standard-normal (transformed) spaces,
respectively. Also, n; is the value of the sensitivity parameter n for the i™ random variable.
These parameters are based on the FORM calculations and are thus only approximations that
lose their accuracy as B deviates substantially from the baseline value. The first two
parameters, o and v, are known as “importance factors” and are a measure of the relative
importance of each of the random variables, i.e., how much weight each has in the
determination of the safety index. these two parameters are always numerically equal, so
either one can be used for analysis. The second two parameters,  and 7, are measures of the
sensitivity of the safety index to changes in the mean value and standard dseviation,
respectively, of the random variable in question. A more in-depth treatment of sensitivity
factors can be found in Mansour and Wirsching (1995) and in the Phase I final report of this
project.

dB 9B

B 3B
. ¥ . = ” 6 - G L= .
i u i % i, | 7% 3,

i i

Table 6.1.1 Sensitivity Factors

Sensitivity data is taken from two places in the CALREL output file. The FORM
output includes a set of sensitivity factors. For the internally defined distributions (normal
and lognormal in this analysis), all four sensitivity factors (., ¥, 8, and 1) are tabulated for
each variable. For user-defined distributions (extreme value in this analysis), only o.and
are provided here. In order to determine § and m, it is necessary to instruct CALREL to
perform a separate sensitivity analysis. The results of this analysis are in the final section of
the output file. The table we are concerned with is the first one, i.e., the one that tabulates
Op/d(parameter) for each of the variables. For the extreme value distribution, “par 1” is the
mean value and “par 2” is the standard deviation. Thus, the final two sensitivity factors can
be directly computed by multiplying the values given in this table by the appropriate standard
deviation. Specifically, for the i variable,

8.=o.ﬂ—— and m =0 i

P Y par 1),, * 3(par 2)i

The coordinates of the design pomt and the sensitivity factors for a sample case are shown in
Table 6.1.2. (Note: The units of x* for the bending moments are 10* ft-LT.)
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x* u* o Y d |

Mu | 40.77 | -3.75 | -0.5791 | -0.5791 0.8024 -2.2182
Ms | 536 | -0.85 | -0.1313 | -0.1313 0.1313 -0.1116
Mw | 3142 4.06 | 0.6277 0.6277 -0.35104 | -1.39957
Md | 1265 2.25 | 0.3474 0.3474 -0.37404 | -0.41753
Kw | 1.10 | 1.94 § 0.2994 0.2994 -0.2994 -0.5805
Kd | 0.84 1.34 | 0.2075 0.2075 -0.2075 -0.2787

Table 6.1.2 Sensitivity Data for Sample Case

Looking at the absolute values of the importance factors (o) for each of the different
variables provides some insight into the relative weight that each one has in determining the
final reliability of the structure. For this sample case, the most critical variable is the wave
bending moment, Mw, with an importance factor of 0.6277. Close behind this is the ultimate
strength, Mu, of the section; the magnitude of its importance factor is 0.5791. It is clear that
the remaining variables are much less important. Thus, one can determine that the strength
and the wave loads will dominate this failure mode. This is the primary way that sensitivity
data is used in this study.

Another way to look at the relative impact of the different variables is by examining
the sensitivity to the coefficient of variation (). If a variable has a small value of 1, then
assuming that it is a deterministic constant will have a small impact on the probability of
failure estimate. Since the complexity of the mathematical reliability program is greatly
influenced by the number of variables in the analysis, it is important to reduce the number of
random variables in the system as much as is practical. By looking for variables with small
values of i, one can determine which, if any, of the random variables in the system can be
taken as deterministic. For example, in this case, the stillwater bending moment has a value
of m that is an order of magnitude smaller than some of the other variables, implying that not
much accuracy would be lost in assuming that it is a constant.

Dealing with the sensitivity factors for the Tanker is somewhat more complex than
the other ships. This is because of the two sub-cases that must be considered; full load and
ballast (see section 5.4). It is possible to generate estimates of some of the sensitivity factors
semi-manually. For example, to calculate &’s for a particular case, first run both sub-cases in
the base case through CALREL with the “normal” variables. The composite probability of
failure can be calculated as described in section 5.4. Next, perturb the mean values of each
variable, in turn, by a small amount and repeat the previous two steps. These two pairs of
data points for the Tanker can then be used to estimate d by dividing the change in the
probability of failure by the change in the mean value of the variable in question and
multiplying this value by the standard deviation of that variable. Obviously, this is a very
time-consuming process and it yields only a rough two-point estimate of the local slope. If
one wished to calculate the &’s for all variables for one case (e.g., tertiary failure, sagging
waves) it would be necessary to run CALREL twenty-eight times! Calculating each of the
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other three sensitivity factors for each of the variables would require a similar amount of
work, resulting in over one hundred CALREL runs for a single case. This is obviously
impractical and was not done.

Instead, the combination of sensitivity factors for the Tanker was approached in a
more qualitative manner. In determining the relative importance of variables for a particular
case, the variables are first ranked in order of importance for each sub-case. Next, these two
lists are combined, taking into account the relative contribution of each sub-case to the
combined probability of failure of the Tanker. In general, the probability of failure for one
sub-case was substantially higher than for the other sub-case, and the combined probability of
failure was generally very close to the larger one. Thus, more weight is given to the
sensitivity factors for this more hazardous sub-case.

For example (primary-ultimate failure mode, sagging waves, long term), the three
most important variables in the Tanker full load sub-case are ultimate moment, wave
moment, and wave load combination factor (see Table 6.1.3). For the ballast sub-case, the
most important variables are wave moment, ultimate moment, and stillwater moment. Since,
in this case, the safety index for the full load case is substantially smaller than that of the
ballast case, the ranking of important variables for the combined case is taken as that of the
full load sub-case.

Full Load (B = 0.25) Ballast (B = 2.17)
M, 0.7575 0.5859
M;., 0.1473 0.3292
M, 0.5054 0.6364
M, 0.1942 0.1867
ky 0.3142 0.3104
k4 0.1126 0.1103

Table 6.1.3 Magnitude of Importance Factors (o) for a Sample Tanker Case

6.2 Results and Critical Variables

Complete sensitivity results for all cases are included in Appendix H. Since there is
so much sensitivity data, it was decided that this part of the analysis would focus on the
sensitivity results for the “critical B” cases. The sensitivity results for these cases are
summarized in Tables 6.2.1 thru 6.2.8.

The primary goal of the sensitivity study is to rank the variables in their order of

importance. To this end, summary tables of the importance factors (a’s) for all four ships
and each variable are compiled for all of the critical cases. Table 6.2.9 contains this data.
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Primary (ULT) B=! 6.47] ; Isagging
x* u* , ' 18 in ]
Mu 4 08E+01{-3.75E+00! -0.5791} -0.5791 0.8024! -2.2182
Ms_ | 536E+00 -850E-01 01313 -0.13131 01313 -0dile
Mw | 3.14E+01] 4.06E+00 0.6277 0.6277; -0.35104; -1.39957
Md 1.27E+01} 2.25E+00 0.3474 0.3474) -0.37404| -041753
Kw 1.10E+00| 1.94E+00 0.2994 02994, -0.2994 -0.5805
Kd 8.41E-01] 1.34E+00 0.2075 0.20751 -0.2075| -0.2787
|
Secondary | B =! 5.89i sagging
x* u* la ¥ 3 n
Su 1.70E+01,-3.28E+00; -0.5556] -0.5556 0.7439] -1.8689
SMd 2.22E+01|-1.32E+00; -0.2226| -0.2226 0.2347) -0.3013
Ms 5.40E+01; -8.04E-01| -0.1361; -0.1361 0.1361} -0.1094
Mw 2.98E+021 3.64E+00 0.6173 0.6173] -0.35203] -1.25788
Md 1.20E+02| 2.01E+00! 0.3397 0.3397; -0.3671| -0.37021
Kw 1.09E+00: 1.73E+00 0.293 0.293 -0.293 -0.507
Kd 8.26E-01 I.20E+00\[ 0.2024 0.2024| -0.2024) -0.2421
]
Tertiary B= 5.86 sagging
x* u* Y 15 n
Su 1.69E+01,-3.26E+00| -0.5551; -0.5551 0.7419| -1.8548
SMd 2.22E+011-1.31E+00, -0.2225| -0.2225 0.2345, -0.2991
Ms 5.41E+01| -8.01E-01; -0.1365] -0.1365 0.1365| -0.1094
Mw 2.97E+02! 3.62E+00 0.6175 0.6175, -0.35263| -1.25251
Md 1.20E+02| 2.00E+00 0.3398 0.3398| -0.36734! -0.36854
Kw 1.09E+00] 1.72E+00 0.2931 0.2931] -0.2931; -0.5043
Kd 8.25E-01| 1.19E+00 0.2025 0.2025| -0.2025; -0.2408

Table 6.2.1 Critical Sensitivity Factors, Cruiser 1, Short Term




Primary (ULT) | | B = 4.09; thogging
x* ju* a Y 3 n !
Mu | 461E+01-2.63E+00] -0.6422] -0.6422) 08182 -1.7434,
Ms 6.63E+00| 5.28E-01i  0.1289] 0.1289! -0.1289]  -0.068!
Mw | 3.74E+01] 2.90E+00]  0.7089,  0.7089; -0.43065, -1.2012]
Kw 1.05E+00! 1.07E+00 0.2616 0.2616] -0.2616 -0.28
]
Secondary | B= 3.75 sagging
ix* u* a y d n
Su | 1.91E+01-2.12E+00; -0.5625! -0.5625| 0.6884] -1.2448
SMd 2.26E+01;-8.51E-01! -0.2254] -0.2254] 02335/ -0.2007
Ms 5.73E+01| -4.55E-01| -0.1205] -0.1205]  0.1205] -0.0548
Mw 3.49E+02] 2.26E+00|  0.5985]  0.5985| -0.39865| -0.83039
Md 1.45E+02] 1.33E+00|  0.3529]  0.3529 -0.39245] -0.26272
Kw 1.06E+00! 1.14E+00]  0.3021]  0.3021] -0.30211 -0.3447
Kd 7.83E-01] 7.95E-01] 0.2104, 0.2104! -0.2104] -0.1672
i E
Tertiary | B = 3.71 ; sagging
x* u* Y d N
Su | 1.90E+01/-2.10E+00/ -0.5625! -0.5625! 0.6872] -1.2333
SMd 2.26E+01| -8.43E-01] -0.2254] -0.2254! 0.2335, -0.1989
Ms 5.73E+01} -4.53E-01]  -0.121]  -0.121 0.121] -0.0548
Mw 3.48E+02] 2.24E+00] 0.5978]  0.5978| -0.39976| -0.82232
Md 1.45E+02] 1.32E+00]  0.3534]  0.3534] -0.39312] -0.26085
Kw 1.06E+00| 1.13E+00] 03025 0.3025! -0.3025! -0.3422
Kd 7.83E-01; 7.88E-01] 0.2107] 0.2107] -0.2107]  -0.166

Table 6.2.2 Critical Sensitivity Factors, Cruiser 1, Long Term
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Primary (ULT) B= 5.10, \sagging

AAAAA x* u* a , I8 ul

Mu 3.88F+01,-2.95E+00! -0.5766; -0.5766; 0.7532; -1.7516

Ms 4 71E+00| -5.88E-01] -0.1148; -0.1148 0.1148, -0.0675

Mw 3.04E+01] 3.23E+00 0.6311 0.6311; -0.37086] -1.16609

Md [.23E+01| 1.79E+00 0.3495 0.3495; -0.37985| -0.34412

Kw 1.08E+00! 1.54E+00 03009  0.3009] -0.3009; -0.4638

Kd 8.12E-01] 1.07E+00 0.2081 0.2081; -0.2081} -0.2218

Secondary B= 3.74 sagging
x* u* a ) n

Su 1.36E+01 -2.11E+00| -0.5577| -0.5577 0.6815) -1.2237

SMd 2.42E+01 -8 43E-01] -0.2233} -0.2233 0.2313; -0.1971

Ms 4.78E+01; -4 98E-01! -0.1318] -0.1318 0.1318] -0.0656!

Mw 2.68E+02! 2.27E+00 0.6003 0.6003, -0.39975, -0.83546

Md 1.12E+02 1.34E+00 0.3538 0.3538] -0.39347| -0.26394

Kw 1.06E+00i 1.14E+00, 0.3029! 0.3029! -0.3029, -0.3463

Kd 7.84E-01] 7.96E-01] 0.2109| 0.2109 -0.2109i -0.1679

Tertiary B= 4.38 sagging |
x* u* o () n

Su 1.47E+01!-2.46E+00| -0.5579| -0.5579 0.7011;, -1.4191

SMd 2.40E+01]| -9.84E-01 -0.2234| -0.2234) 0.2327| -0.2286

Ms 4 74E+01; -5.41E-01} -0.1227/ -0.1227 0.1227] -0.0663

Mw 2.83E+02} 2.69E+00 0.6101 0.6101| -0.38092| -0.97284

Md 1.16E+02} 1.53E+00 0.3468 0.3468| -0.38165] -0.29529

Kw 1.07E+00! 1.31E+00 0.2977 0.29771 -0.29777 -0.3904

Kd ! 7.96E-01| 9.10E-01 0.2066 0.2066! -0.2066, -0.1881

Table 6.2.3 Critical Sensitivity Factors, Cruiser 2, Short Term




Primary (ULT) | B = 3.09] Isagging
x* lu* ¥ 5 n

Mu 4.33E+01/-1.85E+00; -0.5917, -0.5917 0.7078) -1.1467

Ms 4.91E+00! -3.30E-01! -0.1055; -0.1055 0.1055; -0.0348

Mw 347E+01; 1.86E+00 0.5968 0.5968| -0.42864! -0.70684

Md 1.45E+01! 1.15E+00 0.368 0.368) -0.41391; -0.23428

Kw 1.05E+00; 9.83E-01 0.3147 0.3147, -0.3147; -0.3094

Kd 7.72E-01! 6.86E-01 0.2194 0.2194! -0.2194] -0.1505

Secondary B= 1.73 sagging
x* u* Y 10 n

Su 1.51E+01{-1.04E+00; -0.5884{ -0.5884 0.6567! -0.6684

SMd 246E+01, -4.17E-01| -0.2356| -0.2356 0.24; -0.1076

Ms 4 99E+01! -2.18E-01 -0.123 -0.123 0.1231 -0.0268

Mw 3.13E+02| 9.49E-01 0.5361 0.5361! -0.47899| -0.33378

Md 1.30E+02! 6.64E-01 0.3746 0.3746! -0.4366! -0.11772

Kw 1.03E+00| 5.76E-01 0.3252] 0.3252] -0.32521 -0.1872

Kd 7.41E-01| 3.95E-01 0.2227 0.2227; -0.2227; -0.0879

Tertiary B= 2.39 sagging
x* u* Y d n

Su 1.63E+01|-1.42E+00, -0.5824| -0.5824 0.6716 -0.878

SMd 2.44E+01| -5.67E-01| -0.2333| -0.2333 0.239| -0.1414

Ms 4.95E+01} -2.76E-01] -0.1136! -0.1136 0.1136) -0.0314

Mw 3.27E+02} 1.35E+00 0.5569 0.5569| -0.4493| -0.49703

Md 1.37E+02| 8.94E-01 0.3679 0.3679! -042159| -0.17467

Kw 1.04E+00| 7.68E-01 0.3161 0.3161; -0.3161| -0.2428

Kd 7.56E-01| 5.33E-01 0.2193] 0.2193] -0.2193] -0.1 169!

Table 6.2.4 Critical Sensitivity Factors, Cruiser 2, Long Term
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Primary (ULT) | B =! 3.32 | hogging

x* u* | ly n
Mu 1.67E+02:-2 39E+00; -0.7138] -0.7138 09111 -1.7732
Ms 4.65E+01! 1.17E+00 0.3505!  0.3505| -0.3505] -04112
Mw 1.16E+02! 1.88E+00 0.5626 0.5626, -0.40255| -0.67231
Kw 1.04E+00, 7.57E-01] 0.2262 0.2262) -0.2262} -0.1713

|
] i

Secondary | B= 2.74 hogging

x* lu* ¥ n
Su 9.16E+00/-1.94E+00| -0.6994] -0.6994 0.858 -1.4222
SMb 1.73E+02] -7.06E-01| -0.2549] -02549] 02626, -0.1899
Ms 450E+02| 1.00E+00! 03618 03618 -03618] -03625
Mw 1.10E+03| 1.43E+00]  0.5156! 0.5156] -0.40856. -0.48296
Kw 1.03E+00] 6.13E-01/ 02215 02215 -02215 -0.1358

|
i |

Tertiary B= 421 hogging

x* u* Y a n
Su 1.04E+01!-2.89E+00] -0.6824| -0.6824 0.908! -2.0322
SMb 1.71E+02{-1.05E+00; -0.2488; -0.2488 0.2598! -0.2716
Ms 4.79E+02| 1.33E+00 0.3151 03151, -0.3151 -0.42
Mw 1.24E+03| 2.41E+00 0.5709 0.5709; -0.37093| -0.83595
Kw 1.05E+00] 9.18E-01 0.2172 02172 -0.21721 -0,1995

Table 6.2.5 Critical Sensitivity Factors, SL-7, Short Term
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Primary (ULT) 5 B=i 2.67 hogging
x* u* a Y n

Mu 1.75E+02{-1.94E+00: -0.7186) -0.7186 0.8818 -1.464

Ms 4 41E+01} 9.07E-01 0.3359 0.3359! -0.3359, -0.3046

Mw 1.27E+02 1.51E+00 0.5606 0.5606! -0.43512! -0.55378

Kw 1.03E+00] 6.41E-01 0.2376 0.2376; -0.2376| -0.1524

Secondary B =] 2.11 hogging
x* u* o ly n

Su 9.61E+001-1.50E+00| -0.7045| -0.7045 0.8311 -1.1303

SMb 1.74E+02| -5.48E-01! -0.2568: -0.2568 0.2629 -0.151

Ms 426E+02; 7.38E-01 0.3454 0.3454) -0.34541 -0.2548

Mw 1.22E+03, 1.10E+00 0.5137 0.5137] -0.44145| -0.37241

Kw 1.03E+00! 4.99E-01 0.2335 0.2335| -0.2335; -0.1164

Tertiary B= 3.58 hogging
x* u* a Y 1

Su 1.09E+01|-2.46E+00; -0.6829; -0.6829 0.8769 -1.745

SMb 1.72E+02| -8.97E-01 -0.249 -0.249 0.2584! -0.2332

Ms 4.56E+02| 1.08E+00 0.2991 0.2991) -0.2991] -0.3224

Mw 1.36E+03| 2.07E+00 0.5754 0.5754] -0.39649| -0.74459

Kw 1.04E+00§ 8.15E-01 022621 022621 -02262] -0.1844

Table 6.2.6 Critical Sensitivity Factors, SL-7, Long Term
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Primary (ULT) | | B =i 2.82 hogging

_ x* u* o Y 6 n

Mu 1.02E+02|-2.07E+00; -0.7255| -0.7255 0.9002 -1.569

Ms 3.33E+01! 1.19E+00; 04167/ 04167, -04167; -0.4946

Mw 6.66E+01! 1.43E+00 0.5034 0.5034! -0.39801| -0.47355

Kw 1.03E+00| 6.15E-01 0.2161 0.2161] -0.2161] -0.1329
|

Secondary | B= 0.57 hogging
x* u* o Y S n

Su 8.63E+00 -4.21E-01] -0.7045| -0.7045| 0.7475| -03717

SMb 1.01E+02] -1.54E-01, -0.2567] -0.2567| 0.2588 -0.0496

Ms 2.75E+02| 2.84E-01. 04748 04748 -0.4748] -0.1348

Mw 5 80E+02] 2.43E-01; 04061] 04061 -0.43698 -0.0162

Kw 1.01E+00| 1.30E-01] 02179] 02179 -02179| -0.0284

Tertiary B = 361 hogging
x* u* o Y 3 n

Su 1.10E+01]-2.53E+00, -0.6958] -0.6958 0.8985| -1.8241

SMb 9.76E+01| -9.22E-01| -0.2537; -0.2537; 0.2635| -0.2437

Ms 3.45E+02! 1.38E+00| 03798, 03798] -0.3798 -0.5243

Mw 7.00E+02; 1.87E+00| 0.5141 0.5141 -0.369, -0.61003

Kw 1.04E+00, 7.53E-01°  0.2072! 0.2072! -0.2072 -0.156

Table 6.2.7 Critical Sensitivity Factors, Tanker, Short Term
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Primar

, Ultimate Limit, Short Term

Primary, Ultimate Limit, Long Term

Ship | Cruiser 1 | Cruiser 2 SL-7 Tanker || Ship | Cruiser 1 | Cruiser 2 SL-7 Tanker
load sagging sagging | hogging | hogging | load | hogging | sagging | hogging | sagging
B 6.47 5.1 3.32 2.82 B 4.09 3.09 2.67 0.81
Mu -0.5791 -0.5766 | -0.7138 [ -0.7255 Mu -0.6422 | -0.5917 | -0.7186 | -0.7575
Ms -0.1313 -0.1148 0.3505 04167 Ms 0.1289 -0.1055 0.3359 0.1473
Mw 0.6277 0.6311 0.5626 | 0.5034 Mw 0.7089 0.5968 0.5606 0.5054
Md 0.3474 0.3495 #N/A #N/A Md #N/A 0.3680 #N/A 0.1942
Kw 0.2294 0.3009 0.2262 0.2161 Kw 0.2616 0.3147 0.2376 0.3142
Kd 0.2075 0.2081 #N/A #N/A Kd #N/A 0.2194 #N/A 0.1126

Secondary, Short Term Secondary, Long Term
Ship | Cruiser 1 | Cruiser 2 SL-7 Tanker || Ship | Cruiser 1 | Cruiser 2 SL-7 Tanker
load sagging sagging | hogging | hogging | load sagging | sagging | hogging | hogging
B 5.89 3.74 2.74 0.57 B 3.75 1.73 2.11 0.04
Su -0.5556 -0.5577 | -0.6994 | -0.7045 Su -0.5625 | -0.5884 | -0.7045 | -0.7137
SMx | -0.2226 -0.2233 | -0.2549 | -0.2567 | SMx | -0.2254 | -0.2356 | -0.2568 | -0.2601
Ms -0.1361 -0.1318 0.3618 0.4748 Ms -0.1205 | -0.1230 0.3454 0.4372
Mw 0.6173 0.6003 0.5156 | 0.4061 Mw 0.5985 0.5361 0.5137 0.4151
Md 0.3397 0.3538 #N/A #N/A Md 0.3529 0.3746 #N/A #N/A
Kw 0.2930 0.3029 0.2215 0.2179 Kw 0.3021 0.3252 0.2335 0.2440
Kd 0.2024 0.2109 #N/A #N/A Kd 0.2104 0.2227 #N/A #N/A
Tertiary, Short Term Tertiary, Long Term
Ship | Cruiser 1 | Cruiser 2 SL-7 Tanker || Ship [ Cruiser 1 | Cruiser 2 SL-7 Tanker
load sagging sagging | hogging | hogging [| load sagging sagging | hogging | hogging
B 5.86 4.38 4.21 3.61 B 3.71 2.39 3.58 2.30
Su -0.5551 -0.5579 | -0.6825 | -0.6958 Su -0.5625 | -0.5824 | -0.6829 | -0.6984
SMx | -0.2225 -0.2234 | -0.2488 | -0.2537 §| SMx | -0.2254 | -0.2333 | -0.2490 | -0.2546
Ms -0.1365 -0.1227 0.3151 0.3798 Ms -0.1210 | -0.1136 0.2291 0.1206
Mw 0.6175 0.6101 0.5709 | 0.5141 Mw 0.5978 0.5569 0.5754 0.5584
Md 0.3398 0.3468 #N/A #N/A Md 0.3534 0.3679 #N/A #N/A
Kw 0.293 0.2977 0.2172 0.2072 Kw 0.3025 0.3161 0.2262 0.2844
Kd 0.2025 0.2066 #N/A #N/A Kd 0.2107 0.2193 #N/A 0.1019

Table 6.2.9 Importance Factors for Critical Cases

Inspection of the results for the warships indicates a fairly consistent pattern, with the
wave bending moment being the most important, followed by the strength of the ship

(whichever is appropriate to the case) and the dynamic bending moment. There are only two

exceptions to this pattern in all of the critical cases. First, since the long term, primary

critical case for Cruiser 1 is a hogging wave case, there is no dynamic moment, and the load
combination factor (k,) moves into third place. the second exception is the reversal of the
wave bending moment and the strength variable for the long term secondary and tertiary
critical cases of Cruiser 2. Still, in all cases, the difference between the importance of the

strength and the wave moment is not very large. It appears that these are the two most critical

variables, with the weight of the other variables being much less in all cases.
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The situation for the commercial ships is a little different. Clearly, the most important
variable here is the strength, winning out by a large margin in every critical case for both
ships. For SL-7, this pattern continues with wave moment being the second most important
and the stillwater moment showing up as third in all critical cases. This order is very definite,
with substantial separation between the scores for the three. Typically, the determination of
the second and third leading variables for Tanker are somewhat more confused. Wave
bending moment is the second for two cases and third for two more. The wave load
combination factor also makes an appearance in the top three, being third in two cases. It is
interesting to note that, unlike the Cruiser 2 cases, k, shows up for Tanker in sagging cases.
Taking all of this into account, it appears that wave bending moment and stillwater moment
are second and third for Tanker (after the strength), as they are for SL-7 (see Table 6.2.10).

Cruiser 1 and Cruiser 2 SL-7 and Tanker
First wave bending moment (M,,) strength (My, S,2, or S, 3)
Second strength (My, S,», or S.3) wave bending moment (M,,)
Third | dynamic bending moment (M,) | stillwater bending moment (M;.,)

Table 6.2.10 Top Three Most Important Variables

A second important goal for the sensitivity analysis is to attempt to reduce the
complexity of the reliability problem by determining if any of the variables could be assumed
to be constant without appreciably degrading the accuracy of the analysis. To this end, it is
necessary to examine the sensitivity results for the critical cases, Tables 6.2.1 to 6.2.8. The
parameter of interest here is 1), the sensitivity of the safety index to fractional changes in the
standard deviation of the variable in question. If this value is very small, that means that the
variability of that parameter does not have a major impact on the reliability results.
Examining the twenty-seven critical case results shows that there is only really one possible
candidate for conversion to a deterministic parameter: the stillwater bending moment.

For the stillwater bending moment, 1} is very small in all of the critical cases for
Cruiser 1 and Cruiser 2. It is an order of magnitude smaller than the largest n’s and about
one third the size of the next largest . Thus, it is probably safe to assume that replacing the
random stillwater bending moment with a deterministic one would have little effect on the
reliability results for the naval vessels. This sort of assumption is not justified for the
commercial ships. In many of these cases, 1| for the stillwater bending moment is larger than
some of the other 1’s, and even of the same order of magnitude as the largestn’s in a few
cases.

From the perspective of one who has performed quite a few computer-based
reliability analyses of this type, the amount of effort saved in simplifying the analysis is not
really worth the effort required to justify the assumptions of non-variability. Simplifications
of this sort are important in reducing the complexity of a problem to a tractable degree if it is
to be done by hand, but are not necessary when performing the reliability analysis on a
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computer. It is a rather simple matter for the computer to deal with additional random
variables. Assuming that a characteristic value of the variable in question is available (as
would be needed anyway) and that some reasonable assumption can be made as to the
variables distribution and variation, it is a relatively simple matter to modify an existing
CALREL input file to accept the additional random variable. As far as computation is
concerned, additional variables do not pose a noticeable problem here either. The running
time of CALREL is only a few seconds (on a 486DX2-66 DOS PC), and there is no
discernible change in running time based on the number of random variables included in the
analysis.
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7. FATIGUE RELIABILITY ASSESSMENT

7.1  Background

In ship structure, fatigue failures are expected to occur first at welded joints or at
other points in the structure having “severe” stress concentrations. For this study, a fatigue
reliability assessment was performed for the following detail:

a) Cruiser 1 Hatch opening before and after modifications

b) Cruiser 1 Deck house corner before and after modifications

¢) Cruiser 2 Hatch opening

d) Cruiser 2 Deck house corner

e) Tanker  Stiffener welds parallel and perpendicular to the direction of loading

f) SL-7 Hatch opening corner before a