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1 Research Overview 

The work completed in the project dealt with the following areas of data compression and its 
applications: 

• the design and analysis of sophisticated methods for prediction based on data compression 
techniques, with applications to prefetching, caching, and locality management. 

• fast, practical, and code-efficient implementations of arithmetic coding and other coding 
methods, for use in text and image compression. 

• new methods for choosing motion vectors yielding substantially better rate-distortion tradeoffs 
for video compression in videoconferencing applications. 

Duke University recently filed a patent application [14] for the work on prediction. 

2 Research Accomplishments 

2.1    Optimal Prediction via Data Compression 
Prediction for caching and prefetching is very useful for speeding up access time to data on secondary 
storage. In [15], Prof. Vitter and then-graduate student P. Krishnan develop an optimal universal 
prefetcher in terms of fault ratio, with particular applications to large-scale databases and hypertext 
systems. The algorithms are novel in that they are based on data compression techniques that are 
both theoretically optimal and good in practice. They show for powerful models such as Markov 
sources and mth-order Markov sources that the page fault rates are optimal in the limit for almost 
all sequences of page accesses. 

In [12] the much stronger form of worst-case analysis is considered, and randomized algorithm 
is derived that is proven analytically to converge almost surely to the optimal fault rate in the worst 
case for every sequence of page requests with respect to the important class of finite state prefetchers. 
In particular, no assumption is made about how the sequence of page requests is generated. This 
analysis model can be looked upon as a generalization of the competitive framework, in that it 
compares an online algorithm in a worst-case manner over all sequences against a powerful yet 
non-clairvoyant opponent. It simultaneously achieves the computational goal of implementing our 
prefetcher in optimal constant expected time per prefetched page, using the optimal dynamic 



discrete random variate generator of Matias, Vitter, and Ni (Proc. 5th Annual SI AM/ACM Symp. 
Discrete Algorithms, January 1994). 

The more practical aspects of using data compression techniques for prefetching was recently 
patented by Prof. Vitter and coauthors [14] and is described in a later section. Adapting three 
well-known data compressors provides three simple, deterministic, and universal prefetchers. The 
prefetchers are simulated on sequences of page accesses derived from the 001 and 007 benchmarks 
and from CAD applications, and demonstrate significant reductions in fault-rate. Examined issues 
include cache replacement, the size of the data structure used by the prefetcher, and problems 
arising from bursts of "fast" page requests (that leave virtually no time between adjacent requests 
for prefetching and book keeping). The conclusion is that prediction for prefetching based on data 
compression techniques holds great promise. 

2.2 Arithmetic Coding 
Arithmetic coding, in conjunction with a suitable probabilistic model, can provide nearly optimal 
data compression. In [8] we show how arithmetic coding works and describe an efficient implemen- 
tation that uses table lookup as a fast alternative to arithmetic operations. The reduced-precision 
arithmetic has a provably negligible effect on the amount of compression achieved. We can speed 
up the implementation further by use of parallel processing. We discuss the role of probability 
models and how they provide probability information to the arithmetic coder. We conclude with 
perspectives on the comparative advantages and disadvantages of arithmetic coding. 

2.3 Lossless Image Compression 
In [7] we present a method for progressive lossless compression of still grayscale images that combines 
the speed of our earlier FELICS method with the progressivity of our earlier MLP method. We 
use MLP's pyramid-based pixel sequence, and image and error modeling and coding based on that 
of FELICS. In addition, we introduce a new prefix code with some advantages over the previously 
used Golomb and Rice codes. Our new progressive method gives compression ratios and speeds 
similar to those of non-progressive FELICS and those of JPEG lossless mode, also a non-progressive 
method. 

The image model in Progressive FELICS is based on a simple function of four nearby pixels. 
We select two of the four nearest known pixels, using the two with the middle (non-extreme) values. 
Then we code the pixel's intensity relative to the selected pixels, using single bits, adjusted binary 
codes, and simple prefix codes like Golomb codes, Rice codes, or the new family of prefix codes 
introduced here. We estimate the coding parameter adaptively for each context, the context being 
the absolute value of the difference of the predicting pixels; we adjust the adaptation statistics at 
the beginning of each level in the progressive pixel sequence. 

2.4 Text Compression 
We give a detailed algorithm for fast text compression in [9]. Our algorithm, related to the PPM 
methods, which are the state-of-the-art methods for maximum text compression, simplifies the 
modeling phase by eliminating the escape mechanism, and speeds up coding by using a combination 
of quasi-arithmetic coding and Rice coding. We provide details of the use of quasi-arithmetic code 
tables, and analyze their compression performance. Our Fast PPM method is shown experimentally 
to be almost twice as fast as the PPMC method, while giving comparable compression. 

The novel idea explored in [13] is re-representing the alphabet so that a representation of a 
character reflects its properties as a predictor of future text. This enables us to use an estimator from 
a restricted class to map contexts to predictions of upcoming characters. We describe an algorithm 
that uses this idea in conjunction with neural networks. The performance of this implementation is 



compared to other compression methods, such as UNIX compress, gzip, PPMC, and an alternative 
neural network approach. 

2.5 Video Compression and Rate Control 
In [5] we compare methods for choosing motion vectors for motion-compensated video compression. 
Our primary focus is on videophone and videoconferencing applications, where very low bit rates 
are necessary, where the motion is usually limited, and where the frames must be coded in the 
order they are generated. We provide evidence, using established benchmark videos of this type, 
that choosing motion vectors to minimize codelength subject to (implicit) constraints on quality 
yields substantially better rate-distortion tradeoffs than minimizing notions of prediction error. We 
illustrate this point using an algorithm within the p x 64 standard. We show that using quadtrees 
to code the motion vectors in conjunction with explicit codelength minimization yields further 
improvement. We describe a dynamic-programming algorithm for choosing a quadtree to minimize 
the codelength. Current research is aimed at heuristics for speeding up the processing time and 
use of similar ideas for gaining improvements in static image compression. More recent work [6] 
gives a fast, practical implementation of the optimizations mentioned earlier, and in some cases it 
even achieves better rate-distortion performance than the computationally-intensive approach. 

2.6 Machine Learning 
In [2] we introduce a new technique which enables a learner without access to hidden information 
to learn nearly as well as a learner with access to hidden information. We apply our technique to 
solve an open problem of Maass and Turän. We describe analogous results for two generalizations 
of this model to function learning, and apply those results to bound the difficulty of learning in 
the harder of these models in terms of the difficulty of learning in the easier model. We bound the 
difficulty of learning unions of k concepts from a class F in terms of the difficulty of learning F. We 
bound the difficulty of learning in a noisy environment for deterministic algorithms in terms of the 
difficulty of learning in a noise-free environment. We apply a variant of our technique to develop 
an algorithm transformation that allows probabilistic learning algorithms to nearly optimally cope 
with noise. A second variant enables us to improve a general lower bound of Turän for the PAC- 
learning model (with queries). Finally, we show that logarithmically many membership queries 
never help to obtain computationally efficient learning algorithms. 

In [4], we consider the problem of learning real-valued functions from random examples when 
the function values are corrupted with noise. With mild conditions on independent observation 
noise, we provide characterizations of the learnability of a real-valued function class in terms of 
a generalization of the Vapnik-Chervonenkis dimension, the fat-shattering function, introduced 
by Kearns and Schapire. We show that, given some restrictions on the noise, a function class is 
learnable in our model if and only if its fat-shattering function is finite. With different (also quite 
mild) restrictions, satisfied for example by gaussian noise, we show that a function class is learnable 
from polynomially many examples if and only if its fat-shattering function grows polynomially. We 
prove analogous results in an agnostic setting, where there is no assumption of an underlying 
function class. 

In [3] a new general-purpose algorithm is developed for learning classes of [0, l]-valued functions, 
and a general upper bound on the expected absolute error of this algorithm in terms of a scale- 
sensitive Vapnik dimension is derived. We apply this result to obtain new upper bounds on packing 
numbers in terms of this scale-sensitive notion of dimension. We obtain new bounds on packing 
numbers in terms of Kearns and Schapire's fat-shattering function. We show how to apply both 
packing bounds to obtain improved bounds on the sample complexity of agnostic learning. 

In [11] we develop a provably optimal and computationally efficient algorithm for the rent-to- 



buy problem and evaluate its practical merit for the disk spindown scenario via simulation studies. 
Our algorithm uses 0(\/i) time and space, and its expected cost for the tth resource use converges 
to optimal as 0(\/logt/t), for any bounded probability distribution on the resource use times. 
Alternatively, using 0(1) time and space, the algorithm almost converges to optimal. We describe 
the results of simulating our algorithm for the disk spindown problem using disk access traces 
obtained from an HP workstation environment. We introduce the natural notion of effective cost, 
which merges the effects of energy conservation and response time performance into a single metric. 
We show that our algorithm is best in terms of effective cost for almost all relevant parameters 
by 6-25% over the optimal online algorithm in the competitive model. In addition, our algorithm 
reduces excess energy by 17-60%, and when compared against the 5 second threshold reduces excess 
energy by 6-42%. 

In [10] we present a natural online matching problem motivated by problems in mobile com- 
puting. A total of n customers connect and disconnect sequentially, and each customer has an 
associated set of stations to which it may connect. Each station has a capacity limit. We allow 
the network to preemptively switch a customer between allowed stations to make room for a new 
arrival. We wish to minimize the total number of switches required to provide service to every cus- 
tomer. When each customer can be connected to at most two stations, some intuitive algorithms 
have lower bounds of tt(n) and ti(n/logn). When the station capacities are 1, there is an upper 
bound of 0(y/n). When customers do not disconnect and the station capacity is 1, we achieve a 
competitive ratio of O(logn). There is a lower bound of 0(i/n) when the station capacities are 2. 
We present optimal algorithms when the station capacity is arbitrary in special cases. 

In the load balancing problem, which we study in [1], there is a set of servers, and jobs arrive 
sequentially. Each job can be run on some subset of the servers, and must be assigned to one 
of them in an online fashion. Traditionally, the assignment of jobs to servers is measured by the 
norm; in other words, an assignment of jobs to servers is quantified by the maximum load assigned 
to any server. In this measure the performance of the greedy load balancing algorithm may be a 
logarithmic factor higher than the offline optimal. In many applications, the norm is not a suitable 
way to measure how well the jobs are balanced. If each job sees a delay that is proportional to the 
number of jobs on its server, then the average delay among all jobs is proportional to the sum of the 
squares of the numbers of jobs assigned to the servers. Minimizing the average delay is equivalent 
to minimizing the Euclidean (or L2) norm. For any fixed p, 1 < p < oo, we show that the greedy 
algorithm performs within a constant factor of the offline optimal with respect to the Lp norm. 
The constant grows linearly with p, which is best possible, but does not depend on the number of 
servers and jobs. 

3 Patents 

The more practical aspects of using data compression techniques for prefetching was recently 
patented by Prof. Vitter and coauthors [14]. The authors adapting three well-known data compres- 
sors to get three simple, deterministic, and universal prefetchers. The prefetchers are simulated on 
sequences of page accesses derived from the 001 and 007 benchmarks and from CAD applications, 
and demonstrate significant reductions in fault-rate. Examined issues include cache replacement, 
the size of the data structure used by the prefetcher, and problems arising from bursts of "fast" 
page requests (that leave virtually no time between adjacent requests for prefetching and book 
keeping). The conclusion is that prediction for prefetching based on data compression techniques 
holds great promise. 
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