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Probabilistic Modeling of Software Reliability

Grant # F49620-94-1-0130 research on software reliability was designed to
answer three software management questions: given a test history consisting of a
record of times of software failures together with the type of failure that occurred at

each failure time,
e How many faults of each type remain in the software?

e How much additional time on test is required to uncover a pre-specified number

of faults?

e If testing continues for say, T more units of time, how many faults of each type

will be observed?

In contrast to most probabilistic models of software reliability that appear in the
literature, the models employed generate answers to these questions explicitly
account for distinctions among types of faults and allows computation of predictive
distributions of the number of each type of fault remaining subsequent to a test
history. This is a particularly important generalization that allowed us to model
NASA/GODDARD Software Engineering Laboratory data describing the results of
testing of a large software system for which NASA/GODDARD software engineers
classified faults into six distinct fault types and recorded the number of each type of
fault found during discrete intervals of time on test during each of several test

phases.
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Both Bayesian and non-Bayesian approaches to inference and prediction were
adopted in this research. Fault occurrence was modeled as follows: Numbers
Ni,....,Ng of faults of type 1,...,K are generated by a super-population process. Then
a finite population composed of N; faults of type i=1,....K is successively sampled.
Successive sampling captures reliability growth. Neither parameters of the super-

population process, nor those of the finite population, are known with certainty.

The non-Bayesian approach to inference and prediction employed unbiased
estimation procedures. These procedures were shown to be asymptotically equivalent
to a form of conditional maximum likelihood estimation. A Monte Carlo study of
the behavior of unbiased and of conditional maximum likelihood estimators in the
presence of small samples was conducted. Both performed reasonably well, even for

very small samples. [1]

The Bayesian approach requires assigment of a prior distribution to parameters
of both the super-population process generating the number of faults of each type
residing in the software and to the parameters that generate times to discovery of
faults of each type once the number of each type is fixed. Then both posterior-to-the-
data distribution of these parameter sets, calculated via Bayes Theorem, as well as
post-data predictive distributions are computed. In particular, predictive distributions
for the number of faults of each type remaining, for the number of faults to be
observed in an additional fixed time on test interval, and for the incremental time on
test to discovery of a pre-specified number of faults are computed. Markov Monte
Carlo Methods are employed to carry out computation of Bayesian post-data

predictive distributions. They are the key to feasible time computation.

Numerical results, including predictive distributions based on
NASA/GODDARD Software Engineering Laboratory acceptance test phase data
were presented in an invited talk in September 1995 at the Third World Meeting of
the International Society for Bayesian Analysis in Oaxaca, Mexico and in an invited
talk at the Spring meeting of the Institute for Operations Research and Management
Science in Washington DC in May 1996. These particular post-data predictive




distributions required evaluation of 11-dimensional integrals. Gibbs and griddy

Gibbs Markov Chain Monte Carlo sampling schemes were employed to this end.

Once post-data predictive distributions can be calculated, it is possible to do
predictive validation of the structure of the underlying data generating process
model. This is done by splitting test data into an early sample and a /ate sample. The
early sample is combined with a prior distribution on parameters and, in turn, a post-
early sample predictive distribution of the number of faults of each type that will be
discovered with additional time on test corresponding to that of the late sample is
computed. Predictive estimates of the number of each fault discovered in the late
sample are then compared with observed numbers of faults in the late sample.
Predictive validation was done using NASA/GODDARD acceptance phase data.[3]

An exposition of the Bayesian approach is given in [3]. This paper is being
revised to incorporate a study of the role of reference priors [4] on predictive
distributions for number of faults of each fault type remaining in the software after

completion of a test phase
Ongoing research tasks are:

1) Extension of predictive validation testing to other test phases.

2) Study how covariates such as time to correct a fault might be incorporated

into the model.

3) Recast the finite population successive sampling scheme to capture

reliability decay as well as reliability growth.




References

[ 1] Kaufman, G. M. (1996) Successive Sampling and Software Reliability.
J. Stat. Planning and Inference , Vol. 49, pp. 343-369.

[ 2] Tanner, M.A. (1993) Tools for Statistical Inference: Method for the
Exploration of Posterior Distributions and Likelihood Function. Springer-

Verlag , 2nd Ed.

[ 3] Kaufman, G.M. (1995) Bayes, Empirical Bayes and Software
Reliability. In progress. Presentations at Third World Meeting of the
International Society for Bayesian Analysis, Oaxaca, Mexico, October
1995 and at the Institute of Management Science and Operations Research
Spring Meeting in Washington DC, May 1996

[ 4] Berger, J.O. and Bernardo, J.M. (1992) “Ordered Group Reference Priors

with Application to the Multinomial Problem” Biometrika, Vol. 79, No. 1, pp 25-
37.



