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Abstract 

The goal of this program was to develop a methodology for predicting fatigue lives of 

structural alloys based on their microstructural characteristics and mechanical properties. 

Such methodology has been successfully implemented and verified by predicting fatigue 

lives of the four different variants of the aluminum airframe 7050-T7451 plate alloy and, 

with modifications, of the butt welds of the ship hull HSLA-80 steels. The key features of 

the method is the assumption that the incipient fatigue crack size distribution is related to 

the size distribution of the bulk material flaws through the statistics of extreme. When 

combined with the Monte-Carlo (MC) crack growth model the extreme value estimates of 

the initial crack sizes gave excellent predictions of the fatigue lives of the 7050-T7451 

alloy for samples both with and without stress concentrators. The specially for this 

purpose developed MC model utilized initial crack size distribution, crack location, 

crystallographic texture on the crack path and crack deflections as the random variables. A 

modified, closed-form three-parameter version of the model  has been proposed for the 

butt welds of the HSLA-80 steels. This version, with parameters obtained based on the 

constant amplitude data, showed outstanding predictive capabilities for the samples with 

welds subjected to the variable amplitude loading conditions. Both versions of the model 

represent very useful and economical alternative to the lengthy fatigue testing programs. 

They allow for rapid differentiation between fatigue qualities of different material variants 

and on the parametric studies of the effects of the microstructural variables on fatigue 

lives. The methodology should    instrumental in aiding alloy designers and    process 

engineers in optimizing alloy microstructures for fatigue performance. Additional benefits 

of the program included development of the first ever detailed data-base on the 7050- 

T7451 alloy which contains information on    (1) particle, pore, grain, subgrain and 

precipitate sizes, shapes, volume fraction, spatial distributions and their gradients, (2) 

complete fractographic data on the crack path characteristics of the 7050 alloys including 

types and size distributions of the fatigue crack initiating features and (3) a set of 

composite forty fractographs documenting types of fatigue failures in the HSLA-80 steel 

weldments subjected to both constant and variable amplitude loading conditions. 
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Introduction 

The demands for reliable estimates of both average fatigue lives and life 

distributions of metallic structures is very pressing in many areas. The most apparent ones 

are design of the new and maintenance of the old and aging aircraft [1,2,3]. Dependable 

estimates of fatigue lives of the airplane structures can significantly lower structures 

weight and lessen the economic burden associated with the maintenance costs. In spite of 

these needs, the microstructure based models which have potential to offer the most 

accurate predictions of life expectancy variations, instead of only average lives, are still in 

the infancy stage [4,5]. The models which are currently used are mostly phenomenological 

in nature and their predictive capabilities depend on several parameters that have to be 

determined through testing [6,7]. The microstructure either does not explicitly enter those 

descriptions or it is accounted for through phenomenological quantities such as 

characteristic length or scaling parameters. As a result, substitution of a new alloy for the 

old one, or modifications of the alloy microstructure through processing, requires series of 

expensive tests to determine new values of all parameters. 

The goal of this program was to develop a microstructure based stochastic fatigue 

life predictions model for the materials used in the naval airframe applications and explore 

the possibility of using this model for predicting fatigue lives of the ship hull steels. The 

airframe material selected for this work was aluminum 7050-T7451 plate alloy. This alloy 

has been recently intensively studied with the focus on the improvement of its fatigue 

durability [8,9,10]. Results showed that although most of the mechanical properties of the 

slightly different alloy variants are practically the same, there are large differences in 

fatigue lives and fatigue cracks initiation sites between the variants [11,12]. This suggests 

that microstructural differences may be responsible for differences in fatigue performance. 

7050-T7451 alloy indeed contains small volume fractions of micropores and constituent 

particles which are detrimental to its fracture response and fatigue life. In addition, when 

made as a plate, it is known to have microstructural gradients. The sizes and/or spacing of 



the micropores and constituent particles are then not only non-uniform but also change 

with the position within the plate. Any attempt to obtain meaningful correlation of the 

microfeatures dimensional characteristics with mechanical properties requires then 

quantification of not only their average sizes, but also their size and spatial distributions, 

shapes, orientations and volume fractions. The 7050-T7451 plate alloy is then an ideal 

material to test the capabilities of the microstructure characterization techniques for life 

prediction models and the models themselves. Consequently, the main technical goals of 

the program were: 

1. Ascertain microstructural features relevant to fatigue in aluminum 7050-T7451 plate 

alloys and develop quantitative techniques for their characterizations. 

2. Characterize initial microstructures and accumulation of microstructural fatigue 

damage in aluminum 7050-T7451 plate alloys. 

3. Formulate and test scaling relationships and models relating relevant microstructural 

characteristics with the accumulation of fatigue damage and reliability of aluminum 

7050 alloys. 

4. Expand predictive capabilities of the life prediction and microstructural 

characterizations methodologies developed for aluminum alloys to HSLA ship hull 

steels. 

Since the developed models would be directly linked to the microstructural characteristics 

controlling fatigue performance, they would have impact in the two important areas. First, 

they would allow for the prediction of the fatigue life variations from microstructural 

characteristics of the starting material and from its mechanical properties. This opens the 

possibility of eliminating the need for fatigue tests for similar alloys. Secondly, they will 

provide ranking of microstructural features responsible for the deterioration of the alloy 

fatigue quality, therefore will be instrumental for the development of more reliable 

microstructure based material acceptance criteria. 



Part I: Fatigue of 7050 Alloys 

The materials investigated in this program included four variants of the 7050- 

T7451 aluminum plate alloy which is an airframe alloy used in the Navy fighter planes. 

This alloy contains nominally 6.2 w/o Zn, 2.3 w/o Cu, 2.2 w/o Mg and 0.12 w/o Zr. It is 

primarily used in the overaged and partially recrystallized conditions. The first two 

investigated variants were manufactured as 6" plates and designated as the old and new 

alloys (or pedigrees). Their microstructural characterizations have been performed earlier 

in the program. The two remaining variants were designated as the low porosity and thin 

plate alloys. The low porosity alloy was also manufactured as 6" plate but had reduced 

pore volume fractions and sizes. The thin plate alloy was made as a 1" plate. The reason 

for using these particular four alloy variants was to facilitate tests of fatigue life 

predictions methodologies on the same bulk matrix material with different types of the 

crack nucleation sites. In the old alloy the fatigue failures were expected to initiate 

predominantly from large pores while in the new one from constituent particles. In the 

thin plate and low porosity plate alloys, it was anticipated that the fatigue cracks would 

nucleate either at constituent particles or as the Stage I failures. Basic mechanical 

properties of the alloys are summarized in Table I. 

All fatigue testing of the alloys were performed at Alcoa Laboratories. The tests 

were run on the two types of samples shown in Figure 1. The smooth samples were used 

to obtain the data compatible with the standard fatigue S-N tests, while the open-hole 

specimens were to simulate loading condition similar to those of the bolt holes in aircraft 

parts. All samples were cut from plate centers, had LT orientation and were tested under 

constant amplitude loading with R- value of 0.1 and frequency of 10 Hz for smooth and 

30 Hz for the open hole samples. For smooth samples the maximum stresses were 

between 50 to 70% of the yield strength (equal 455 MPa) and for the open hole ones 

they were between 20 to 50% of the yield strength. The maximum stress levels and the 



number of samples tested at each level are listed in Table II. Details on the fatigue testing 

procedure can be found in Alcoa team reports [13]. 

Characterizations of Bulk Material 

Our material characterizations involved (1) metallographic study of the bulk 

material and (2) fractographic examinations of broken fatigued samples. The 

metallography included measurements of the size and spatial characteristics of pores, 

constituent particles, grains, subgrains and grain boundary precipitates on planes and 

locations indicated in Table III and Figure 2. The fractographic examinations were used 

to identify the fatigue nucleation sites, determine the types and sizes of the fatigue crack 

nucleating features and to find the distributions of microstructural features along the crack 

path. 

Metallography 

Methodologies 

Grains and Subgrains 

The grain structures were characterized in the old and new alloys. All 

measurements were made on all three planes shown in Figure 2 and at the plates surface, 

quarter depth and center locations. The characterizations included estimations of the grain 

(1) shapes, (2) orientations, (3) recrystallization levels and (4) size distributions. The 

magnification used was lOOx and the averages were based on the data for at least 290 

grains for each section. Characterizations of subgrains were limited to the TL plane at the 

center of the plate in the new alloy. 

The grain sizes, shapes and orientations were quantified using a new version of 

the linear intercept method developed by us during the first two years of the program. 

The details of the method can be found in our previous reports [14,15] and in two papers 



[16,17] attached as Appendix B and C. The key element of this method is the 

measurement of the grains average intercept lengths, L/a), at a scan angle a. L/a) is 

defined as[16]: 

L^a) = 777T        eq- * H2{a) 

where A is the grain cross-section area and H2(a) its tangent height, equal to the grain 

projected length on the direction perpendicular to the scan lines. The grain size, Lu or D, 

is defined as the average L/a) for scan angles from 0 to 180°: 

~ TTA 7lA 
D = L»=T7« = T       eq2 

The same size definition were used later for pores and constituent particles. 

The grain shapes were characterized using the aspect ratios and a dimensionless 

shape factor SI [16]. In this case it was necessary to use a normalized average intercept 

length, d, defined as: 

„ = ^M- eq.        3 
max ^(a; 

0<a<180 

The shape factor was subsequently defined as the area under the d vs. a curve : 

SI = — f 4a) da    eq. 4 

where a is the curve period. Such defined SI is equal to one for a circle, it decreases with 

increasing object aspect ratio and is independent of both the object size and its orientation 

with respect to the scan lines. The expressions for SI for regular and elongated polygons, 

circles and ellipses can be found in Appendix C. The d vs. scan angle curves were also 

used in an attempt to describe grain shapes with spherical harmonics functions [18,19,20]. 



Grain alignment was quantified using two ancillary shape factors [21,16]. The first 

of them, called global or SIg, was equal to the area under the d-a curve obtained using 

standard scanning method. The second shape index, called the average or SIavg, was 

defined as the area under the d-a plot obtained by artificially aligning all grain major axes, 

hence eliminating orientation effect. To illustrate the difference let's assume that two 

elliptical grain sections are rotated with respect to each other. Their individual d-a curves 

will have a phase difference, hence their average will reflect both the shapes and the 

relative orientations of both grains. The area under that curve, which is the global shape 

index, SIg, increase with increasing particle misalignment and approaches one for a 

statistically random structure of several elliptical grains. The true average shape index for 

all grains can be obtained by constructing and average d-a curve for grains aligned along 

their maximum L2(a) directions. We defined the area under such curve as SIavg. Since 

SIaVg does not contain the information about particle orientation, comparing it to SIg allows 

seperation of the shape and orientation effects through the orientation factor, Q, defined 

by us as: 

1-5/, 
Q -   g— eq. 5 

Hence, Q increases from zero to one when the grain structures changes from random to 

perfectly aligned [16]. Similar parameter used to describe the degree of alignment is the 

ratio of the total length of oriented lines in the microstructure to the total length of all 

lines, Qi,2 [21]. This ratio was introduced by Saltykov and for our case it is equal to [21]: 

L2(a = 0) - L2(a = 90) 

'u       L2 (a = 0) + 0.571 L2 (a = 90) 
o    =        ^"    "'    ^2V"    ™' eq. 6 

The fii>2 is zero for a random structure and approaches one for structure with highly 

oriented and elongated grains. However, it is not guaranteed that the structure is random 

when fli,2 is zero because eq. 6 is strictly valid only for the partially oriented straight lines 

and not curves. We therefore prefer Q defined by eq. 5, as a more precise measure of the 

particle alignment. 



Since old and new alloys were partially recrystallized, their recrystallization levels 

were assumed to be equivalent to the area fractions of the recrystallized grains. The 

recrystallized grains were identified as the ones which were (1) elongated and positioned 

along the grain boundaries of the equiaxed ones, (2) appeared lighter under the optical 

microscope due to the absence of the subgrain networks and (3) contained more 

constituent particles. 

Particles and Pores 

Both particles and pores were measured at the center plate locations on the TL, ST 

and LS planes in all alloy variants and, additionally, at the surface and quarter depth 

location for the old and new alloys, Table III. All characterizations included 

quantifications of the global descriptors such as volume fractions, spatial distributions and 

alignments and the measurements of the characteristics of the individual features, such as 

sizes, shapes and orientations. 

All metallographic samples were prepared by mechanical grinding to a surface 

finish of 600 grit using wet SiC paper, followed by polishing on a felt wheel with 1 urn 

and then 0.25 urn diamond pastes mixed with ethanol. This procedure provided a clean 

surface with little or no particle pull-outs. Measurements of porosity and constituent 

particles were made from the optical microgaphs taken from as-polished specimens to 

avoid distortions of shapes and number-densities by etching. A few SEM micrographs 

were also taken and used in characterizing particle shapes. 

The magnifications used was 900X for the old and new alloys and 100X for the 

low porosity and thin plate variants. The 900X was chosen as a compromise between 

efficiency and accuracy. It gave resolution limit in the order of 0.5 urn, and allowed for 

detection of about 2000 constituent particles on a scan area of the order of 1.2 mm2 for 

each of the nine test planes. The number of pores detected at 900X in the alloys was 



about 190, which corresponds to a search area of-2.5 mm2 for each plane. The area 

examined for pores in the old and new alloys was twice that for the constituents because 

of the pores' lower volume fractions. The magnification used for the low porosity and thin 

plate alloys was changed to 100X to improve statistical accuracy of the results. Lower 

magnification assures (1) increased size of the search area, (2) detection of ample number 

of large particles and pores and (3) improvement of the accuracy at the right tail of the 

particle and pore size distributions. The resolution limit was in this case about 5 urn for 

each of the three characterized plane sections in the low porosity and thin plates the scan 

area was in the range of 20 mm2 which resulted in the detection of from 20 to 90 pores 

and from 200 to 1200 particles per section. As will be discussed later in the report, the 

change in the resolution limit did not adversely affect the fatigue relevant region of the size 

distribution. 

The micrographs obtained from the metallographic examinations were digitized 

and saved as image files for subsequent analysis using our custom-made image analysis 

program. The program measured linear intercepts, determined individual and average 

pore and particle shapes, orientation indices, aspect ratios and volume fractions. It also 

estimated parameters of the normal and lognormal approximations of the size 

distributions[22], constructed tessellation cell networks (described in sections dealing 

with spatial distributions) and analyzed particle spatial distributions. The particle and pore 

sizes and shapes on plane sections were measured using the same methods as for the 

grains [16, 23, 24, 25, 26]. Size differences between the alloys have been quantified using 

the standard one-factor analysis of variance (ANOVA). 

True Three-Dimensional Size Distributions 

Complete characterization of the second phase features requires estimation of their 

true three-dimensional (3-D) size and spatial distributions. There are number of 

techniques suitable for this purpose with the earliest dating back to 1925 [27]. Exhaustive 

review of all pre-1970s methods have been given by Underwood [23]. Among the 

proposed methods the DeHoff 's approach [28] allows for the estimation of the size 



distribution of cylindrical ellipsoids and DeHoffand Bousquet [29] method for the 

estimation of size distribution of triaxial ellipsoids from their linear intercepts. However, 

the use of both methods is not always justified because they require that all ellipsoids have 

the same shape. Since particles in the engineering materials are not always ellipsoidal and 

do not always have identical shapes, these method should be used with caution. 

In the 1980s, a number of stereological methods for obtaining 3-D distributions for 

arbitrary oriented particles with different shapes have been proposed [30,31,32,33,34,35]. 

The point-sampled intercept method (PSBVI), which gives only the average value and not 

the distribution, was one of them [36,37,38]. Its advantage was that it did not required 

assumption about particle shapes[30]. The basic averaging formula used by PSEVI has the 

form: 

71   -3 

vv=y/0      eq. 7 

which relates vv, the volume-weighted average particle volume, to /„, the point-sampled 

intercept length. Although eq. 7 gives an unbiased estimate of the average particle 

volume, it is important to emphasize that Vu is not a conventional number average Vn, but 

a volume weighted average calculated as: 

2>.2 

Vo = ^^ = ^—       eq. 8 

Vn £u. 

["*] _   .-=! 

i=l 

where vi's are volumes of individual particles. Although PSEVI method needs no 

assumption about the particle shapes it requires isotropic structure^ 7].   A very general 

method for estimating 3-D distributions of sizes and shapes from size measurements made 

on plane sections has been recently proposed by T. -S. Liu et al. [39]. The features were 

modeled in this case as prolates or oblates with variable aspect ratios and orientations (the 

method reduces to that of DeHoff [28] for particles with identical shapes).   Karlsson and 

Sandstrom [40] proposed similar method for evaluating 3-D size distribution of inclusions 



from their 2-D sections. They assumed that all inclusions were ellipsoidal, had non- 

cylindrical symmetry and that they were aligned and had identical shape factors . 

We have implemented two procedures for transforming 2-D particle and pore 

measurements into their 3-D size distributions. The first procedure assumed that all 

measured features were ellipsoidal, had identical aspect ratios but varied in sizes. A 

program developed for this purpose generated a 3-D model microstructure with the 

ellipsoids randomly placed in space. The program then sectioned the model sample along 

TL, LS and ST planes, estimated the ellipsoid intercept lengths for each plane and 

compared result with the experimental data for the 7050 alloys. The mean and the 

standard deviation of the ellipsoids size distribution was then adjusted to minimize the 

normalized error, R   defined as: 

1    14- ,, ^Uli  s2   ,  / A°UI,i  x2 ■ _ -)2+(   ~^')2)        eq.9 
£=1       M-L//,exp,i aUIfixp,i 

where Au.LII and ACTLII are the differences between the means and standard deviations of L„ 

for the experimental and simulated microstructures and HLII>exPiiand aLIIexp4are the mean and 

standard deviation of the experimental L„. The i = 1, 2 and 3 correspond to the ST, LS 

and TL planes respectively. The ellipsoids in the model were assumed to be the best 

approximation for the particles or pores in the real alloy for the minimum Re. We note 

that the expression for Re is not unique and other forms could be also be used. 

The input to the 3-D numerical model includes ellipsoid (1) size distribution, (2) 

spatial distribution and (3) alignment. Each ellipsoid is described by the largest samiaxes, 

A, and two aspect ratios A/B and A/C where B and C are ellipsoid minor semiaxes. The A 

values are generated according to either normal or lognormal distribution, depending 

which gives the better fit [41].   The aspect ratios are adjusted from 1 to oo to 

accommodate the shapes varying from a sphere to a line. To generate random spatial 

dispersion of ellipsoids, the coordinates of the center of each ellipsoid are independently 

and randomly selected within the specimen volume. Each location is then checked for 

10 



overlapping and if overlapping takes place, the location is rejected and a new random 

location generated again. The spatial distribution of the ellipsoids is therefore not exactly 

random but pseudo or non-intersecting random. The orientations of ellipsoids are also 

independently and randomly chosen and they can be varied from 100% aligned to random. 

The degree of alignment is assumed to be known a priori, and treated as an input 

parameter. The randomness of the generated microstructures has been tested by 

comparing characteristics of the simulated microstructure consisting of 1,000 identical 

spheres with the theoretical expectations. In particular, the theoretical average intercept 

length L3 is for spheres equal [23]: 

L, = = — eq. 10 
^      S      3 

where V, S and r are sphere volume, surface area and radius respectively. The difference 

between L3 obtained from eq. 10 and the one obtained for our model microstructures 

differed be no more than 2.9%. 

The second procedure for the 2-D to 3-D size conversions was based on the 

DeHoffs two-parameter distribution method [23,42]. This particular methodology, and 

its extension, are described in details in Appendix D and E. It was selected because it is 

compatible with the fatigue models demand for the continuous flaw size distribution 

functions[43]. The pores and particles were again assumed as the same-shape triaxial 

ellipsoids and their 3-D size distributions were assumed a priori as lognormal, as 

supported by numerous experimental evidences [44]. It was also expected that they could 

have either random orientations or be partially aligned with one major axes parallel to the 

rolling plane normal, Appendix D Figure la. Since each of these cases require slightly 

different formulas for 2-D to 3-D conversions, they will be dealt with separately below. 

For the same-shape particles or pores randomly orientated in space the procedure 

for estimating moments of their lognormal size distributions is well known. It was 

developed by DeHoff [44] and it requires measurement of the three standard 

microstructural characteristics, namely 

11 



NA - the number of particles per unit area, 

NL - the number of particle intercepts per unit length of a random test line, 

Pp - the fraction of random points within the phase of interest. 

Knowing NA, NL and PP for particles or pores allows for the estimation of the parameters 

of the true 3-D lognormal size distributions from expressions: 

\6k25k15 

In ft D =-2.5lnNA +4\nNL-l.5lnPp +ln( x-—±-)       eq. 11 

2k2 

\n2aDa =\nNA-2lnNL+\nPP+\n(—j-) eq. 12 

where and juDa are aDa the geometric mean and geometric standard deviation of the 3-D 

maximum diameters and k,, k2 and k3 are the unitless shape factors, dependent on the 

feature shape. The shape factors represent proportionality constants in the relations [44]: 

Dv = kxa eq. 13 

S = k2a
2 eq. 14 

V = k3a
3 eq. 15 

where Dv, S and Fare the average feature caliper diameter, surface area and volume, 

respectively and a is a measure of feature size. To find these shape factors for triaxial 

ellipsoids one needs explicit forms of relations 13 to 15. From the three, only the ellipsoid 

volume can be expressed in a close form as: 

V=?rDaDbDe = Z--2L- eq.16 
6 6 qabqac 

where Da, Db and Dc, are ellipsoid diameters, Appendix D Figure la, and qab and qac are 

aspect ratios 

^=^T eq. 17 
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Da 

D. 
eq. 18 

Comparing equations 15 and 16, assuming a =Da, gives: 

K 

^lablbc 

eq. 19 

The caliper diameter, Dv, can be calculated precisely only from the integral form. 

However, a good approximation ofthat integral is a formula [45, 46]: 

Dv=-(Da+Db+Dc) 
D. 

y 9 ab        <laoJ 
eq. 20 

which gives an error of the order of only 3%. Consequently, 

MI1+_L+-L 
3V     q*     qacJ 

eq. 21 

The expression for the triaxial ellipsoid surface area is also implicit, but the following 

formula: 

s = M 
D+Dh+Dr nDl f 1        1 A 

1 + + 
V qab        QacJ 

eq. 22 

is recommend by us as an adequate approximation. The last shape factor is then equal to: 

k2 = 
n \2 

eq. 23 

Knowing A,'s, the geometric mean and standard deviation of ellipsoid diameters can be 

obtained from eqs. 11 and 12. Subsequently, the average maximum diameter Da, volume 

density Ny, and volume fraction/ can be estimated from expressions[44]: 

Da = MD. 
exP| 2ln2 °Da 

eq. 24 
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N
APP    kl 

Nv =    \"    ,3
2,       eq. 25 

f = PP eq. 26 

All that is required to find the characteristics of the randomly oriented same-shape triaxial 

ellipsoids are then the values of NA, NL and PP and the aspect ratios qab and qac. The first 

three quantities are readily available from the measurements on the random planes. The 

same holds for aspect ratio qab, equal to the largest aspect ratio observed for the plane 

sections. The second aspect ratio, qac, is not accesible directly from the plane section data. 

Possible ways to proceed have been discussed by DeHoffe? al [29]. 

The conversion procedure is slightly different for ellipsoidal features aligned 

parallel to the rolling plane but with random rotations about the rolling plane normal, see 

Appendix E. Considering the nature of the rolling deformation, it is expected that for each 

ellipsoid its largest two diameters, Da and Db, will be parallel to the rolling plane. The TL 

test planes will cut such ellipsoids parallel to the Da - Db plane and all obtained ellipsoidal 

cross-sections will have aspect ratios qab. As shown in the Appendix E, mathematically 

this case is equivalent to the one of the polydisperse spheres [47]. The first two moments 

of the maximum diameters of the ellipsoids, the parameters of their lognormal size 

distributions and their volume fraction are therefore given by relationships[48]: 

°     2 \"aTsJ 
eq. 27 

'   1 ^ 
-i 

{D2
a) = 2daTS\-—     eq.28 

d„Ts) 

\nßDa=2\nDa--\n(D2
a)    eq. 29 

\n2aDa=\n(D2
a)-2lnDa     eq. 30 
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4qab 

where daTS is the average maximum diameter of the ellipsoidal cross-sections,  (d*TS) 

average of their squares, (l/daTS) their harmonic mean and NA_TS the number of cross- 

sections per unit area, all for the TS planes. This means that size distribution of the 

ellipsoids, their volume fraction and one of the aspect ratio can be obtained just from the 

measurements on the TS planes alone. Estimations of the volume density, Ny, and the 

second aspect ratio, qac, require additional measurements of the diameters dci on any of the 

planes perpendicular to the rolling plane, such as LS or TS. The average size De is then 

estimated using relation identical to eq. 27 [47, 48]: 

2\aj 
eq. 32 

The aspect ratio, qac, and Ny can be subsequently obtained from relations, Appendix E: 

qac = =        eq. 33 
C 

Ny=^ZL   eq  34 

c 

Characterization of the same-shape triaxial ellipsoids with one of the axes parallel to the 

rolling plane normal requires then measurements of: 

(1) major diameters, aspect ratios and area densities of the ellipsoidal cross-sections on the 

TS-planes, 

(2) diameters parallel to the rolling plane normal on the planes normal to the rolling plane. 

Because of the difficulty of obtaining aspect ratio of the randomly orientated ellipsoids 

from the direct measurements, we have developed an alternative numerical procedure. 

The basic steps of the method are (1) generation of a model 3-D specimen with identical 

ellipsoids randomly oriented and distributed in volume, (2) cutting the model specimen 

with random planes to obtain aspect ratios of ellipses on 2-D sections, and (3) comparing 
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the obtained distributions of aspect ratios with those for the real particles or pores. The 

shape of the model ellipsoids is then adjusted until the difference between the model and 

experimental aspect ratios is minimum. The final aspect ratios of the model are than 

assumed as the true 3-D averages. The model specimen is set to contain 800 particles or 

pores and during each trial the computer generates ninety 2-D sections. The minimization 

procedure is moderately fast and it takes about 10 to 15 minutes on the IBM RS/600 

model 560 computer to obtain conversion. 

Spatial Distributions 

Characterizations of the particle and pore populations for fatigue modeling 

purposes should always provide some information about the patterns describing their 3-D 

spatial distributions. Although such determinations are not possible without knowing the 

3-D spatial coordinates of object centers, adequate information can be inferred from the 

plane section data. 

The spatial distributions can be usually classified as regular, random, clustered and 

random with clusters. The regular distribution is easy to recognize as the features are 

arranged in a distinct pattern. To specify its character it is only necessary to specify the 

features point density and to identify the pattern. The random spatial distributions can be 

characterized by the features' area density and the parameters of the Poisson distribution 

describing their spacing. Clusters are the most difficult to ascertain. The available 

methods have been recently reviewed by Vander Voort [49]. Among them the number 

density [50], nearest neighbor spacing [51,52,53], Voronoi (Dirichlet) tessellation 

[50,54,55,56,57] and image amendment techniques [58,49] are the most frequently used. 

In the number density approach, the mean number of particles per unit area, NA, and its 

standard deviation are found in successive fields. An increase in the standard deviation for 

a given field indicates clustering. In the image amendment method, all particles separated 

by a distance less than or equal to a critical spacing are fused together. The number of 

fused aggregates represents then a measure of clustering. In the nearest neighbor method, 

the ratio of the means and variances of the nearest-neighbor distances for the real and the 
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equivalent random microstructures are used [51]. Similarly, in the Voronoi tessellation 

method the distribution of the 2-D tessellation cell areas, and the cells' area variances are 

used to identify the particle arrangement. The last two methods are related because near- 

neighbors can be uniquely identify after constructing Voronoi tessellation - they have 

been used in this study and will be discussed in details below. There have been also 

attempts to use 3-D tessellation to characterize particle spatial distribution [59,60,61]. In 

this case the cells form space-filling ensemble of irregular polyhydra [62,63,64,65]. The 

utility of this last method is however limited because it requires knowledge of the spatial 

coordinates of particle centers. 

In this study we used the Voronoi tessellation constructions to quantify the spatial 

distributions of the second phase features[50-57]. The 2-D Voronoi cells are plane-filling 

polygons, with the sides constructed as the bisectors of the lines connecting centers of the 

neighboring features.   Each polygon contains then one feature and the ratio of the feature 

area to its polygon area is defined as the "local area fraction". With the help of 

tessellations the spatial distribution of particles and pores can be analyzed by studying their 

local area fractions, averages and standard deviations of cell sides or cell areas, etc.* [50- 

57]. From that group of methods we selected the nearest neighbor spacing method for 

our spatial distribution characterizations [51]. This method utilizes two indexes, Q and R, 

defined as follows: 

_  Observed Nearest Neighbor Distance 

Expected Nearest Neighbor Distance eq 35 

Observed Nearest Neighbor Distance Standard Deviation 

Expected Nearest Neighbor Distance Standard Deviation      eq 35 

where the expected values are calculated by assuming a random structure with the same 

point density as the experimental one. To identify different types of spatial distribution the 

following guidelines are used: 

It should be kept in mind that the obtained results are approximations, as ideally only 
three dimensional Voronoi tessellations should be used for spatial characterizations. 
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1) for the clustered distribution, Q < 1 and R < 1; 

2) for regular distribution Q > 1 and R > 1; 

3) for random distribution with clusters Q < 1 and R > 1; 

4) for totally random distribution Q =1 and R = 1. 

In addition to Q - R method, we also evaluated the utility of the tessellation cell shape 

method to identify spatial distribution patterns. In this method, the sizes and shapes of the 

tessellation cells are analyzed using the same methods as for the second phase objects. 

The advantage of this approach, originally suggested by Wary et al. [52], is that it is 

sensitive to the fluctuations in the cell orientations. The tessellation cell shape method is 

also useful for analyzing the orientations of the second phase clusters. This is because in 

an ideal clustered structure the change of the cluster location and /or orientation does not 

affect the nearest neighbor spacing, hence Q and R remain unchanged. The shapes of 

tessellation cells are on the other hand sensitive to the changes in the anisotropy of the 

cluster orientations and spacing and the cells' d-a curves and SIg indexes can be used to 

analyze those changes. The information on the spatial distributions provided by the cell 

shape and the Q-R method are then complementary: the former gives information about 

spatial isotropy while the latter characterizes the spatial distribution type. 

Results 

Grains and Subgrains 

Typical microstructures of the 7050-T7451 alloys are shown in Figure 3. The 

alloys are partially recrystallized with grains aligned parallel to the rolling direction. The 

recrystallized grains appear light and elongated while the unrecrystallized ones are 

equiaxed with fine subgrain structure inside. The dark spots are constituent particles. 

Results of the characterizations of the grain structures are summarized in Table IV 

through Table VII (grains were characterized only in new and old alloys). Figure 4 shows 

change of the recrystallization levels from the plate surface to the center in both alloys. 

Distributions of grain sizes are in Figure 5 and 6 while Figure 7 and 8 show average grain 

shapes. The recrystallization levels, Figure 4, were similar in both alloys. They varied 



from from 1 to 3.5 % at the plate surface to nearly 20% at the center. In the new alloy the 

maximum recrystallization, about 22%, was at the quarter depth. The old alloy was less 

recrystallized, with maximum at the center. The differences in the recrystallization levels 

between the alloys can be attributed to the proprietary changes in the thermo-mechanical 

processing and compositions. 

The average sizes of the recrystallized grains, Table IV, Figure 5 and 7, were from 

20 to 55 urn. They were slightly larger in the new alloy and always the largest at the plate 

center as a result of higher recrystallization level in that region. Figure 5 shows size 

distributions of recrystallized grains obtained by scanning each grain with 1000 random 

intercepts. The changes of the grain intercept lengths with orientation are in Figure 7. It is 

apparent that recrystallized grains had pancake shapes which change very little with 

location. 

The data for unrecrystallized grains are in Table V, Figure 6 and 8. The largest 

grains were in the old alloy at the quarter depth and in the new alloy at the center region. 

The new alloy had finer overall grain structure with the sizes ranging from 40 to 160 urn. 

For the old alloy the grain sizes were between 70 to 220 urn. Cumulative size 

distributions of unrecrystallized grains are in Figure 6. Figure 8 shows that the grains had 

high aspect ratios with large through-thickness size and shape gradients. 

Since both old and new alloys were almost unrecrystallized at the surface, the 

grains at that location can be considered as the representatives of the original 

unrecrystallized structure. During recrystallization the size of the unrecrystallized grains 

decreases and it reflect both the original sizes and the percent recrystallization. The 

relation describing that interdependence has following form [18]: 

D = D0^f eq.37 

where D is the observed unrecrystallized grain size,/is percent recrystallization and D0 is 

the starting, i.e. true unrecrystallized grain size. Comparing the sizes of surface grain in 
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the old and new alloys suggests finer initial grain structure in the new alloy. The same 

holds for the quarter depth and the center if the grain sizes are corrected using eq. 37. 

To determine the type of the grain size distributions, the data were fitted with 

normal and lognormal distributions using the correlation coefficient, R2, as the 

discriminating factor [66]. For both alloys the size distributions turned out to be better 

described by the normal approximation. For example, the distribution for the 

unrecrystallized grains in the new alloy (LS plane, quarter depth) had R2 of 0.949 for the 

normal fit and only 0.848 for the lognormal one. Results of the normal fit are summarized 

in Table VI and Table VII. Note that the averages obtained from the fit are different from 

those in Table IV and Table V because of the differences in the calculation procedures. 

The normal nature of the grain size distributions is unexpected, as these distributions are 

usually lognormal. We have no explanation for that result. 

The grain shapes were quantified using aspect ratios and shape indices, 57. Typical 

normalized intercept length d vs scan angle plots used in those measurements can be found 

in ref.  16 and 16. The obtained aspect ratios were between 1.8 and 4.3 for the 

unrecrystallized and from 1.7 to 3.9 for the recrystallized grains. The average shape 

indexes, SI, were 0.66 and 0.65 for the recrystallized grains, and 0.62 and 0.61 for 

unrecrystallized grains in the new and old alloys respectively. The results for all test 

planes and location have been compiled in Table IV and Table V. They suggests that the 

grains have pancake shapes which is consistent with the average shapes shown in Figure 7 

and 8. 

Micrographs of the typical grain structures of the thin and the low porosity plate 

alloys can be found in ref [15]. These alloy variants were also partially recrystallized. As 

for the old and new alloys the unrecrystallized grains were flat, elongated in the rolling 

direction with fine subgrain structure inside. The unrecrystallized grins were smaller and 

more equiaxed. The grain sizes were not measured because they were not required for 

our life predictions models. 
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The unrecrystallized grains in all alloy variants had fine subgrain structures. These 

subgrains were similar in all alloys hence they were measured only on the TL planes in the 

new alloy. The subgrain average size was 6.2 urn and their size distributions can be found 

in Appendix B and C and refs. 16 and 16. The subgrain aspect ratios were about 1.05, 

which means that they can be considered as equiaxed. However, as detailed in Appendix B 

and C, their morphology can be best represented by an arrays of elongated octagons with 

the aspect ratios of ~1.10. The subgrains did not have preferential orientations and their 

orientation parameter, JO, was only 3.3%. 

We have also evaluated the utility of spherical harmonics for characterizing grain 

structures. In this method the grains are assumed to be ellipsoidal with semiaxes obtained 

from the plots in Figure 7 and 8. Results from this method have been reported in ref 14. 

We did not proceed beyond the preliminary stage because the obtained information were 

incompatible with the input data required by the life prediction models. 

Pores 

Pores were characterized on all planes and at all locations for the old and new 

alloys and on all planes at the center location for the low porosity and thin plates Table III 

The results of the measurements, including the numbers of detected pores and the area 

scanned, are compiled in Table VIII. The obtained pore volume fractions were 0.16% for 

the old, 0.11% for the new alloys and 0.035% and 0.018% for the low porosity and thin 

plate respectively (the observed order of magnitude decrease was partially a result of the 

change of the magnification used in the measurements). The through-thickness volume 

fraction gradients for the old and new alloys are shown in Figure 9, with each point 

representing the average for TL, LS and ST planes. As expected, the volume fractions are 

the highest at the center and decrease towards the surface. The porosity levels are 

practically the same at the surface and quarter-depth locations, which means that the 

reduction of the porosity levels came mainly from the elimination of pores at the center- 

plate region. 
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Typical collection of the pore sections obtained from the metallographic sections is 

shown in Figure 10. These particular pores were found on the ST planes at the center of 

the old alloy. Results of the quantitative characterizations of pores for all alloys and 

planes are summarized in Table VIII with the sizes represented by the average intercept 

lengths, Ln. The change of the intercept lengths with directions, L2(a), are in Figure 11 

and 12. These curves are ellipsoidal and illustrate pore 3-D profiles. Note that 

information provided by Lu and L2(a) plots are complimentary: Ln represents the overall 

average size while L2(a) provides information about size variation with orientation and 

location. 

Since the magnifications used in characterizing old and new alloys were different 

from those for the low porosity and thin plates, the results for each group of alloys need to 

be first considered separately. For the old and new alloys (magnification 900X) the 

average Ln values were 3.4 urn and 3.5 urn respectively. The Lu through-thickness 

gradients for these alloys are in Figure 13. For the old alloy the pores are the smallest 

near the plate surface and their size increases with the distance from surface. For the new 

alloy, the smallest pores are also near the plate surface but there is almost no size 

difference between quarter-depth and the center location. Considering the variation of 

pore volume fractions, Figure 9, it appears that both alloys have strong morphology 

gradients with the largest pores and volume fractions at the plate center. Cumulative 2-D 

pore size distributions for the old and new alloys are in Figure 14. The size measure used 

there was the average intercept length, Lu. Comparing pore sizes and size ranges for both 

alloys it seems that in the new alloy the pores are not only smaller but also have narrower 

distribution. To quantify the differences the size distributions were fitted with both normal 

and lognormal distributions, using appropriate probability plots. The lognormal 

distribution gave always better fit with R2 close to one. The fitting results are in Table IX 

and typical frequency distribution and the lognormal fit curves are in Figure 15. 
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The differences between the pore average intercept lengths, Lu, in the new and the 

old alloy have been evaluated using the one factor ANOVA. It was determined that the 

null hypothesis that the pore sizes for both alloys have the same mean could not be 

rejected, and that the average pore sizes in the two alloys were statistically the same at 

95% probability. However, the tails of the size distributions were very different, especially 

at the larger pore sizes. For example, the old alloy had 23 pores with diameters larger 

than 10 urn while the new one had only 9. Since the fatigue crack initiate from the largest 

pores, it is the upper tail of the size distribution, not the average value, that controls 

fatigue behavior. The tail differences explain then the differences in the fatigue behaviors 

of the old and new alloys and illustrate the need to perform a complete quantitative 

microstructural analysis to detect them. 

Results of the characterizations of pores in the thin and low porosity plate alloys 

(magnification 100X) are also in Table VIII. The average sizes for the LS, LT and ST 

planes were for both materials about 11 to 12 um. It should be however kept in mind that 

those are the averages for the pores which are grater than the resolution limit of 5 p.m. 

The pore area fractions were 0.018 and 0.035 % for the thin and low porosity plates 
-2 . -2 

respectively and their area densities varied from 2.0 mm   for the thin to 3.3 mm   for the 

low porosity plates. In both materials the pores cross-sections were elliptical with an 

average aspect ratio of about 1.3. Their shape indexes were consistent with those for the 

ellipses. 

The average pore shapes and size distributions for the low porosity and thin plates 

are shown in Figure 12 and 16. For both materials the 5 urn resolution limit appears as an 

imaginary vertical asymptote in Figure 16. Some percentage of small pores was then 

undetected which means that the average sizes in Table VIII are overestimations. 

However, the number of detected large pores increased, improving the accuracy of the 

right tail of the size distribution. This tail will be used later in the report for predicting size 

distributions of the fatigue crack initiating pores using extreme value approach. The 

accuracy of the data in the right tail is then critical to the accuracy of the predictions, 
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which justifies use of the lower magnifications. It is also important to point out that 

despite the error in the average due to the resolution limits1, the right tails of the censored 

and true distributions converge. The expression for correcting the data for left censoring 

is well known and it is given by relation [67]: 

F{D) = Fcen(D,Dmin)[1 - F(Dmm)] + F(Dmitt) eq. 38 

where F(D) - true or corrected cumulative distribution 

F(D,Dmia) - measured or censored cumulative distribution 

D„an - resolution limit 

F(Dmin) - cumulative fraction of censored or not detected features. 

Examples of the corrections using eq. 38 are shown in Figure 17. Since the fractions of 

undetected pores were not known, they were set to the expected values to illustrate the 

directions and magnitudes of the trends. Results show that even with the large 

percentages of missing data the right distribution tail, and particularly its slope, closely 

follows that of the real data. 

Comparison of the pore size distributions for the low porosity and thin plates 

suggests, Figure 16, that although the thin plate has less pores it contains more large ones. 

In the thin plate the pores with the largest cross-sections were observed on the LS plane 

while in the low porosity variant the largest pores were seen on the TL section. Shapes of 

the size distributions on different sections suggests that the pores can be approximated as 

prolate spheroids. The major axes of the spheroids are however not completely aligned 

with the rolling direction. In the thin plate they deviate from the perfect alignment by 

random rotations about transverse direction while for the low porosity plate these 

rotations are about the plate normal. This is the reason why in Figure 12 these particular 

pore sections are the most circular. For the thin plate alloy the pore true average aspect 

ratio can be therefore obtained from the data for the LS plane, and it is equal 1.43. For 

Such limit is also referred to as left censoring. 
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the low porosity alloy the pore cross-sections on the LT plane are the most representative 

giving the pore aspect ratio of 1.49. 

The pore 2-D to 3-D size conversion were only performed for the old and new 

alloys. They were not done for low porosity and thin plates because these conversions 

turned out to be not critical for the fatigue modeling purposes. Before performing the 

transformations it was necessary to quanitify pore average shapes and orientations. The 

shapes were characterized using the aforementioned d-a plots [16]. Figure 18 shows 

typical dg and davg vs. scan angle curves used in the analysis. The average shape indexes 

for pores on all test planes were 0.815 and 0.831 for the new and old alloys respectively 

conforming their ellipsoidal shapes. The corresponding average pore aspect ratios, equal 

to the harmonic mean of the J-values at 90°, were 1.45 for the old and 1.51 for the new 

alloy. These values are in agreement with aspect ratios obtained from the direct 

measurement listed in Table VIII, again supporting assumption of the ellipsoidal shapes. 

The through-thickness average shape index SI gradients are in Figure 19. The changes 

were small and the shape factors were slightly smaller for the new alloy, suggesting more 

elongated pore shapes. 

The orientation factors, Q, for pores on different test planes, Table VIII, varied 

from 0.11, which corresponds to almost random structure, to 0.65 which indicates slight 

alignment. The average values were 0.40 for the new and 0.34 for the old alloy. Since D 

increases to one as the pores become more and more elongated and aligned, pore 

orientations in the studied alloys can be considered as random. Examples of the change of 

the average orientation factor Q with location are shown in Figure 20. Alternatively, the 

pore orientations can be determine from the pore orientation distribution plots, Figure 21. 

Analysis of such plots for all sections in both alloys conformed random distribution of 

pore axes. 

Results of the 3-D pore size estimations using numerical method are shown, 

together with the original experimental data, in Figure 22. The 3-D size measures used 
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are the maximum intercept lengths, LIImax, obtained from the planes containing 3-D 

ellipsoid centers and the major axes. Table X lists the calculated means, standard 

deviations and aspect ratios of the 3-D lognormal size distributions for both alloy. As 

expected, the maximum average intercept lengths for the 3-D ellipsoids are larger than 

those for their 2-D experimental sections. This is because the diameter of any 2-D section 

is either smaller or equal to the maximum 3-D diameter. The experimental 2-D data 

should then approach the 3-D values at larger pore sizes, as it is indeed the case in Figure 

22. The goodness of fit of the estimated 3-D size distributions were evaluated using 

normalized errors, Re, defined earlier. Alternatively, the error can assessed by comparing 

the 2-D experimental size distributions with those obtained by sectioning model 3-D 

microstructure. Results of such comparisons are in Table X, showing that the experimental 

and simulated distributions are similar over the entire size range, proving validity of the 

model. We again emphasize here that the expression for the normalized error Re used in 

the calculations is not unique. However, the obtained approximations of the 3-D pore 

sizes have sufficient accuracy for the mechanical behavior models. 

Random orientations of pore axes also justified the use of the DeHofFs 3-D 

conversion method to find pore true size distributions. Since the required average aspect 

ratios were in this case inaccessible from direct measurements, they were estimated using 

our 3-D microstructural computer model. The results from that model are in Table XI and 

Table XII. showing small differences in aspect ratios between different locations. The 

parameters of the 3-D pore size distributions were estimated using eqs. 11 and 12 with 

average A^ NL and Pp obtained from the TL, LS and ST planes (NL was averaged for 

scan angles from 0 to 90 °). The resulting jia(averaged) and aa (standard deviation), and 

the two calculated aspect ratios, are listed in Table XII. Additional analysis of the results, 

including comparisons of the obtained lognormal size distributions can be found in 

Appendix D. 

To verify the results from the DeHoff s method, the average 3-D intercept 

lengths, L3, for pore true 3-D size distributions were compared with the 2-D experimental 
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values of Lu . The theoretical ratio L3ILn is 1.03 for the spheres randomly distributed in 

volume. For the ellipsoids with aspect ratios in the ranges similar to those for the old and 

new alloys, this ratio should be slightly less than one. To obtain the L3ILU ratio, the 3-D 

average intercept lengths were calculated from relation [23]: 

h = ^T eq. 39 

which combined with eqs (16) and (22) gives: 

L,- ^-f- e,40 
fc*?«0+—+—)2 

<lab        lac 

This expression was used to calculate the values of L3 for the £>a-values generated 

according to the true size distributions jua-aa . Results are in Table XIII together with the 

Ln values obtained experimentally. Figure 23 shows typical plots of the generated L3 

distributions and the measured Lu distributions for pores in the new alloy. Inspection of 

the results revealed that only in few cases the values of L3 are smaller then Ln . The 

L3/L11 ratios are in most cases larger then one, contrary to the expectations. This 

discrepancy illustrates the approximate nature of the 2-D to 3-D conversions; the 3-D 

results are sensitive to the assumptions about the shapes of the measured features, 

assumed size distributions and to the scatter in the experimental data. The errors are 

cumulative and there is no direct method for their estimation. 

Constituent Particles 

The 7050-7451 plate alloys have two types of constituent particles: Al7Cu2Fe and 

Mg2Si. Since both types were found at the fatigue crack initiation sites they were 

characterized without distinction to their chemical compositions using the same methods 

as for pores. For the old and new alloys the particles were measured at 900X for all three 

through-thickness locations. For the low porosity and thin plates they were measured only 

at plate centers at 100X.   The obtained average volume fractions, numbers of detected 

particles and the number of fields used in the measurements are listed in Table XIV. The 
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average particle area fractions were 0.64% for the new and 0.70% and 0.75% and 0.24% 

for the low porosity and thin plates respectively. The volume fraction results and their 

through-thickness gradients are in Figure 9. 

Because of the differences in the magnifications used during measurements, the 

particle data for the new and old alloys will be analyzed separately from those for the low 

porosity and thin plates. The representative collection of the constituent particles sections 

found on the ST plane at the center of the old plate alloy is shown in Figure 24. The 

average sizes of such cross-sections, measured on all nine test planes, were 4.02 |im for 

the new and 4.77 urn for the old alloy, Table XIV. The changes of the average intercept 

lengths with direction are in Figure 25 and 26. The sizes are the smallest on the ST planes 

which can be attributed to particle elongated shapes resulting from rolling. A null 

hypothesis that the constituent sizes in the new and old alloy were the same had to be 

rejected for 5% significance level. The size of particles in the old alloy is, at 95% 

probability level, larger than that in the new one. The through-thickness size gradients are 

shown in Figure 13. The sizes increase with the distance from the surface and the particles 

are in general greater than the pores. The size fluctuations are most likely due to the 

compositional gradients and temperature variations during the thermal-mechanical 

processing. The cumulative 2-D size distributions are shown in Figure 27 and 28. As for 

pores, these size distributions were also lognormal with R close to one. The best fit 

lognormal distribution parameters are listed in Table XV. 

Estimations of particle true sizes required assessments of their shapes and 

orientations. The d-a plots used for this purpose were similar to those shown in Figure 18. 

They showed that for the old alloy the particles had average shape index, SI, of 0.74 and 

the aspect ratio 1.86. For the new alloy these values were 0.68 and 2.28 respectively, 

Table XIV. The through-thickness shape index gradients are shown in Figure 19 and 

examples of the changes of the shape indexes with test plane orientation can be found in 

Appendix D, Figure 4a. All obtained SI values clearly support ellipsoidal approximation of 

the particle shapes. These values were lower than those for pores suggesting that particles 
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had more elongated shapes. The average orientation factors, Q, for the constituents were 

0.52 for the new and 0.43 for the old alloy, Table XIV. Changes of Q from the surface to 

the center are in Figure 20 and in Appendix D, Figure 4b. Note that for the surface and 

quarter depth locations they are similar to those for pores. The particle orientations at 

those locations can be then assumed as random. For the plate center region, the 

orientation factors were high for the LS and ST planes and low for the TL sections. This 

means the particles were aligned parallel to the rolling plane, but had random rotations 

about the rolling plane normal. In other words, one of the particles axes was parallel to the 

rolling plane normal. Based on the Q-values in Table XIV, the same type of particle 

alignment has been present throughout the new plate. 

Results of the estimations of particle 3-D true size distributions using numerical 

method are summarized in Table X. These estimates utilized information about particle 

major axis orientations summarized in Figure 21. Results from the conversions using 

DeHofFs approach are in Table XII and in Appendix D. In this case for the surface and 

the quarter depth regions in the old alloy the procedure was the same as for pores. For the 

new alloy and for the center-plate location of the old one the particle sizes were estimated 

using described earlier procedure for one axis perpendicular to the TL plane. As for pores, 

the particle sizes were the largest at the plate centers and the smallest at the surface, 

Table XII and Table XIII. The volume fractions for the old alloy were practically the same 

for all locations. In the new alloy they were the smallest at the quarter depth and the 

largest at the center, Appendix D Figure 5b. The cumulative size distributions, Appendix 

D Figure 6, show that the largest particles would be always expected at the plate center. 

At that region the average particle sizes were smaller for the old alloy which is the 

opposite to what was observed for the pores. However, the size distribution for the new 

alloy was much tighter, resulting in the higher probability of the larger particles in the old 

alloy. 

Results of the characterizations of the constituent particles for the low porosity 

and thin plate alloys are summarized in Table XIV and in Figure 28. As for pores the 
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results show evidences of the truncations of the left tails of the distributions resulting from 

the resolution limit. The average particle size listed in the Table XIV should be therefore 

treated as overestimations. The remaining results in Table XIV are however not affected 

by the resolution limit. Accordingly, the low porosity plate has about three times larger 

particle area fractions and about two times larger particle area densities then the thin plate 

alloy. The same trend holds for the percentages of the largest particles: there are more 

large particles in the low porosity alloy. 

The shapes of the constituent particles in the low porosity and thin plate alloys can 

be characterized as prolate spheroids. They are only slightly elongated, with aspect ratios 

not exceeding 1.35. Analysis of the particle size distributions on different planes suggests 

that they were parallel to rolling plane with major axes randomly rotated about rolling 

plane normal. The true particle aspect ratios are then those on the LT planes. For both 

thin plate and low porosity alloys these ratios were both 1.35 which means that the 

particles were more equiaxed than pores. 

Spacing and Clustering of Pores and Particles 

The particle and pore spatial distributions were quantified in the old and new 

alloys. Figure 29 shows an example of the Voronoi tessellation cell construction used in 

the analysis. This particular tesselations are for pores on the ST plane at the center plate 

location of the old alloy. Table XVI lists examples of the microstructural characteristics 

that has been obtained using the tessellations from Figure 29. The most important ones 

are local volume fractions and near and nearest neighbor distances ~ these quantities can 

be obtained unambiguously only from the tessellations. The observed nearest neighbor 

distance for pores in Figure 29 is 48.2 um with standard deviation of 33.2 urn. The 

expected values for the random structure with the same point density are 51.86 and 27.18 

urn respectively. This gives Q = 0.929 and R = 1.224 (see eqs. 35 and 36 for definitions) 

which corresponds to the spatial distribution that can be classified as random with clusters. 

For the constituent particles at the same location the observed nearest neighbor distance 
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was 25.2 um with standard deviation 19.2 urn while expected values for random case 

were 27.64 and 14.45 um respectively. This gives Q = 0.879 and R = 1.281 which again 

suggests random distribution with clusters. The Q-R values and the second phase spatial 

distribution types for all sections at the old and new plates centers have been compiled in 

Table XVII. In all cases the spatial distributions are random with clusters, Figure 30.   We 

emphasize that ideally one should use 3-D tessellations to study the spatial distribution. 

However, as pointed out earlier, the main difficulty in this case is acquisition of 3-D data 

on particle locations. 

Example of the results which could be obtained by analysing tessellation cell 

shapes are shown in Figure 31. The cells used were those from Figure 29 and the 

methodology was the same as the one for analyzing shapes of pores and particles. Figure 

31 shows comparison of d-oc curve for the cells with a curves for the rectangular point 

pattern. The global shape SIg for the tessellation is 0.963 while it is 1 for the random and 

0.760 for the rectangular cells. The average shape index, SIavg, for cells in Figure 29 is 

0.736, giving orientation factor Q of 0.138 and aspect ratio of 1.872. Combination of high 

aspect ratio with low SIavg indicates elongated and ellipsoidal cells. Since for random 

structure the cells should be eqiaxed, this suggests some degree of clustering. On the other 

hand high value of SIg combined with low Q suggests semi-isotropic overall cell structure. 

Both results combined give then random structure with clusters which is consistent with 

the results from the Q-R method. However, the advantage of the Q-R methods is that it 

allows for the quantification of the results. 

Discussion 

Comparing results of the quantitative characterizations of the pores and 

constituent particle it appears that the particles always have higher volume fractions, larger 

number densities and that they are more elongated and aligned than pores. For volume 

fractions the only exception was the center of the old alloy where pore and particle volume 

fractions were similar. The particles are also usually slightly larger than pores. However, 

since data for different alloys were obtained under different magnifications, the results 
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could not be compared without corrections. Results of corrections using eq. 38 for the 

data for old and new alloys are in Table XVIII. Obtained sizes are about half of those for 

the low porosity and thin plates which is clearly incorrect. Apparently additional 

correction for larger number of big features detected at lower magnification is also in 

order. Although such corrections are possible, they were not attempted because of the 

approximate nature of the obtained results. 

Because of the problems associated with differences in the apparent pore and 

particle sizes obtained under different magnifications and with the 2-D to 3-D conversions, 

it was necessary to find an alternative way of obtaining the true size distributions for 

fatigue modeling purposes. Since in this case only the right tail of the distribution matters, 

it is not necessary to know the entire 3-D size distribution but only its large size region. 

Considering the sizes of the largest pore or particle found on the metallographic sections it 

is evident that they must also represent the sizes of the largest particles and pores in the 

sample. This is because the largest 2-D sections represent the largest particles and pores 

that happen to be cut through the center by the test plane, Figure 32. The 2-D and 3-D 

size distributions must then converge at the large size limit. The lognormal probability plot 

in Figure 32 shows that this is indeed the case. The 2-D data used there were for pores at 

the center of the old plate alloy and the 3-D conversions are from the using Saltykov 

matrix method[23]. To improve accuracy, the data were divided into thirty intervals and 

all pores were assumed to have the same aspect ratios. Results show that the 2-D and 3-D 

distributions indeed converge and can be considered as equivalent for large pore sizes. The 

right tail of the pore true 3-D size distributions can be then adequately approximated, 

without loss of accuracy, by the 2-D metallographic data. 

Despite particle higher volume fraction and larger sizes, in all studied alloys the 

fatigue cracks had tendency to nucleate from pores. This apparent inconsistency can be 

attributed to the differences in the fatigue crack nucleation periods associated with each 

feature type. It has been observed that pores can act as cracks from the very first fatigue 

cycle, while formation of a crack at the particles require long nucleation times [13]. As a 
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consequence, a crack associated with pore can grow to a critical size and cause fatigue 

failure before particle has enough time to start a crack. As will be discussed later in the 

report, this trend can be reversed in the presence of stress concentrators, as for instance 

for the 7050 fatigue samples with holes [13]. 

Summary 

• The volume fractions, sizes, shapes and orientations of pores, constituent particles and 

grains in the old, new, low porosity and thin plate variants of the 7050-T7451 Al plate 

alloys have been quantified. The characterizations included measurements of both the 

average values and the distributions of all micro structural descriptors for the TL, ST 

and LS planes at the surface, quarter depth and at the center-plate locations. This is 

the first ever such exhaustive microstructural characterization of the 7050-T7451 plate 

alloys which was made possible by the implementation of the to number of quantitative 

analysis programs developed specially for this purpose. 

• All alloys were partially recrystallized. The grain structure was quantified in the old 

and new alloys on all planes throughout the plate. The recrystallization levels varied 

from 0.1% at the surface to 24% in the plates center regions. The unrecrystallized 

grain sizes were from 44 to 220 um, while recrystallized grains were 22 to 54 urn. 

The new pedigree alloy had finer grain structure with average unrecrystallized grain 

size of 87 urn. Recrystallized grains in the new alloy were 38 urn in size. The sizes of 

unrecrystallized and recrystallized grains in the old alloy were 138 and 34 urn 

respectively. In both alloys the unrecrystallized grains were elongated with average 

aspect ratios of 2.6. Both unrecrystallized and recrystallized grains had normal size 

distributions. 

»    The volume fractions, sizes and spatial distributions of the constituent particles and 

pores have been measured at the center-plate locations for all alloys and, in addition, at 
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the surface and quarter depth regions for the new and old plates. The average sizes of 

the pores were from 3 to 12 u.m with the area fractions form 0.02% to 0.16%. The 

constituent particles were 4 to 11 u.m in size with area fractions from 0.24% 0.75%. 

The old alloy had the largest number of particles and pores followed by the new, low 

porosity and thin plate variants. The size distributions of pores and constituent 

particles were lognormal and their spatial distributions random with clusters. 

Two procedures for estimating the true 3-D size distributions from the experimental 2- 

D measurements made on plane sections have been developed. The methods assume 

that particles can be modeled as triaxial ellipsoids which are either randomly or par- 

tially or completely aligned. The methods have been used to obtain 3-D size 

distributions of pores and constituent particles in the old and new 7050-T7451 Al plate 

alloys. 

The effect of magnification used in the measurement on the obtained results has been 

studied. It was determine that although the apparent average size of the measured 

features is inversely proportional to magnification, use of low magnification is 

recommended for fatigue modeling purposes. A method of correcting the data for 

magnification effect has been proposed. 
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TEM 

Methodologies 

Samples for the transmission electron microscopy (TEM) were taken from the 

surface and center sections of the new and old alloy plates. They were thinned to 

approximately 250 urn and used to make 3 mm TEM disk samples. The disks were 

dimpled at a room temperature using solution of 10 % nitric acid and 90 % water at a 

voltage of 25 V. Final chemical polish and perforation were done using a solution of 30 % 

nitric acid and 70 % methanol at a temperature of-30 °C and a voltage of 15-18 V. The 

samples were examined in a 100 KeV JEOL transmission electron microscope. 

The precipitates were measured on a digitizer from enlarged bright and dark-field 

TEM images. In addition to measuring sizes and size distributions, we also determined 

the area fractions (Af) and spacings (center-to-center and surface-to-surface) of the grain 

boundary precipitates. The area fractions have been calculated using equation: 

>>2NP 
eq. 41 Af = —  

1-w 

where N is the number of precipitates observed on the boundary, d is their average size, 

and 1 and w are the grain boundary length and width.   The grain boundary lengths were 

measured directly from the photographs. The width was obtained from foil thickness 

measurements using the convergent beam method [68] . 

The precipitates center-to-center spacing, Lc.c, was calculated using equation[69]: 

LC„C=\2-N;X'2     eq.42 

where: 

Na=-^     eq. 43 
/• w 
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is the number of precipitates per unit grain boundary area. Surface-to-surface spacing was 

calculated as Lc.c minus the precipitate average diameter. Although the above equations 

are strictly valid for identical and evenly spaced precipitates, they give an adequate 

approximation in the considered case. 

Results 

To identify the precipitate phases present in the alloy the obtained diffraction 

patterns were compared with those found in the literature on 7075 and 7050 alloys. The 

patterns of the studied alloy were identical to those obtained by Park and Ardell for 

overaged 7075 [70]. Since the predominate phases in the 7050 alloys have been identified 

as r\', rij, r\2, and r\4, the same phases are expected to be present in the studied alloy. The 

grain boundaries contained one or more of the r\ phase variants with r)2 and r\4 

predominantly on low angle boundaries. All grain boundary precipitates appeared as thin 

hexagonal plates varying in size for different boundaries, Figure 33 The only exceptions 

have been found in the center section where some boundaries contained a multiple of 

precipitate variants that were not all hexagonal, Figure 34. 

Although the average size and density of the grain boundary precipitates are 

effected by the boundary type [71,72], this distinction (in particular high versus low 

angle) was not taken into account in this study. This is because the material was partially 

recrystallized thus it contained a large number of subgrains. In such a material high angle 

grain boundaries are difficult to locate hence a high percentage of the boundaries 

examined were low angle. However, even though most of the boundaries were low angle, 

they did exhibit a wide range of precipitate sizes. We also observed instances where low 

angle boundaries contained large precipitates. For example, the precipitates in Figure 35 

have an average size of 150 nm, while shift in the diffraction patterns on either side of 

their boundary is only 2.7 °. The wide range of precipitates sizes on low angle boundaries 

is contrary to what has been observed in the 7xxx alloys. It has been reported who 

reported that the low angle boundaries usually contain small precipitates while the high 
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angle boundaries were expected to have large precipitates[72]. The exceptions in our 

alloys can be attributed to the differences in the aging treatment. 

Results of the quantitative evaluation of the grain boundary precipitate size 

distributions can be seen in Figure 36. The surface sections of both alloys exhibit 

lognormal distributions of the precipitate sizes while for the center sections the distribution 

is bimodal. The bimodal distribution is not unusual. It has been reported in alloys that are 

doubly aged, which is the condition of the investigated alloys. The larger precipitates 

nucleate during quench hence they have more time to grow to the large size. The smaller 

precipitates form during regular aging process thus contributing to the low size peak [71]. 

Due to the slowest quenching rate at the center of the plate, the precipitate size ranges in 

that region are greater than for the surface sections. 

To determine whether the distributions of the precipitates on the boundaries are 

governed by the coarsening law, their size distributions were compared with the 

theoretical distribution for coarsening [73]. It appears that the experimental distributions 

are best approximated by the theoretical coarsening distribution for volume fraction equal 

to one. This agreement should be considered as very good because the effect of volume 

fraction on theoretical distributions is non-linear and the theoretical distribution changes 

very little for volume fractions from 0.05 and 1 [73], i.e. for the range of precipitates 

volume fractions in the studied boundaries. The discrepancies can be attributed to the fact 

that the theoretical equations were derived assuming high angle grain boundaries while all 

boundaries investigated in this study were low angle [73]. Details of the analysis can be 

found in our '93 Report. 

The average values of the area fractions and spacing of the grain boundary 

precipitates for surface and center sections of old and new alloys can be seen in Table 

XIX. Most of the boundaries examined contained single variants of the r| phase with only 

a few with multiple variants. As can be seen from Table XIX, there was a large variation 

in precipitate area fractions and spacings for the boundaries from the same location (see 
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ref. 11 for the individual boundary data). The average precipitate sizes were in the 35 - 45 

nm range in the surface sections and between 120 and 140 nm at the plate centers. The 

area fractions varied from 10 to 20 % at surface to 25 to 30 % in the interior. The 

precipitate spacings were in the order od 100 nm at the surface and 260 nm at the center 

of both examined plates. 

Summary 

• The precipitate structures have been characterized at the surface and at the center- 

plate locations of the old and new alloy variants. The most common precipitating 

phases present were r\\ r]u r\2 and r)4-variants of the r| phase (MgZn2). The 

precipitates inside the grains were small, ranging from 5 to 45 nm in diameters, while 

those on the grain boundaries were generally larger with sizes between 20 - 250 nm. 

• There was no significant difference in the character of the grain boundary precipitates 

between the old and new lots of 7050 aluminum alloy. The only gradients in the 

precipitate structure were in the sizes and size distributions between the surface and 

center sections of the alloys. 

• Approximately 90 % of all boundaries contained thin, hexagonal r\ plate precipitates. 

The precipitate sizes on low angle boundaries had wide range which is contrary to 

previous reports that associate low angle boundaries with small and large angle with 

large precipitates. 

• No significant precipitate free zones were observed at the grain boundaries 

38 



Fractography 

Crack Nucleation Sites 

All fatigue testing were performed at Alcoa Laboratories. The tests were run on 

the two types of samples shown in Figure 1. The smooth samples were used to obtain the 

data compatible with the standard S-N fatigue tests, while the two-hole specimens were 

design to simulate loading condition similar to those of bolt holes in aircraft parts. All 

samples were cut from plate centers, had LT orientation and were tested under constant 

amplitude loading. The R- value was kept at 0.1 and frequency at 10 Hz for smooth and 

30 Hz for the open-hole samples. For smooth samples the maximum stresses were 

between 50 to 70% and for the open hole ones between 20 to 50% of the yield strength. 

The maximum stress levels and the number of samples run for each level are listed in Table 

II. Details on fatigue testing can be found in Alcoa team reports [13]. 

A total of eighty eight broken fatigue samples have been analyzed in our 

laboratory.   The analyzed set contained mixture of smooth and open hole specimens from 

all four alloy variants. We have identified and quantified crack nucleation sites in: 

1. four smooth samples from the old alloy 

2. four smooth samples from the new alloy 

3. five smooth samples from the thin plate alloy 

4. twenty nine open hole samples from the old alloy 

5. thirteen open hole samples from the new alloy 

6. twelve open hole samples from the low porosity plate 

7. twenty one open hole samples from the thin plate alloy 

Our fractographic studies complement work done by Alcoa team on the same materials 

reported in [13]. 

Methodology 

All fractured fatigue samples were examined in the SEM to identify the fracture 

nucleation sites using both backscatered and secondary electron modes.   In all cases it 
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was determined if the fracture originated from the pore, constituent particle or if it started 

crystallographicaly as the Stage I failure. The crack initiating features were photographed, 

measured and characterized by their length and width. For open hole samples also the 

position of the nucleation sites with respect to the sample corner and the hole edge were 

measured. 

Results and Discussion 

Information obtained from the fractographic analysis and from the fatigue testing 

are summarized in Table XX for the smooth samples and in Table XXI to Table XXIV for 

the open hole ones. All smooth samples from the old and new alloys failed from the 

cracks originating from pores, Figure 372. For the low porosity plate most of the cracks in 

smooth samples started either from the pores or from the pores with adjacent constituent 

particles. Large fraction of failures could be also traced back to either particles or 

particles with pore. For the thin plate none of the failures in smooth samples initiated at 

pore, and only a small portion of them started from particles. In the majority of samples 

fatigue cracks started in a Stage I mode. Similar trends have been observed in the open 

hole samples, Figure 38. The transitions between nucleation sites was in this case more 

gradual as failures from constituent particles were observed already in the old and new 

alloys. There was also a small percentage of low porosity plate samples with Stage I 

crack nucleation sites. For the new, low porosity and thin plates it was also necessary to 

de-burr the holes to prevent failures from the machining flaws. In the old alloy, despite 

rough hole surfaces, only one samples failed from the burr. A number of the open-hole 

samples had more than one nucleation sites. The largest percentage of these sites was 

observed in the old and thin plate alloys. In the low porosity and thin plate alloys the 

multiple crack origins were always associated with the presence of constituent particles. 

All figures include results obtained by both UCLA and Alcoa groups. 
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The relations between the types of the crack nucleation sites and fatigue lives are 

shown in Figure 39 to 44. For the smooth samples only the results for low porosity and 

thin plates are relevant because in the old and new alloys cracks always originated from 

pores, Figure 39. The trend seen in Figure 39 is towards increased fatigue life when 

initiation site changes from pore or particle to the crystallographic Stage I type. As shown 

in Figure 40 these transitions result in a significant increase in fatigue life. The 

improvement in fatigue performance has been accomplished through processing, by 

decreasing both the sizes and the volume fractions of the potential fatigue crack initiating 

features. 

The S-N results for the open hole fatigue samples are summarized in Figure 41 to 

44 with different markers for different types of the nucleation sites. The trends are similar 

to those for the smooth samples with a significant improvement in fatigue life when crack 

initiation change from pores to particles and finally to Stage I. Multiple nucleation sites 

always led to the deterioration of the fatigue life and the frequency of those sites increased 

with increasing maximum stress. On the other hand the scatter in fatigue lives was 

inversely proportional to the maximum stress. Additional details of the observed trends 

can be found in our earlier reports. 

For the open hole samples from the old and new alloys it was possible to establish 

the relationship between the maximum stress level on the average size of the fatigue crack 

initiating pore. The relevant distributions of the crack initiating pore largest dimensions 

are shown in Figure 45 and 46. It appears that for both materials the average crack 

initiating pore size initially increases and then decreases with stress as the largest size is for 

cw of about 25 ksi (172.5 MPa), Figure 47. This unexpected relationship can be 

rationalized by considering the volume of the material exposed to the high stress as the 

larger volume will always contain larger pore. Since increase in stress results in an 

increase of the high stressed volume, the size of the fatigue initiating pore should be 

proportional to the maximum stress. However, for the high stress levels the smaller pores 

closer to the hole may have the same or even larger growth rate than the largest pores 
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further away from the hole edge. This effect can result in a decrease in the average size of 

the fatigue crack initiating pore, as it is indeed observed in Figure 47. Since the stress 

concentration factor at the hole is about 3, this transition seems to coincide with the onset 

of the plasticity at the hole surface. 

Figure 44 and 46 also compare actual sizes of the crack initiating pores for the 

smooth and open hole samples with the sizes of pores obtained from the metallographic 

analysis. As expected, the crack nucleating pores are always bigger, because they 

represent the largest pores in the sample surface or stress concentration regions. Since the 

surface region of the smooth sample is larger than the highly stressed volume around the 

hole, there is a higher probability of finding there a larger pore. The sizes of the crack 

initiating pores in the smooth samples may be then considered as the upper limit for the 

size - stress curves for the open hole samples, Figure 48. The average pore sizes obtained 

from the metallographic sections should be on the other hand always the smallest, because 

the test area has the smallest size. As described later in report all three size distributions 

from Figure 45 and 46 are related and can be obtained from each other using the statistics 

of extremes. 

Summary 

• Fatigue crack nucleation sites have been identified, characterized and measured in the 

smooth and open hole fatigue samples from the old, new, low porosity and thin plate 

variants of the 7050-T7451 aluminum alloys. All samples were fatigue tested at Alcoa 

Laboratories at constant stress amplitudes from 102 MPa (14.8 ksi) to (310 MPa (45 

ksi)andR=0.1. 

• The fatigue crack initiating features we photographed and quantified in thirty three 

samples from the old alloy, seventeen from the new, five from the low porosity plate 

and twenty-six from the thin plate alloy. 
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Results suggest transition of the crack initiation sites from pores in the old alloy to 

constituent particles in the new one and to constituent particles and grains in the low 

porosity and thin plate alloy variants. It was also found that in open hole samples the 

size of the fatigue crack initiating pore initially increases and then decreases with the 

maximum stress level. 
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Fracture Surface and Crack Path 

The purpose of this part of the study was to investigate the correlation between 

characteristics of the fatigue fracture surfaces and fatigue lives. The materials used were 

old and new alloy variants and of particular interest were changes of the surface 

roughness, fractal dimension and microstructural features along fatigue crack path. Both 

destructive and optical sectioning methods were used. For the new alloy the 

characterization also included use of a recently proposed trisector method [74]. 

Exploring fatigue fracture surfaces is important because it provides information about both 

the microstructural features on the crack path and on the accumulation of damage 

proceeding final fracture event. Information about surface morphologies can then help in 

identify the mechanisms of crack propagation and suggest strategies for improvement of 

the fatigue behavior. Traditionally, fractography has been used for descriptive 

characterizations of fracture surfaces. Modern quantitative fractography took advantage 

of the new advanced image analysis techniques and introduced several quantitative 

fracture surface descriptors. These new parameters enable one to correlate fracture 

surface morphology with mechanical properties as well as to identify fracture mechanisms 

and microstructural features involved in failures [75-85]. The two most important current 

issues in quantitative fractography are (1) how to obtain the information about the fracture 

surface in the most efficient and practical way and (2) how to describe the fracture surface 

using the obtained information. 

Fracture surfaces are very complex and contain numerous unusual three 

dimensional features. They are difficult to describe and to compare even if they appear to 

be simple and regular. A practical alternative to overcome those difficulties is to define 

simple parameters which would quantify the surfaces and use them in correlations with 

mechanical properties. The most common of such parameters are roughness and fractal 

dimension. The surface roughness, Rs, is defined as the ratio of the fracture surface true 

area to the area projected on the mean or average topographic crack plane. Hence, the 
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larger the Rs, the rougher the surface. The values of the surface roughness are however 

not unique as they are the same for the morphologically different surfaces. Despite this 

limitation, the roughness parameter is very useful for comparing fracture characteristics of 

different materials. The surface roughness parameter is often approximated by its two 

dimensional counterpart, the profile roughness , RL [74,86,87]. Although the 

measurement of RL is less involved, there are number of methods that allow for the 

estimation oiRs without much effort [85, 88], 

The estimation of the fractal dimension has been based on the principle that the 

number of ruler lengths, N, required to measure the length of a curve depends on the size 

of the ruler, p, used in the measurement [89]. A small ruler resolves finer details than a 

large one, but at the same time requires a greater number of steps to cover the analyzed 

curve. For a fractal curve a plot of log(A0 vs. \og(l/p) yields a straight line which can be 

described by the relation 

fiY 
N=k -     eq-44 

v/v 
where d is referred to as the fractal dimension and k is a constant. Such defined fractal 

dimension gives an indication of the curve roughness: the closer the number is to 1, the 

smoother the curve. For a three dimensional case the measuring unit is an area A. The 

log plot of the total number of areas A required to cover a surface versus 1/A has a slope 

equal to the fractal dimension d. As with the surface roughens parameter, the values of 

fractal dimensions are not unique. They have been nevertheless successfully used in 

correlating mechanical properties with fracture surface characteristics for various 

engineering materials such as metallic alloys[79,80,87], ceramics materials[82], rubber[84] 

and intermetallic compounds[83]. 

To obtain the data for calculating surface characteristics, a number of experimental 

fracture surface 'sectioning' techniques can be employed[90,91,92]. The most straight- 

forward is the vertical sectioning method. In this method the samples are sectioned with 

cuts perpendicular to the fracture surface. Obtained line profiles allow for measurement of 
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the profile roughness parameters, RL, which in turn are used in calculating the surface 

roughness Rs. It is important to protect fracture surfaces during sectioning and 

measurements from plastic deformation; this is usually accomplished by coating. The 

work involved in the vertical sectioning method, both in sample preparation and in either 

digital or manual profile tracing, is then considerable. 

In the slit-island method the fracture surface is cut with a series of sections parallel 

to the nominal fracture surface. The surface is first plated with a contrast medium and 

then polished in a series of steps. At each step, the islands' boundaries are either digitized 

or traced to obtain contours of the iso-elevation lines. The major drawback of this 

method is the difficulty of obtaining small and equally spaced polishing surfaces. Uniform 

polishing over the entire section and proper alignment of sections after each tracing are 

also difficult. The work in resolving fine details, particularly if the height of the fracture 

surface is large, can be in this case enormous. 

To circumvent the destructive nature the vertical sectioning and the slit-island 

methods an optical sectioning technique has been developed[85, 88]. This method is an 

optical version of the slit-island method utilizing a confocal scanning microscopes with 

either laser or broad-band light source. During each measuring step the focus is set on a 

different height and only the regions on the same levels are in-focus, hence visible, while 

the rest of the area remains black. By assembling obtained series of equal-level sections, a 

3-D image of the fracture surface can be recreated with the aids of a computer. The 

measurements of the fracture surface parameters are then simplified with concurrent 

improvements in precision. This technique is still relatively new but it has shown great 

potential for application in fracture surface characterizations [85]. 

Other non-destructive techniques include stereographic pairs, atomic force 

microscopy (AFM) and profilometry. The biggest limitation of the stereographic pair 

technique is huge amount of computations required in processing the data[93]. The AFM 

method is suited for resolving fine details in the nanometer range but is less efficient for 
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fracture surface where details are in 1 to 1,000 urn in size. The use of the profilometry in 

fracture surface characterization has been restricted because of the discrete nature of the 

obtained data[85]. 

The information obtained from any of the described techniques allow for the 

calculation of only the 2-D surface parameters such as RL. To obtain 3-D parameters 

these results need to be converted using appropriate equations [74, 94-98]. An extensive 

review of such formulae can be found on ref [91] and the most relevant ones are listed in 

Table XXV. 

It is also important to point out that the results of the up to date studies on the 

relationships between the quantitative fracture surface characteristic and mechanical 

properties are so far inconclusive. It has been for instant observed that the fractal 

dimension is proportional to the fracture toughness of ceramics[82] and intermetallics[83], 

and that it scales well with the wear properties of rubber[84]. In metallic alloys however 

both strong correlations[77,78] and lack of any relationship between fractal dimensions 

and the fracture toughness and fatigue threshold have been reported [76,80]. 

Methodologies 

The specimens used in the fracture surface and profiles characterizations were 

open hole fatigue samples fatigued at o« = 170 MPa for the old alloy and at ow 172 and 

207 MPa for new one with R = 0.1. Old alloy sample had secondary cracks at the unfailed 

hole, Figure 49.   These cracks were used to identify microstructural features on both 

sides of the crack path at the same time. The path of both primary and secondary cracks, 

had been also examined in details in search for the microstructural evidences of fatigue 

damage. 
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Vertical sections 

Vertical sectioning was used to obtain fractal dimensions and surface roughness 

parameters. One of the method used was trisector technique [74] which allows for the 

assumption-free estimation of the surface roughness with the error not exceeding 6%[86]. 

To prevent any damage to the fracture surface during cutting, all fatigued specimens for 

vertical sectioning were electroplated with approximately 20 [im layer of copper. The 

solution used consisted of 250 g CuS04-5H20 + 50 mlHß04 + 1 liter H20, which is a 

modification of the one recommended by Cheng et al. [99]. The coating was applied at 

room temperature for 30 minutes at voltage of 5 V. Before cutting the specimens were 

cold-mounted in plastic resin. The samples were then cut into four parts, as shown in 

Figure 50. The first two parts covered the fatigue crack propagation region. Part I 

included crack origin and was approximately 800 u,m long, which was about twice the 

initial plastic zone size (estimations of the plastic zone plastic is discussed later in this 

section). The last two parts include the final fast failure region. As recommended in the 

trisector method [74, 86] each part was cut by three vertical cross sections 120° apart, 

Figure 50, with a low-speed diamond saw. The specimens were then ground with 600 grit 

sandpaper and polished with first 1.0 and than 0.25 urn diamond paste. The obtained 

crack profiles were photographed using an optical microscope and magnification of 500X. 

Each photograph was labeled to indicate the relative profile position with respect to the 

crack origin. 

As the first step in the trisector procedure, the fracture surface profile parameters, 

RL, were measured along three cross sections cut at different angles Op with respect to the 

crack propagation direction. The surface roughness parameter was then estimated using 

the formula [74]: 

eq.45 RS=
R

L-¥ 

where v|/ is profile structure factor equal: 

eq.46 y = J'sintfJ* 
TV 

cos(6' + a) /(a)dad 0 
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and where f(a,Op) is the profile orientation distribution function, obtained by measuring 

the angles between the profile segments and the crack propagation plane. One Rs value 

was calculated for each of the parts shown in Figure 50 allowing for the analysis of the 

changes in the fracture surface morphologies along the crack path. 

The differences between fatigue fracture surface characteristics in the old and new 

alloys were estimated using the data from confocal laser scanning microscopy (CLSM) 

obtained on the 2LM31 Lasertec microscope. In this case the fracture surface specimens 

required only ultrasonically cleaning before scanning. The determinations of the crack 

profiles were made at magnification 750X and covered whole crack length. Example of 

the obtained profiles are in Figure 51. 

All measurements of fracture surface profiles obtained from trisector method and 

confocal microscopy were automated by developing a customized fractographic analysis 

program. The program required as input images files with fracture surface profiles. It then 

calculated all fracture surface characteristics including angular distributions of the line 

segments, structure factors, roughness parameters and fractal dimensions. 

Crack path 

For the old 7050 alloy the fractography also included characterizations of the 

microstructural features on the crack path. The open hole sample used for this purpose 

was fatigued at <w = 170 MPa and R=0.1. It contained secondary cracks which were 

used in this part of the study, Figure 49. The sample was sectioned along crack length at 

1/3 and 2/3 thickness using a low speed diamond saw. The sections were mechanically 

ground on wet SiC 600 grit paper and then polished using 1 mm with diamond paste and 

ethanol. The specimens were examined using a scanning electron microscope (SEM) first 

in as-polished conditions and then after etching for 30 seconds with Keller's agent to 

reveal crack path features. These examinations were used to determine 1) the crack 

roughness parameter, 2) the relationship of the crack path to the grain structure, 3) the 
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number of second phase particles intercepts and 4) the severity of microcracking. The 

characterizations were performed for two different cracks. 

To determine if a fatigue crack deflects toward constituent particles the average 

number of particles per unit length of a straight line have been compared with the actual 

number of particles per unit crack length. In both measurements the enlarged photographs 

of the entire crack length were used. The measurements of the expected number of 

particles for a straight crack have been made using a scan grid of parallel lines spaced 0.5 

cm apart. Because of the anisotropy of constituent particle spatial distribution the grid 

was always aligned with the average direction of crack propagation. Alternatively, the 

number of the constituent particle intercepts per unit length along the actual crack path 

have been obtained by measuring the crack lengths and total number of particles 

intersected by the crack. 

The SEM studies of the crack path were augment with the TEM examination to 

determine if there was any change in the dislocation structure in the vicinity of the crack 

path. Specifically, the evidences of dislocation activities in or near the cyclic plastic zones 

were studied. The samples used were cut from various sections along the fatigue crack 

path with each sample contained either starting, middle or end regions of the crack. The 

samples were dimpled using a solution of 10 % nitric acid and 90 % water at room 

temperature and a voltage of 25 V. Final polish and perforation was done with a solution 

of 30 % nitric acid and 70 % methanol at a temperature of-30 °C and a voltage of 15 - 18 

V. 

Results and Discussion 

Surface roughness and fractal dimension 

Figure 52 shows a typical experimental profile orientation distribution function 

f(a,<Dp) for the fracture surface profile of the new 7050-T7451 plate alloy fatigued at o„*x 

= 206 MPa. The maximum is at about 90°, which corresponds to the general crack 
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propagation direction. The distribution is relatively flat, which means that there is 

considerable amount of crack deflection in the profile. Figure 53 show an example of the 

plot used for estimating fractal dimensions. The ruler lengths used were from 1 to 100 um 

although, theoretically, they should cover the entire size range from 0 to QO. In practice, 

however, the minimum ruler length can not be lower than by the resolution limit while the 

maximum is limited by the specimen size. The actual minimum ruler length used in the 

measurements corresponded to the sizes of the smallest pores and constituent particles 

while maximum size was in the range of the largest grains. This range covered then the 

size ranges of the microstructure features involved in the fatigue process. All obtained 

fractal plots showed excellent linearity with the standard error of the fractal dimension d, 

equivalent to the slope, of less than 0.4%. This means that the fatigue fracture surfaces in 

the 7050-T7451 alloys were fractal in nature. 

Figure 54 shows change of the roughness parameter and the fractal dimensions, 

obtained using trisector method, along the fatigue crack length of the new alloy cycled 

with amax= 206 MPa. It is evident that neither of the two parameters is constants. They 

are the smallest near the crack origin, increase gradually as the crack grow and then level 

off in the final ductile failure region. From the two only the roughness parameter has clear 

physical interpretation - it is the ratio of the fractured surface true and projected areas. 

Fractal dimension on the other hand can be considered proportional to the surface 

roughness. The advantage of using the later is in its independence on the ruler length 

which makes it a unique characteristic of the fracture surface. The obtained fractal 

dimensions are comparable with those measured in other aluminum alloys. In particular, 

our results are similar to those reported for fatigue precracks fracture toughness 

specimens for the Al-Cu-Li alloys [80]. The change of Rs along the crack path are 

moderate with overall increase of about 10%. For fractal dimension the increase is only 

3%. 

The validity of the RL - Rs conversion formulas listed in Table XXV have been 

tested using the RL data obtained from the vertical sectioning and Rs results from the 
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trisector method. Figure 55 shows the results together with the best fit least-squares line 

marked as RS_Gokhale. The slope of this line is 1.168 which is comparable to the 

formula[98]: 

eq. 47 Rs=l.\6RL 

which is the first equation in Table XXV. The difference between the experimental and 

theoretical slopes is less than 1%. Eq. 47 provides then a good approximation for surface 

roughness parameter for the studied material. The results in Figure 55 can be also 

compared with relation between Rs and RL for a surface with random curvature[90] 

eq.48 RS = (4/TZ)RL 

which represents the upper bound for the Rs. This relation is shown as a dotted line in 

Figure 55. As expected, the experimental data from the trisector method are below this 

upper limit. 

The differences in fracture surface morphologies of the old and new alloys were 

quantified using the surface roughness and fractal dimension were measured using CLSM 

method. The samples used were fatigued at «w equal 170 and 172 MPa respectively. 

Figure 56 shows the variations of both roughness parameters and fractal dimensions along 

the crack paths. As for trisector method, both RL and d increase with crack length. This 

means that as the fatigue crack grow its surfaces becomes rougher. In each alloy the 

changes of RL and d are similar along entire crack paths. However, the new alloy has 

consistently rougher fracture surface, particularly in the initial region. The average 

roughness parameter was 1.342 for new and 1.204 for old alloy and fractal dimensions 

were 1.063 and 1.052 respectively. These differences can be attributed exclusively to the 

differences in the microstructures. From possible culprits the precipitate structures had to 

be eliminated because they were similar in both alloys. The volume fractions of micropores 

in both alloys were about 0.1% hence their effect on the fracture surface morphology is 

very unlikely - they mainly act as crack initiators. The constituent particles do deflect 

cracks path, but since they were in similar amounts and sizes in both alloys, they could not 

be responsible for the observed morphological differences. This leaves unrecrystallized 

grains, which were indeed quite different in both alloys. The average recrystallized grains 
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sizes were 87 um in the new and 138 urn in the old alloy. The smaller grain size in the 

new alloys results in larger number of both transgranular and intergranular crack segments 

which increases surface roughness. 

Microstructural Fatigue Damage on Crack Path 

Microstructural fatigue damage in 7050-T7451 alloys can take number of forms. 

These alloys have complex, partially recrystallized structures with matrix and grain 

boundary precipitates, constituent particles, microporosities and precipitation free zones 

all prone to fatigue damage. As a result the crack is not straight but propagates tortuously 

through the matrix by linking-up with microcracks formed ahead of the crack tip at 

constituent particles, grain boundaries, slip planes, etc. Each of those mechanisms 

constitutes different type of microstructural damage and all of them were identified for the 

7050-T7451 plate alloy. 

Grain Structure 

The extends of the interactions between crack and the grain structure have been 

quantified by measuring the fractions of the crack path through various types of grains 

and/or grain boundaries. Since the material was partially recrystallized, the crack could 

pass transgranulary either through the recrystallized grain or unrecrystallized grains with 

subgrains. Intergranular portions of the crack path could be separated into following 

types, depending on the boundaries present: (1) unrecrystallized/ recrystallized, (2) 

recrystallized/recrystallized and (3) unrecrystallized/unrecrystal-lized. Crack path 

percentages through such defined reagions are in Table XXVII and Figure 57. 

There was a definite preference toward a transgranular path through unrecrystallized 

grains. This is expected as the material was only 20 % recrystallized. The fractions of the 

recrystallized grains encountered by the crack varied, but they were on the average lower 

than the recrystallization levels. Intergranular crack path constituted between 6 to 40% 

of the total and it was mostly between unrecrystallized and recrystallized grains. This 
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implies that these boundaries are the most susceptible to the fatigue damage. Small 

percentage of the transgranular cracks in the unrecrystallized grains propagated along 

subgrain boundaries. 

Second Phase Particles 

It was also observed that the main crack frequently branched and had secondary 

microcracks. In many instances the branches grew towards and into constituent particles 

and/or extended along adjacent grain and subgrain boundaries. The microcracks were 

both at the front and on both sides of the primary crack and usually in the vicinity of 

constituent particles, see Appendix F. The growth of fatigue crack was then preceded by 

microcracking, with constituent particles serving as the nucleation sites. The main crack 

most likely propagated towards the microcracks resulting in crack path deflections. To 

test the hypothesis that the crack deflects toward particles the number of constituent 

particles on the crack path have been compared with the expected number of particle 

intercepts by a straight line. Results, summarized in Table XXVIII and Figure 58, show 

that the number of particles intercepted by the crack is always greater than the expected 

average for the straight line. In all cases the null hypothesis that they were the same had 

to be rejected at the significance level less than 0.1% [100]. This means that there is less 

then 0.1% chance that the number of particles intercepted by the crack is the same as that 

for the straight line (the actual calculated probability is even smaller and is in the 1 x 10"1 

% range). It is thus justifiable to conclude that the constituent particles do affect the crack 

path by causing deflections. 

Precipitates and Dislocations. 

We also looked for evidences of the fatigue damage to the precipitate and dislocation 

structures. For this purpose the microstructures at the vicinity of the fatigue crack have 

been compared to that of the bulk material. Since the samples were subjected to high 

cycle fatigue, the most probable region, if any, where the damage would occur was at the 

reversible plastic zone. The size ofthat zone, can be estimated from relation [101]: 
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eq. 49 _ i 
r<     n 

AK 

2<x VJ 

where AK is the stress intensity amplitude and oy is material yield strength (equal 450 

MPa for 7050-T7451 alloy). The expressions for the * K in eq. 49 are different for the 

short and long cracks, see Appendix F. The stress intensity in the former case can be 

approximated as [102,103]: 

2R + 2L 
AK = 3.36&CT<JXLJ———— eq. 50 

V 2R + L H 

where L is crack length, R the hole radius and * * is stress amplitude (equal in this case 

153 MPa). For the long cracks both cracks and the hole can be treated as a through 

thickness center crack, Figure 49, of length 2(R+L) with * K is equal to[104]: 

.1/2 

eq. 51 AK=A(Jyj7z(R + L) 
(      rtR + L)} sec- 
V W     j 

where W is the specimen width. The change of the cyclic plastic zone size with crack 

length calculated using equations 49-51 is shown in Figure 59. For the initial crack of the 

size of a pore, the cyclic plastic zone is about 10 u.m. At the failure, when the cracks are 

2.5 to 3.5 mm long, the zone size increases to about 250 urn which is about twice the size 

of a typical unrecrystallized grain. To see any fatigue damage, the TEM sample had to be 

then perforated in a grain adjacent to the fatigue crack. Such accuracy is extremely 

difficult to achieve, however we were able to perforate one of the samples within 10-20 

urn from the plastic zone. The examination ofthat particular sample show no evidence of 

any fatigue damage to the precipitate structure or debonding at the grain boundaries. The 

dislocation structure was also no different than that of the bulk material and without any 

grouping and/or banding. These results are consistent with the literature on 7XXX alloys 

[105,106]. Additional details pertaining to the crack path can be found in Appendix 

F[107] 

55 



Correlation between fracture surface characteristics and fatigue lives 

The effects of crack deflections, hence also the fracture surface roughness, on the 

crack propagation rates have been studied by Suresh[108]. Using an idealized periodic 

deflected crack profile, he introduced a parameter describing the degree of crack tilting, 

D, defined as: 

T 
eq. 52 D 

T + S 

where T is the distance over which the tilted crack advances along the kink and S is the 

distance over which the plane of the growing crack is normal to the far field tensile 

direction. The crack propagation rates for this periodically deflected crack along the 

projected mode I plane is: 

eq.53 % = {/Jcos0 + (1-Z))}ÄL 
dN dN 

where (da/dN)L is the growth rate of a straight crack and 0 is the tilting angle. To 

investigate the effects of the crack deflection on the crack growth rates in the 7050 alloys, 

we have used the surface roughness experimental data to calculate the values of T, S and 

0.   eq. 53 was then used to calculate the magnitudes of the effect of crack deflection on 

crack propagation rates. Results are plotted in Figure 60 showing that the crack 

propagation rate decreases as both D and 0 increase. For aluminum alloys, the typical 

values of D is 0.75 and 0 is about 45°[101]. This results in the reduction of the crack 

propagation rate by about 22%. In the investigated alloys the values of D and 0 were 0.93 

and 37°, which gives crack propagation rate reduction of about 16%. 

We also considered possibility of correlating fractal dimension with fatigue live. 

Our results show that an increase in the values of RL and d for old and new alloys fatigued 

at constant maximum stress of 172 MPa correspond to an increase in the fatigue lives 

from 29,564 and 1,842,960 cycles. This suggests correlation, however it would be very 

dangerous to postulate a universal relation. This is because the fracture surfaces have 
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different morphology at different regions, hence it would be inappropriate to use an 

average value of fractal dimension. Moreover, the crack propagation rate is not constant, 

but increases exponentially with crack length. The crack can then spend majority of the its 

fatigue life as a small crack extending only by the small portion of total specimen cross- 

section. In correlating fractal dimensions with fatigue lives one should use a weighted 

average that would take into account time spend at different locations. Since the weight 

function are impossible to know a priori, also the meaningful correlation would be 

difficult to make. Another possible reason for difficulty in utilizing fractal dimensions is 

that they can be obtained using different techniques, with each of them giving different 

index for the same surface. Although the fractal dimension measured in this investigation 

shows qualitative agreement with fatigue life, more works, both theoretical and 

experimental, is need to quantify those correlations. 

Summary 

• The fatigue fracture surfaces and the microstructure in the adjacent areas have been 

characterized in old and new alloys using optical, SEM, TEM, and confocal laser 

microscopies as well as vertical sectioning and trisector methods. 

• In both alloys the roughness parameters and fractal dimension increased with fatigue 

crack length and leveled off at the final fast fracture region. The surface rougness 

parameter was inversly proportional to the grain size. The smaller grain size in the new 

alloy resulted in the rougher surface and longer fatigue life. 

• The fatigue cracks path is 60 to 95% transgranular with no preference towards 

unrecrystallized or recrystallized grains. The intergranular portion of the path is 

preferentially between unrecrystallized and recrystallized grains. 

• Microstructural examinations showed that deflections of crack paths have been 

controlled by the second phase particles. No change in dislocation structure and no 
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alterations of the precipitate structure was observed in the vicinity of the fatigue 

cracks. 

•    Estimations of the effects of the crack deflections on the crack propagation rates 

suggest that they can result in up to 16% decrease in the crack propagation rate in the 

7050-T7451 alloys. 

58 



Modeling 

Size Distributions of Fatigue Crack Initiating Features 

All crack growth fatigue life predictions require as input either average initial crack 

size or crack size distribution. Since in the investigated alloys fatigue initiated 

predominantly from micropores and constituent particles, it would be tempting to assume 

that initial crack sizes and the size distributions of these features are equivalent. As 

evident from Figure 45 an 46 such assumption would be incorrect. The figures compare 

maximum pore dimensions obtained for the old and new alloys from metallography with 

the actual sizes of the crack initiating pores for smooth fatigue samples. For both alloys 

the crack initiating pores are at least order of magnitude larger than those found on the 

metallographic sections. The difference is due to the fact that the dominant fatigue crack 

does not initiate from a randomly chosen pore but from the one that generates the largest 

stress intensity. In smooth samples these are the largest surface pore, hence the size 

distribution of those pores, one from each sample, constitutes distribution of the actual 

initial cracks. The problem of finding the later reduces then to finding the extreme 

distributions from the parent distribution obtained from metallographic 

measurements[67,109]. 

Extreme value statistic 

The true size distributions of the pores or particles, or dispersions in general, can 

be obtained from the metallographic characterizations using the procedures described in 

the proceeding sections [23]. Let us assume that both the cumulative size distribution, cdf 

or FD(d), and the probability density function, pdf or fD(d), obtained from such 

measurements are known. Let us also assume that we know the number of pores or 

particles in the sample surface region, n , which we shall call "sample size". The extreme 

value distributions of the largest dispersions in the surface region can be then obtained 

from the following expressions[67]: 

59 



cdf:     F„_{d) = [FD{d)]" 

pdf:    fDß) = ^M = ^FD(d)rfo(4 eq'54 

where FDn and/0„ are extreme value cdf and pdf functions. Equations (54) are useful only 

for small sample sizes. For large n, expected in our case, they degenerate to either 0 or 1. 

The problem can be eliminated by using the following large sample asymptotic equivalents 

of equations (54) [110]: 

cdf:     FD{d) = exp{-n[\-FD{d)]} 
r -i   ecl- 55 

pdf:    fDn{d) = nfD{d)^AAl-Foid)]\ 

which give finite results for any n. 

Another problem with equations (54) and (55) is that they are valid only for a 

constant sample size. When sample size vary, as is the case of the number of pores or 

particles at the sample surface region, equation (54) for cdf has to be replaced with[67]: 

cdf:     FDn(d) = fjPn[FD{d)J       eq.56 
n=0 

where pn is the probability that sample has size n. For our purposes pn can be adequately 

approximated by the Poisson distribution[ 111]: 

Pk(k,n) = T7e~"       ecl-57 

A:! 

where n is the expected average. Combining Eqs. (56) and (57) leads to: 

-«-iTfKMf eq.58 

= e-nenFD(d) 

= exp{-r{l-FD{d)]} 

where we took advantage of the relationship: 
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Er8' eq-59 

Note that equation (58) and equation (55a), are identical. This means that for Poisson 

distribution of sample sizes the extreme value distribution does not degenerate. Equations 

(55) can be then used for both constant and variable sample sizes. 

Now, depending on the type of the parent distribution, the extreme value cdf s can 

have, theoretically, three possible asymptotic forms [67,109]. In particular, if the parent 

distribution is of the exponential type, its asymptotic form is Type I or Gumbel 

distribution: 

F(x) = exp[- exp(4,x)]        eq. 60 

For the polynomial parent, the limiting distribution has Type II or Frechet form: 

F(x) = exp(-Anx~k). eq. 61 

and, when the parent has an upper bound, the Type III or Weibull asymptote follows: 

F(x) = exp[-An(Bn-x)k]     eq. 62 

In all cases k is a constant and A„ and B„ are functions of the sample size. The asymptotic 

forms, or domains of attractions, for other common continuous distributions are also 

known and they can be found for instance in reference [67]. If the type of the parent 

distribution can be identified, it is always possible to find the type of its extreme value 

asymptote. However, the problem of identifying parent distribution for the extreme value 

purposes is slightly different from the one of finding the best fit to the experimental data. 

This is because the estimates of the extreme largest values, which we are interested in, are 

based on the extrapolations of the right tail of the parent distribution to the large size 

region. The parameters of the parent distribution should be then obtained in this case by 

weighting tail data points the most. The weight function recommended for this purpose 

has the form [67] 

w. =  eq. 63 

where/?, is an empirical cumulative probability of the ordered point number /'. Another 

possibility is to use only the tail portion of the distribution in the extreme value 

61 



calculations, neglecting all small size data. It is evident that in both approaches the 

assumption about the shape of the parent distribution, and its tail in particular, has a 

detrimental effect on the precision of the extreme value calculations. In this work we 

assumed that the parents were either lognormal or of the Gumbel type. The lognormal 

distribution was chosen because it gave the best fit to the experimental data for both pores 

and constituents [23]. The Gumbel distribution is on the other hand a domain of attraction 

for the largest extremes for the lognormal cdf [67]. The Gumbel and lognormal 

distributions should be then tail equivalent which means that the former would be a good 

approximation for the tail of the later. 

To identify the pore and the particle distribution types their experimental size 

distribution data were plotted on the appropriate probability papers. Examples of such 

plots for porosity in the old and new alloys are shown in Figure 61 (linear plots are 

included for comparison). Each plot has only data for maximum pore dimensions on LS 

planes in the plate center regions (parent distributions) and maximum dimensions of the 

actual fatigue crack initiating pores obtained from fractography(extreme values). The 

parent distributions on both lognormal and Gumbel probability plots are not straight. 

However, in all cases the right tails can be approximated with straight lines suggesting that 

the choice of both cdfs is justified. The extreme value distributions (fractographic data) in 

both cases are also reasonably linear except for few points corresponding to the largest 

pores. These largest pores have approximately the same size, about 450 urn for old and 

200 urn for the new alloy, suggesting that each alloy may have a maximum pore size limit. 

To find which continuous distribution was better suited for the extreme value 

calculations, they were both used for fitting the experimental parents. The equations used 

were: 

1      x 1 
Lognormal cdf: F(x) = —j==— f-exp 

una 

Gumbel cdf:       F(x) = exp 

\(\nt- n 
2V     a 

dt 

eq. 64 
\nx- fj,n 

exp 
'    lnx-//G ' 

<*Q J 
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Both standard and weighted least-square fit, with weights calculated from Equation (63), 

were used. The standard fit was chosen to simulate indiscriminate use of the 

metallographic data and/or use of data obtained from measurements taken under low 

magnification. The weighted fit made better use of the right tails of the distribution and 

simulated use of results from metallographic examinations obtained under high 

magnification. The fitting results are in the "parent" column in Table XXIX and Table 

XXX. In all cases the correlation coefficients, R2, for the standard least-square fits were 

greater then 0.95.   There was also no significant difference in the goodness of fit between 

lognormal and Gumbel approximations. 

As the next step the least-square method was used to estimate the best values of 

the sample sizes, N, which would result in the best fit of the extreme values predictions to 

the experimental fractographic data, Figure 62 to 65. In this case Eq. (55a) combined 

with Eq. (64) were used. Results are also in Table XXIX and Table XXX showing clear 

superiority of Gumbel distribution. The fit is also shown in Figure 62 to 65. The 

predictions of Gumbel distribution were particularly accurate for the large size ranges and 

notably for the new alloy (Table XXX). For that alloy the correlation coefficient for 

Gumbel distribution and standard fit is higher than that for the weighted fit. However, the 

probability plot shows that this is mostly due to large differences between predictions and 

experimental data in the small pore range, which is not critical for the worst case design, 

Figure 65. For the large pore sizes the predictions from the Gumbel distributions obtained 

from weighted fit are clearly superior. 

The values of sample sizes, N, which gave the best approximations of the fracture 

surface data require close scrutiny. They represent the number of pores in the sample 

surface region which were interrogated, for the largest stress intensity, by the cyclic stress. 

To be physically plausible, these values should be between the total number of pores 

intersected by the specimen surface and the number of pores in the entire gage section 

volume, Table XXXI. For both alloys the sample sizes for lognormal distributions were 

either larger then the total number of pores in the sample or equal to the number of pores 
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in the surface layer from 1.4 to 2.7 mm thick. Both results are then unrealistic. For 

Gumbel distribution, the N-values were consistent with the number of pores either 

intersected by a sample surface about 0.6 to 5.5 mm wide or in a surface layer from 8 to 

157 urn thick. The last two values, obtained for Gumbel distribution using weighted fit, 

are the most physically appealing as they correspond to the surface layer of the order of 

the average pore size. 

Results from the above preliminary considerations strongly suggested that fatigue 

crack initiating pore size distributions are indeed the extreme value cdf s of the pore size 

distribution obtained from metallographic sections with the sample size equal to the 

number of pores in the surface layer. However, they also showed that the predictions were 

very sensitive to the method used in estimating parameters of the parent distribution. In 

particular, when using weighted fit, the largest pore found on the metallographic section 

had detrimental influence on the value of those parameters. This is undesirable, because 

each metallographic characterization will lead to the detection of different largest pore 

resulting in different both parent and extreme distributions. To eliminate this problem it 

would be more appropriate not to use the weighted fit but rather utilize the whole right tail 

of the distribution with equal weight on each point. We recommend that for this purpose 

the right tail can be defined as the region with sizes greater than logarithmic average plus 

one logarithmic standard deviation, Figure 66. This assures that (1) only relevant data are 

included in the analysis and (2) that the extreme value estimations are obtained from the 

average properties of tail. This procedure has been used in all subsequent extreme value 

calculations. 

Smooth Fatigue Samples 

The estimations of the initial crack sizes in the smooth fatigue samples were based 

on the metallographic data from the plate center regions using statistics of extreme. The 

calculations were curried out for the old, new and low porosity plates. Thin plate variant 

was excluded because for smooth samples from that alloy fatigue initiated as Stage I 

failures [13]. The size distributions used in the estimations consisted of particle or pore 
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largest diameters data obtained from TL, LS and ST sections. They were fitted with the 

lognormal distribution, eq. (64), to obtain the cut-off values of the tail section, Figure 66. 

The tails were then approximated with the Gumbel distributions, eq. (64), which were 

subsequently used as the parent distributions in all extreme value calculations. The fitting 

results are shown in Figure 67 to 70 and are summarized in Table XXXII. 

Finding the extreme value distributions describing the initial crack sizes, eq. (55), 

requires knowledge of both the metallographic parent and the sample size, n. Our results 

from the proceeding section suggest that n is related to the number of pores in the sample 

gauge section. To find its value, the extreme value distributions were fitted to the 

fractographic data treating n as variable. The calculations were curried out only for the 

crack initiating features actually observed on the fracture surface and the obtained best n- 

values are listed in Table XXXII together with the number of particles or pores intersected 

by the sample surface. The ratios of the two quantities, also listed in the Table XXXII, 

have two interpretations. The first is that it represent the fraction of the sample total gauge 

section, in its center region, where the cracks are most likely to form. The second 

possibility is that it is the fraction of pores or particles which can serve as the crack 

nucleation sites. Accordingly, for old and new alloys, where cracks initiated exclusively 

from pores, it appears that they started from either the largest pore intersecting the central 

one-half portion of the total gauge section or that only half of the pores are capable of 

initiating a crack. Although both interpretations are physically plausible, we believe that 

the former is the correct one. This is because according to the later the n/nsurf ratios for 

both alloys should be different due to the differences in the pore sizes, volume fractions 

and shapes. Almost identical values suggest that they are controlled by the sample 

geometry, which was in both cases the same. For low porosity alloy, where fatigue cracks 

initiated both from pores and particle, the obtained results were quite different. For pores, 

the n/rw ratio was grater than one implying that cracks initiated from the largest pores in 

the surface layer about 260 urn thick. This result is inconsistent with the one for old and 

new alloy. The difference can be attributed to the fact that in the low porosity alloy the 

crack initiating pores were always adjacent to the constituent particle. The reported 
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"pore" sizes were actually the sizes of the entire nucleation site which included both the 

pore and the particle. The pore sizes are then overestimated which results in the 

overestimated sample size. Using the true dimensions of the pores would on the other 

hand underestimate of the initial crack size leading to the underestimation of n. Since for 

the old and new alloys the n/nsurf ratio depended primarily on the sample geometry, the 

same should hold for the low porosity case. It was than assumed that for that low porosity 

alloy the n/n9Urfratio was also approximately 0.5. For particles in the same alloy the best-fit 

n was very small, corresponding to the interrogated area of about 1.4 mm . This means 

that the cracks did not initiate from the largest particle but from the largest particle with 

the potential for cracking or, perhaps, the largest already cracked particle. There were 

only 67 such particles intersected by the sample surface which was about 0.07% of the 

total. As a result the cracks nucleated preferentially from pores, despite the fact that the 

particles are larger and have larger area densities. 

Our results indicate that sampling of the smooth samples for the particles and 

pores with the largest potential for initiating fatigue crack depends on the feature type. For 

pores, the one which initiates crack is the largest surface pore in the middle half of the 

sample gauge section. The sample size, n, for the extreme value distribution is then in this 

case equal to the half of the total number of surface pores. For particles, the crack do not 

initiate from the largest surface particle but from the largest particle which can break and 

form a crack. Based on the data for the low porosity alloy this would be the largest 

particle from the 0.07% of all surface particles which can form a crack. The sample size 

for particles is therefore equal to the 0.0007 times the total number of all particles in the 

sample surface region. 

The above-defined sample sizes were used in predicting the expected size 

distributions of the fatigue crack initiating particles and pores using eq. (54). Parameters 

of the obtained extreme value distributions are in Table XXXII (Gumbel extreme) and the 

distributions are compared with experimental data in Figure 67 to 70. In all cases the 

predictions are quite accurate. The only exceptions are cracks initiating pores in the low 
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porosity alloy which have sizes slightly underestimated by the extreme calculations. Note 

that Table XXXII also contains predicted average sizes of the cracks initiating particles 

and pores. For new and old alloys the predicted sizes of cracks nucleating from pores are 

much larger than those for particles which explains why only pores served in these alloys 

as the crack nucleation sites. For low porosity alloy the predicted sizes of cracks from 

particles and pores were comparable, which resulted in the mixed nature of the nucleation 

sites. 

Open Hole Fatigue Samples 

The sizes of initial cracks in the open hole samples were estimated using the same 

extreme value procedure as for the smooth samples. The metallographic pore and particle 

size data used in the calculations were from the TL, LS and ST planes from the center- 

plate locations. Since in the old and new alloys cracks initiated from particles and pores 

and in low porosity and thin plates from particles, only those cases were considered. The 

relevant cumulative distributions of bulk pore and particle sizes are in Figures 71-74. The 

figures also include parent distributions, fractographic data and predicted (extreme) 

distributions of the initial cracks. All input data used in the calculations and the parameters 

of the parent and predicted extreme distributions are summarized in Table XXXIII. 

As in the smooth sample case, the sample sizes, n, for the extreme value 

calculations were obtained based on the experimental data using the best fit procedure. 

For the pores, the n-value was calculated as the average of the best-fit values for the old 

and new alloys. The obtained n was equal to the number of pores expected on about 90% 

of the total surface area of the two holes present in the sample (see n/nsurf ratios in Table 

XXXIII). However, as discussed in details by Yang at al.[l 12], because of the stress 

concentration around the hole, the highly stressed region includes in this case not only a 

portion of the hole inside but also an area on the front and back surfaces surrounding the 

hole, Figure 75. Yang at al. estimated how the size ofthat highly stressed area changes 

with its average stress. According to their results, Figure 75b, for pores in our case this 
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area will extend circumferentialy by angle 0 = 19.5° and radially by 5 = 3 mm. This 

corresponds to the average stress in the highly stresses region equal to the 95% of the 

maximum in the circumferential and 60% of the maximum in the radial direction. 

Alternatively, the same sample sizes correspond to the number of pores in a search volume 

of 0.45 to 0.48 mm3 which corresponds to the four through-thickness cylindrical search 

zones, about 220 urn in diameter, at each hole maximum stress regions. The obtained 

sample sizes are then physically plausible, as they indeed correspond to the number of 

pores in the highly stressed region. The predicted distributions of the initial cracks starting 

from pores obtained using above results, Figure 71 and 72, are in very good agreement 

with the experimental data, particularly in the relevant, high size region. 

For fatigue cracks initiating from particles the average extreme sample size was 

calculated as the average of the best fit values for all four alloy variants. The individual 

sample sizes, Table XXXIII, were in this case surprisingly small and varied from 1.1 to 

59. Since sample size equal one corresponds to the case when any particle, independent on 

its size can serve as the crack nucleation size, obtained results suggest that cracks did not 

nucleated from the largest particles but from any particles susceptible to cracking. This is 

consistent with the our results for smooth specimens which also suggested that only some 

of the particles were capable of nucleating a crack. The predicted size distributions of the 

cracks initiating from particles are shown as dotted lines in Figures 71 to 74. The 

predictions are very good for the old and thin plate alloys and result in the overestimation 

of initial crack sizes in the new and underestimation in the low porosity plates. For the 

new and thin plate alloys, which had best fit sample sizes close to one, the initial crack size 

distributions could be adequately approximated with the parent distributions eliminating 

the need for the extreme value conversions. 

The predictive capabilities of the proposed extreme value approach could be 

additionally tested by comparing the expected frequency of cracking from particles and 

pores with the experimental data. According to our fractographic results, Table XX to 

XXIV, for the open hole samples from the old and new alloys the fatigue cracks should 
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Start predominantly form pores, while for the low porosity and new plates they should 

initiate from particles or as Stage I failures. Accordingly, it would be expected the 

predicted average sizes of the fatigue crack initiating pores in the old and new alloys 

should be greater than those of particles, while the reverse should hold for the low 

porosity and thin plates. Results from Table XXXIII (d(50%)extrenie) show however that for 

all alloys the predicted sizes of crack initiating pores are greater than those of particles. 

The discrepancy can be attributed to the difference in the driving forces for cracks 

initiating from particles and pores. These differences were analyzed by Trantina and 

Barishpolsky[l 13] who showed that for similar geometry a bonded cracked inclusion has 

crack driving force 15% greater than a void. Our results for the old and new alloy, where 

small fractions of fatigue cracks started from particles, are in accord with those 

predictions. They suggest that the cracked particles had the same crack driving force as 

the pores with from 2.7 to 3.8 times greater size. Considering the differences in the pore 

and particle geometry and that particle always have sharper initial crack than pores, the 

obtained amplifications of the crack driving force by the particle is in the expected range . 

Using the particle size multiplication factor of 3.8 obtained for old alloy for the low 

porosity and thin plates gives particle equivalent crack initiating pore size of 105.3 (im for 

the former and 70.3 u.m for the later alloy. These values are larger than the expected 

largest pores in the highly stressed regions, explaining why cracks did not start form pores 

in these two alloys. The predictions of the initial crack sizes in the open hole samples using 

the statistics of extreme are then self consistent demonstrating the utility of the proposed 

approach. 

Summary 

•    The initial true fatigue crack size distributions in the smooth and open hole fatigue 

samples have been estimated from the bulk pore and particle size data using the 

statistics of extreme. 
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• The initial crack sizes have been described using extreme Gumbel distribution obtained 

from the Gumbel parent fitted to the tail portion or the bulk pore and particle size 

metallographic data. The tail of the size distribution has been defined as region with 

feature sizes greater than logarithmic average plus one logarithmic standard deviation. 

For smooth fatigue specimens the extreme value sample size for pores was equal to 

the half of the total number of pores intersecting sample gauge section. For particles it 

was estimated as 0.0007 times the number of surface particles in the same region. 

For the open hole specimens the extreme value sample size for pores was equal to the 

number of pores in the highly stressed surface area extending 19.5° circumferentially 

up and down from the holes mid-sections and radially by about 3 mm on the hole front 

and back surfaces, Figure 75. For particles the sample size was on average equal to 

0.00115 times the total number of surface particles in both holes. 

Small values of the sample sizes for particles indicate that not all particles are capable 

of generating a crack. It appears that the particles which nucleate fatigue cracks are 

not necessarily the largest particles at the surface or highly stressed regions, but the 

ones which are susceptible to cracking. 

Obtained results confirmed theoretical expectations that the initial crack driving force 

for cracked particles are larger then for pores. The driving force for a crack nucleating 

at a particle appears to be the same as for the cracks at pores with 2.7 to 3.8 times 

grater size. 
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Life predictions 

Introduction 

Information generated during material characterization phase of the program were 

used to develop relationships between the microstructural characteristics and fatigue lives. 

The goal of this part of the program was to formulate microstructure based fatigue life 

prediction models which would predict not only the average fatigue lives but also life 

distributions. Particular emphasis were put on testing the predictive capabilities of the 

existing models and on finding the methodologies of incorporating microstructural 

parameters into them. 

All life prediction models can be divided into phenomenological and statistical. 

The first group consists of models based either on the Miner's type damage accumulation 

law or on the Paris/Erdogan crack growth equation[101]. These models usually have at 

least one parameter related to the material mechanical properties which, in turn, depends 

on microstructure. The phenomenological models have therefore potential for linking 

microstructural descriptors with fatigue life. In contrast, statistical models include 

parameters describing the statistical nature of the fatigue process. Such parameters rarely 

have physical meaning which make them unsuitable for linking fatigue life with the 

microstructural characteristics. However, since statistical models provide usually good fit 

to the fatigue data, they are useful for combining statistical descriptions of the nucleation 

and propagation stages of fatigue life. In this program we tested the predictive capabilities 

of the life predictions based on the crack growth phenomenological models. Changes in 

microstructural variables on the crack path were incorporated using the Monte-Carlo 

(MC) approach. The considered stochastic variables included (1) size distributions of the 

crack initiating features, (2) crack location, (3) changes of the crystallographic texture on 

the crack path and (4) microstructure related crack deflections. We also investigated 

capabilities of the Markov chain approach for potential use in integrating together various 

crack nucleation and growth models. 
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Our initial modeling work was focused on identifying the sources and magnitudes 

of scatter in fatigue lives of the 7050-T7451 plate alloys. From the preliminary fatigue 

testing results obtained by Alcoa team it appeared that for the smooth samples there was a 

definite correlation between fatigue lives and the sizes of both the actual crack initiating 

pores and the sizes of the intentionally introduced defects, Figure 76 [114]. However, 

since the scatter in the data was substantial, it was anticipated that both the initial crack 

size distribution and the changes in the microstructure along the crack path contribute to 

the scatter. The largest microstructural contributions to the variation in fatigue lives were 

expected to come from the crystallographic texture and crack deflections. This is because 

the texture at the crack tip controls local yield strength hence also the extend of the cyclic 

plastic zone. Since the texture changes along the crack path, one can expect fluctuations 

of the yield strength with crack length. Crack deviations from the straight path control on 

the other hand crack tip stress intensity. These deflections are result of the attractive 

interaction between constituent particles and the crack, preference to the crack 

propagation along weak inclined grain boundaries, etc. Both local texture and local crack 

deflections affect then local crack growth rate, contributing to the scatter in the fatigue 

lives. 

The microstructural effects were expected to be the most significant at the initial 

stages of fatigue life in the smooth fatigue samples. For this samples the maximum 

stresses were smaller than for the open hole specimens which had stresses amplified by the 

concentration factor of 3. The cracks dispensed then more time in the former in the 

incipient stage where the local microstructural effects were strong. As a result, our efforts 

concentrated on modeling the distributions of fatigue lives for the smooth fatigue samples 

where microstructural effects were expected to be the strongest. Our objectives in this 

stage of the program were to: 

(1) Determine if the crack growth stage is proceeded by the substantial period of 

nucleation. 
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(2) Estimate upper and lower bounds of the effects of the microstructural fluctuation 

on fatigue life. 

(3) Incorporate all findings into microstructure base Monte-Carlo life predictions 

model. 

This approach complemented work by the Alcoa team which concentrated on the 

developed models for predicting fatigue lives of the open hole samples. Their results are 

described in references [13]. 

Crack Nucleation 

The number of nucleation cycles in the smooth samples were estimated by 

comparing the experimental cycles-to-failure data with the expected values obtained from 

the deterministic crack growth model. The experimental data used were for the old and 

new alloys tested at constant amplitude with maximum stress 240 MPa, R-value 0.1 and 

frequency 10 Hz [13]. The correlation between fatigue results and the actual sizes of the 

crack initiating pore is shown in Figure 77a. These results were compared with the 

expected fatigue lives were calculated using the experimental crack growth rate equation 

for the 7050-T7451 obtained from the data in Figure78 [115]. The da/dN data are best 

described by the relationfl 15]: 

— = 7.5-10-12AT175 eq.65 

which gives result in m/cycle for AK in MPa mm and which is valid for stress intensities 

grater than the threshold, AKth, which is about 3.3 MPa. For intensities smaller than AKth 

it was assumed that the growth rate followed the doted line shown in Figure 78. Such 

approximation of the da/aN curveis consistent with the expected small crack behavior 

[116,117]. Equation 65 was integrated numerically assuming that the initial crack sizes 

were equal to the actual measured sizes of the crack initiating pores and that cracks grew 

from the very first fatigue cycle. The expression for AK used in the calculations was the 

one proposed by Newman and Rajufl 18] and the nucleation cycles were calculated as: 
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Nnud ~ ^exper. ~ NpKdcted eq. 66 

Obtained nucleation cycles are shown in Figure 78 b. For the majority of samples they 

were in the ±50,000 cycles range (one sample from the new alloy had nucleation period 

equal 90,000 cycles and for one specimen from the old alloy it was -60,000 cycles). The 

averages were 15,000 cycles for the old alloy and -2,600 for the new one. Comparing 

those numbers with the average fatigue lives, which were 93,000 for the old and 135,000 

for the new alloy, the nucleation periods were relatively short. What was surpassing was a 

large number of samples with negative nucleation periods suggesting crack acceleration. 

Figure 77 b also suggested that there might be an inverse proportionality between the 

number of nucleation cycles and fatigue life. Since fatigue lives are also inversely 

proportional to the initial pore sizes, this means that 7050 alloys the crack initiating pore 

sizes and the number of nucleation cycles should be proportional. This relationship is 

explored in Figure 79. The scatter is substantial, but there seems to be a weak positive 

correlation. For small crack sizes the observed trend can be attributed to the well known 

phenomena of the accelerated growth of the small cracks [116]. Negative nucleation 

cycles were indeed observed for the smallest crack initiating pores. However, for large 

initial cracks the relationship is contrary to expectations, as one would expect no 

nucleation period for the large pores. A plausible source of the discrepancy is crack tip 

blunting at large pores which can lead to lower nucleation times. 

Despite weak correlation between estimated nucleation periods and fatigue lives, 

for all practical purposes the fatigue crack nucleation times for the old and new 7050- 

T7451 plate alloys could be considered as random. Since there was no significant 

difference between the nucleation periods for both alloys, their nucleation data were 

plotted together on the normal probability plot in Figure 80. The plot shows excellent 

linearity suggesting random scatter in the nucleation times. The average number of 

nucleation cycles obtained from the plot was 6,100 with the standard deviation of 22,800. 

Small values of both statistics compared with the average fatigue lives suggests that 

nucleation periods are due to the random error with equal probability of the positive and 

negative deviations. As reported by Grandt et al. [119], similar trends would be expected 
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for the cracks nucleating from particles for the low porosity and thin plates and for crack 

nucleating from both feature types in open hole samples. As a result, in all subsequent 

simulations utilizing crack growth model it was assumed that the crack nucleation periods 

were random and negligible compared to the error introduced by the microstructural 

variables. 

Magnitudes of Microstructural Effects 

The expected upper and lower limits for the fatigue lives resulting from the 

microstructural fluctuations were estimated using eq. 65. To introduce microstructural 

parameters the crack growth rate equation had to be re-written in the following form: 

—  = CAKm = £>     — AKm eq. 67 
dN we a; 4 

where C = 7.5-10"12, m = 4.175, Davg is the correction for crack deflection, oys is the 

yield strength and n is material constant assumed equal 1. The new da/dN equation has 

then constant C deconvoluted into the microstructure related components. In addition, 

since the yield strength can be expressed as a product of the Taylor factor, Mavg, and the 

critical resolved shear stress rcm 

^=Hg^m eq. 68 

eq. 67 can be replaced by: 

da   = £>     — AKm eq. 69 av8  \A" M 

avg 

where 

C"=— eq. 70 
x crss 

Comparing eqs. 67 and 69, with n=l, gives following expression for constant C": 
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c,= «KL eq 71 

D avg 

Knowing the average Taylor factor and the crack deflection correction factor allows then 

for the calculation of constant C". Eq. 69 can be subsequently numerically integrated 

with maximum and minimum values of T> and M substituted for Davg and Mavg to obtain 

the upper and lower estimates of the fatigue life fluctuations due to, respectively, crack 

deflections and texture. Additional variability of fatigue lives comes from the variations in 

the initial crack sizes. As discussed earlier, the size distributions of those cracks can be 

obtained from the metallographic pore and particle size distribution data using the 

statistics of extremes. Obtained results can be then used as initial crack sizes while 

integrating eq. 69 to obtain the spread in fatigue lives attributable to the distributions of 

pore and particle sizes. The bounds on fatigue lives from all above variables have been 

estimated for the case of the new alloy and smooth specimens. The results are described 

below. They represent typical effects expected in all alloy variants. 

The magnitude of variations in fatigue life due to size distributions of crack 

initiating feature were estimated assuming that cracks start from pores. This assumption 

was consistent with our fractographic results for smooth fatigue samples for all alloy 

variants. The pore size data used were for the new alloy, which represented average 

expected behavior. In the calculations it was assumed that the upper and the lower size 

bounds correspond to, respectively, the one and the ninety nine percent fractiles of the 

predicted pore size extreme Gumbel distributions. The pore sizes were calculated from eq. 

64 by solving it for d: 

d = exp{/4^ " Obn«r to[- lnF(d)]}       eq. 72 

where parameters jUG-extr and (Jo-extr were taken from table XXXIV and F(d) was the 

probability. Obtained initial crack size limits were 84 and 485 urn and the predicted 

average initial size was 154 urn. The corresponding crack growth curves are in Figure 81. 

They were obtained for cw = 240 MPa using stress intensity from Raju and Newman 
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[118]. The initial crack was assumed to be of the thumbnail type with depth equal to the 

pore size and with average aspect ratio of the bulk pores. The predicted dispersion of 

fatigue lives was 150,000 cycles which is comparable to that of the experimental data. 

The effects of fluctuations in crystallographic texture along the crack path enter 

our crack growth equation, eq. 69, through Taylor factor, M. To calculate this factors it 

is necessary to determine the average crystallographic texture (or more precisely the 

CODF function) and the stress state at the crack tip. Unfortunately, both are not only 

extremely difficult to measure but they also change with the crack size. It is nevertheless 

possible to evaluate the bounds of the Taylor factor for various textures and stress states. 

For aluminum and its alloys such estimates have been carried out by Bunge[120]. The 

Taylor factors obtained by him for metals with fee structure were between 4.5 and 2.5 

which with an average of 3.5. The crack growth curves obtained using those values are 

shown in Figure 82. They were calculated by again numerically integrating eq. 69 with the 

same amax and R as for initial crack sizes. The initial crack size was assumed 154 um, 

which corresponds to the average predicted size of the fatigue crack initiating pore in the 

new alloy. The obtained range of fatigue lives was 165,000 cycles. It should be however 

kept in mind that this represents the maximum one-sided effects. In reality the scatter will 

be smaller because the extreme conditions are not going to persist throughout the entire 

fatigue life. A more realistic estimate of texture effect was obtained by randomly varying 

M between 2.5 and 4.5 along the crack length using our MC model described later in the 

report. Such changes of Mused in 1,000 MC simulations resulted in the predicted fatigue 

life range of only 5,200 cycles, Figure 82. 

To evaluate the range of scatter resulting from microstructural crack deflections 

we used our experimental fracture surface roughness data. Although the data were 

obtained for the open hole samples we expected no significant change in roughness values 

for the smooth specimens. Following description proposed in reference [117], it was 

assumed that the crack had idealized periodic profile shown in Figure 83. For that profile 

the deflection correction factor is equal to: 
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V = Wco$® + (l-W) eq. 73 

where 

£)'= = ——L-  eq. 74 
D-S    RL(l-cosQ) 

D and S are define in Figure 83 and RL is the profile roughness parameter. Combining last 

two equations gives: 

T> = — eq. 75 

which facilitates calculation of the crack deflection parameter from the surface roughness 

data. The maximum profile roughness obtained from our fractographic measurements was 

1.54 which substituted to equation 75, gives the smallest crack deflection correction 

factor. The upper limit for T> is one, corresponding to the straight crack without 

deflections. Crack growth curves obtained for those maximum and minimum T> values, 

and for their average, are in Figure 84. The calculations were performed for the same 

initial crack length and the loading conditions as for texture. The obtained fatigue life 

variability was 61,000 cycles which was less then that for texture. This is again a one-sided 

overestimation. To obtain a realistic estimate of the range, the D-values were varied along 

the crack path uniformly between the upper and lower bounds. The resulting spread of 

fatigue lives was in this case only 2,200 cycles, Figure 84. 

The scatter in fatigue lives for the 7050-T7451 plate alloys would be then expected to be 

controlled primarily by the size distribution of crack initiating pores, with other 

microstructural factors playing secondary role. Since the contribution of the variation of 

the initial crack sizes to the distribution of fatigue lives is so enormous, it would be 

interesting to evaluate the effect of an error in the estimation of the crack initiating pore 

sizes on the error in the predicted fatigue lives. The necessary relationship is given by eq. 

69. This relation is plotted in Figure 85 for the average crack initiating pore size in the 

new alloy. Assuming that the error in estimating pore size does not exceed 20%, gives the 
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error of the fatigue life of about 10,000 cycles. The plot also shows that in order to have 

the scatter from pore size distribution comparable to that from texture, the pore sizes 

should vary by no more then ± 4 urn from the average. For crack deflection this 

requirement is even more stringent, as the pore sizes should not fluctuate by more than ± 2 

u.m. For the new alloy the effect of texture and crack deflections on fatigue life would be 

then comparable to that from pores if the spread of the pore size distribution is narrowed 

significantly below its current standard deviation of 60 urn. Similar trends would be 

expected in the remaining 7050-T7451 alloy variants. 
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Monte-Carlo Simulations 

Introduction 

The propagation of the fatigue cracks through the real microstructure was 

simulated using the Monte-Carlo (MC) approach[121] . The reason for selecting the MC 

model was its ability to dynamically change the crack tip related microstructural 

parameters during crack growth[122,123]. This capability is extremely important in 

fatigue life predictions. As the crack length increases, its growth rate increases 

exponentially. Any changes in the crack tip environment when the crack is small are then 

much more detrimental to the fatigue life then those just before the final failure. For small 

crack the crack tip and the plastic zone are also small and they "sample" only few 

neighboring grains. Consequently, at this stage of fatigue the growth rate is controlled by 

the local microstructure. For a long crack the plastic zone extends over several grains 

hence crack propagation is controlled by the average material properties. Our Monte- 

Carlo model incorporated all these microstructural effects through eq. 69. When rewritten 

in the integral form, that equation has the form: 

"f     M" 
N = N„+\— --da eq. 76 

where N0 is number of nucleation cycles, a0 is an initial and acri, final crack length with all 

other quantities defined earlier in the report. During MC simulations, equation 76 was 

integrated numerically with random values of a0 as input and with randomly selected 

values of Taylor factor, M, and crack deflection, D, for each integration steps. The 

number of nucleation cycles, N0, was assumed zero in accord with our finding described 

earlier in this section. Final crack sizes, acrit, were estimated from the fracture toughness 

values for a given material. Expressions for stress intensity factors for smooth fatigue 

samples were taken from refs. 118 and 124 and for open hole specimens form ref. 124 and 

125. The calculations were repeated for various combinations of the random variables, 

giving the distribution of fatigue lives. The model and the MC program developed by us is 
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extremely flexible and it allowes for the simulation of the effects from each individual 

variables and from their combinations. 

The distribution of Taylor factors used in the simulations was obtained from the 

aforementioned Bunge's results [120] for various fee crystal orientations and for 

deformation ranging from simple tension to plane strain. Since similar multitude of grain 

orientations and stress states is expected to be encountered by the crack tip along the 

crack path, these results can be directly used by the MC the fatigue crack growth models. 

The M-values compiled by Bunge suggest that for Al-alloys the distribution of Taylor 

factors is uniform between 2.5 and 4.5, with the average of 3.5, Figure 86a. However, 

such broad range is only valid for small cracks with plastic zone of the order of one grain. 

As crack grows, its plastic zone penetrates increasing number of grains, which means that 

due to averaging effect the range for the average Taylor factors decreases, as shown in 

Figure 86b. Eventually, when the number of grains at the crack tip region is large, their 

orientations can be considered as random. The Taylor factor becomes then constant and 

equal to the average value for a given material. The change of the Taylor factor shown in 

Figure 86b has been incorporated into our Monte-Carlo model. The critical number of 

grains, Ncrit, for the transition to the constant value has been assumed equal twenty, 

following recommendations from the literature [126]. 

The effect of crack deviations from the straight path entered our MC model 

through the distribution of the crack deflection parameters, T>. The value of this 

parameter is defined by eq. 73 with all variables defined in Figure 83. The distribution of 

the D-values can be obtained from the fracture surface roughness data, via eq. 75. The 

maximum value of V is for the straight crack and it is equal one. The minimum value for 

the 7050 alloy was calculated from the described earlier fracture surface roughness data 

and it was 0.65. In all simulations it was assumed that the values of the deflection 

parameter were distributed uniformly between those two bounds. However, since fatigue 

cracks tend to deflect toward second phase particles [Appendix F], it should be possible to 

estimate deflection parameters from the nearest particle spacing and their relative 
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positions. Such data, shown in Figure 87, could be obtained from the tessellation analysis 

of the particle spatial distribution. If necessary, this method of estimating distributions of 

crack deflection could be easily incorporated into our program. 

Smooth Fatigue Samples 

All MC fatigue life predictions for the smooth fatigue samples were carried out 

with initial crack sizes, texture and crack deflections as stochastic variables. Additional 

microstructure related parameters used in the calculations included average grain size, 

pore aspect ratios, fracture toughness and tensile strength. The input parameters employed 

are listed in Table XXXIV. The fatigue life distributions were estimated for the old, new 

and low porosity alloy variants. The thin plate was excluded because fatigue cracks in that 

alloy started not from particles or pores but as stage I failures [13]. For all remaining 

variants it was assumed that cracks initiated from pores. This assumption was supported 

by the fractographic observations and by the extreme value results which showed that 

largest surface pores were always significantly greater than particles, Table XXXVI. All 

initial cracks were assumed to be of the thumbnail type with lengths equal to the sizes of 

the extreme surface pores and with the average aspect ratio of the bulk pores. The crack 

lengths were generated using Gumbel extreme pore size distribution via equation 72. The 

distribution parameters used are also listed in Table XXXIV. As described in the earlier 

sections on modeling size distribution of initial crack sizes, the parameters of the extreme 

Gumbel distributions were obtained from Gumbel parents fitted to the tail portion of the 

bulk pore size metallographic data. During simulations the crack growth increment per 

iteration was set to be no more than 1/1000 of the smaller of the two main crack 

dimensions. The MC program had provisions to terminate when either stress intensity 

anywhere along the crack circumference reached Kfc or if the stress at the unbroken 

ligament exceeded tensile strength. Reported results are for a minimum of one thousands 

runs for each maximum stress level. 
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Results of the MC simulations for the smooth fatigue samples are in Figures 88 to 

93. Figures 88, 89 and 91 show comparison of the actual and predicted fatigue life 

distributions for the specific maximum stress levels while Figures 89, 91 and 93 show 

comparisons of the predicted S-N curves with the experimental data. It is self evident that 

the predictions for the old and new alloys are in very good agreement with theactual 

fatigue lives. Small differences between predictions and the data can be traced back to the 

differences between in the predicted and real crack initiating pore sizes, Figure 70. Judging 

from that figure the early failures should be slightly underestimated by the MC model for 

the old alloy. On the other hand the overestimation of the small crack initiating pores in 

both alloys by the extreme value model should translate to the underestimation of the long 

fatigue lives. These trends are indeed observed in the simulation results conforming the 

dominant effect of the crack initiating pore sizes on fatigue life. Since in all cases the error 

results in the underestimation of the true lives, the predictions are conservative. Although 

this is desirable from the point of view of the safe design it may result in the unnecessary 

overedesign of the components if the underprediction is substantial. 

For the low porosity plate the MC predictions were in excellent agreement with 

the experimental data for early failures but underestimated both intermediate and long 

fatigue lives. In interpreting these results it should be kept in mind that the predictions 

were obtained assuming that all cracks initiated from pores. This assumption was based on 

the results from the extreme value analysis which implied that the largest surface pores 

were always larger than particles. However, fractographic examinations showed that in 

some of the low porosity samples failure initiated from particles, see figure 40 and 69. 

These crack initiating particles appeared as stringers which could be considered as 

unbonded inclusions. The driving force for cracks emanating from such inclusions is about 

10 % smaller than the one from the pores of the same size [113]. The MC predictions 

assuming that cracks start from these particles would lead then to longer fatigue lives, 

hence non-conservative estimates. To makes predictions conservative, it was then more 

appropriate to assume that porosity were the predominant nucleation sites. It was then 
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expected that the MC simulations would overpredict the real fatigue lives for the low 

porosity alloy. This turned out to be indeed the case, as seen in Figures 92 and 93. 

The fatigue life predictions for smooth fatigue samples using the MC model 

combined with the statistics of extreme estimations of the initial crack sizes give excellent 

estimates of fatigue lives. The predictions can be obtained based only on the knowledge of 

the crack growth rate equation and metallographic pore and/or particle size data. Such 

minimal requirements make the method very useful and economical for rapid 

differentiation between fatigue qualities of different lots of the same or various material. 

The model could be also used in the parametric studies of the effects of the shapes and 

spatial distributions of crack initiating features on the fatigue lives. As such it can serve as 

a aid for the alloy designers and process engineers in optimizing the microstructures for 

fatigue life. 

Open Hole Fatigue Samples 

For the open hole fatigue samples the MC simulations were curried out for all alloy 

variants with initial crack size, crack position along the hole bore, texture and crack 

deflections as random variables. All input parameters used are summarized in Table 

XXXV. The calculation procedure used in this case was the one developed by the Alcoa 

team [13, 119]. It assumed that the crack initiating particles and pores had at the onset 

additional circumferential cracks of the size equal to the sizes of their cyclic plastic zones. 

The stress intensity for such circumferential cracks are given by equation [113]: 

X-T-B -+mu2-k.---i)[—-)  +(—-) 
n      \ '    n    Ax + Rs       \x + RJ 

■O4TOC      eq. 77 

where B is a constant equal 1 for a void, 2 for a bonded and 0.3 for unbonded particle, kt 

is particle or pore stress concentration factor, R is particle or pore size and x is the width 

of the circumferential crack. The effective stress intensity is then calculated from 

relation[119]: 
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Ä.r_B 

K = Y^KN_R        eq.78 
penny 

where Kpenny is stress intensity factor for the equivalent penny shape crack in the infinite 

body which is equal to 

Kf-r^MR + x) eq.79 n 

and KN-R is a standard stress intensity for the thumbnail surface crack located at the surface 

of the bore of a hole [124, 125]. 

The two yet undetermined parameters of the procedure are initial circumferential 

crack width, x0, and the stress concentration factor, kt. The crack width was obtained from 

the condition proposed by Brockenbrough et al. [127]. This condition assumes that the 

width x0 is equal to the cyclic plastic zone size associated with the stress intensity AKT-B- 

Combining expression for the cyclic plastic zone size with eq. 77 gives the following 

expression for xa: 

^  2J 
A<7        7t 

\.\2-k. 1 
v n 

f D       V°        f U       V R 
+ 

R 

x0+RJ      Kx0+RJ 
eq. 80 

which needs to be solved using a numerical method with <rys equal to the material yield 

strength and Acr to the stress range of the loading cycle. In all simulations the initial 

circumferential crack sizes were estimated from above equation. The initial crack size, R, 

was assumed equal to the crack initiating feature size and B was assumed equal 2 for 

particles and 1 for pores. As to the values of the elastic stress concentration factor, kt, 

they are in general known only for the well defined shapes. For instance, kt is equal 2.05 

for a spherical void, 3.45 for an oblate ellipsoid and on the order of one for bonded 

uncracked particle with large aspect ratio [113]. For real particles and pores with 

unconventional shapes and for the cases when particles cannot be treated as rigid 

inclusions the stress concentration factors are difficult to estimate. Following procedure 

developed by the Alcoa team the kt values were then assumed as adjustable parameters 

[13]. Their values were estimated by noting that for infinite fatigue life the cirumferential 

cracks should be null, hence 
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Substituting above condition to eq. 80 and solving for k, gives: 

l_ 
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n eq. 82 

where Ao* is stress range corresponding to an infinite fatigue life. To estimate k, it is then 

necessary to find the fatigue limit Aax. Following Alcoa's Team procedure, the values of 

Zlo-oo have been found from the best fit of the fatigue life distributions obtained from MC 

model for the lowest experimental Aa level to the experimental data. The obtained values 

of the Aam are listed in Table XXXV, together with the resulting stress concentration 

factors kt. The estimated fatigue limits varied from about 75 MPa for an old alloy to 115 

MPa for the thin plate alloy variant. The new and low porosity plates had fatigue limits in 

the order of 100 MPa. As to the obtained stress concentration factors, k,, they varied from 

10.67 for the old alloy to 7.25 for the thin plate. For new and low porosity variants the 

stress concentration factors had intermediate values of about 8. 

In interpreting estimated values of the stress concentration factors, ku it should be 

kept in mind that during MC fatigue life simulations for the open hole samples it was 

assumed that in old and new alloys the cracks initiated from pores and in low and thin 

plates from particles. This assumptions were based on the results from the fractographic 

studies. However, our extreme value analysis of the sizes of the fatigue crack initiating 

features in the open hole samples suggested that at the hole region the surface pores were 

always greater than particles. Our suggestion was that to initiate crack from a particle 

would require an initial crack driving force for that particles to be larger than that for the 

larger pores. The driving force for a crack can be assumed proportional to the strain 

energy released rate which, in turn, is proportional to the square of the initial stress 

intensity factor KT.B. Since the values of KT.B, eq. 77, are larger for the crack emanating 

from the bonded particle than for the same size and shape pore, our results are consistent 

with the expectations. The larger values of the obtained stress concentration factor for the 

pores are also consistent with the published data on the stress concentrations factors for 
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particles and voids[128]. An additional detailed analysis of the effect of the shapes of 

particles and pores on the stress concentrations and on the expected fatigue lives can be 

found in the final report by Alcoa team [13]. 

Based on the above, our procedure for estimating distributions of fatigue lives for 

the open hole samples involved two-step approach. The first step was estimation of the 

stress concentration factors, k,, and fatigue limits, Aa^ from the experimental data for the 

lowest stress levels for a given material via least square procedure. The second step 

consisted of actual predictions of full S-N curves for the stresses greater than A<JX. The 

random variables used during simulations included crack size, crack position within the 

hole, texture and crack deflections. Results of the MC prediction using above procedure 

have been compiled in Figures 94 to 97. Each figure includes results from the simulations 

for four to five stress levels with minimum of on thousand simulations for each level. The 

results are compared with the experimental data obtained for the similar stress levels. The 

agreement is in general very good. For the old and new alloys there is a tendency for 

underestimation of both short and long fatigue lives by the MC results. This trend is 

similar to that for the smooth fatigue samples, and is a curry over from the slight 

overestimation of the sizes of the fatigue crack initiating pores by the extreme value 

procedure, Figures 71 and 72. For the low porosity and thin plate alloys the MC model 

predicts correctly both short and intermediate fatigue lives but underestimates long times 

to failure. This is again a result of the overestimation of the sizes of the smallest fatigue 

crack initiating particle sizes by the extreme value procedure. Additional underestimation 

of the fatigue lives could have come from the crack transition procedure employed in all 

simulations. Following literature recommendation [129,130,131] it was assumed that as 

soon as the thumbnail crack reaches the sample surface, it becomes a quarter-elliptical 

corner crack. Such assumption results in a sudden increase of the crack size which could 

lead to an underestimation of the fatigue lives. The error due to the "transition" effect 

would be particularly significant if the starting crack was positioned along the crack bore 

not far from the surface. 
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Obtained results suggests that the use of the MC fatigue crack growth model 

combined with the statistics of extreme estimates of initial crack size distribution is a 

viable approach to predicting fatigue life distributions for the 7050-T7451 plate alloys. 

The minimum set of data necessary for the predictions includes crack growth rate 

equation, metallographic size distributions data for particles and pores and either fatigue 

limit or a stress concentration factors for the largest particles and pores. In our 

investigation the stress concentrations were obtained experimentally, but they could be in 

principle estimated using a finite element method. The accuracy of the predictions is 

sufficient for the use in comparing fatigue quality of various lots of the same material and 

for the quality control purposes. 
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Markov Chain Model 

A complete description of fatigue process requires sequential use of several 

specialized models for different stages of fatigue life. One of the possible ways of 

combining those models is by using a Markov chain approach [132]. In the core ofthat 

approach is the construction of a matrix containing probabilities of transitions between 

different stages of fatigue life. In our case such a matrix would be filled with the 

probabilities of crack nucleation and crack extensions from one position to another. It will 

have the following general form: 

P = 

Pu Pn Pn 

0 Pn Pn 
0       0     p33 

0       0 

Pxn 

Pin 

Psn eq. 83 

where pn could be for instance a probability that the initial crack does not grow during 

some predetermined number of cycles(duty cycle); p,2 that it grows one step forward and 

so on. The last column contains probabilities of catastrophic failures for different crack 

lengths. All terms below diagonal are zero, because crack healing is excluded. 

The distribution of initial crack lengths can be incorporated into the model by 

assigning different probabilities to the initial crack positions through the probability vector: 

v = (v,,v2,v3)..,vj eq. 84 

where 2 v, = 1, and v, is the fraction of cracks with the smallest possible initial lengths, v2 

; = 1 

fraction of cracks with the size corresponding to the second position in the transition 

matrix etc. Finding distribution of crack sizes after one duty cycle can be then calculated 

from relation [111, 132]: 

v,=vP eq. 85 

and after n duty cycles it is described by the vector: 

v  =v-Pn eq. 86 
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The last component of the probability vector is of particular interest because it describes 

the cumulative probability of failure. Plotting the value ofthat component versus number 

of duty cycles gives then the plot of cumulative failure probabilities. 

We have tested the most basic version of the above Markov chain model to check 

its ability to reproduce the expected fatigue behaviors. The model used by us was the B- 

model [132] with the probability matrix in the form: 

~p   q    0    ..    0    0" 

P = 

0   P   q 

0    0    p 

0    0    0 

0    0     0 

0    0 

0    0 

P   1 
..    1 

eq. 87 

This model assumes then that after one duty cycle probability that crack does not grow is 

p and that it grows one unit forward is q. The optimum size of the matrix, n, and the 

probabilities/? and q which best fit fatigue data can be calculated from conditions[132]: 

p + q = l 

^ = («-1)11 + - 

a2=(n-l) 

q) 

v 
P_ 
Q 

eq. 88 

eq. 89 

eq. 90 

where N and * are the average and standard deviation of the number of cycles to failure. 

The cumulative failure probability after x duty cycles, F(x;J,n), is in this case given by 

relation [132]: 

F(x;l,«)=t(,::>""+V-1 eq.91 
i=n— 1 

The model was tested on the fatigue data for smooth samples from old and new alloys . 

Figure 98 shows the results of the best fit, solid lines, compared with the experimental 

data. The probability vector used in the calculations for both alloys was (1, 0, 0, ..). The 

results show that the optimum matrix size is 12 for the old and 27 for the new alloy. This 

means that, contrary to the expectation, the probability/? that the crack moves forward 
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during each duty cycle is larger for the new than for the old alloy. To eliminate this 

anomaly it was necessary to sacrifice best fit for the new alloy to obtain the same size of 

the transition matrix as for the old alloys. The result is shown as dotted line in Figure 98. 

The values of/? and q for both alloys can be now directly compared. They indicate that 

the probability of crack moves forward during each duty cycle in an old alloy is twice that 

of the new one. 

The model has been also interrogated for the responses to the increased initial 

crack size and changes in the crack growth rates. The large initial crack size was simulated 

by changing the starting probability vector. Results from one of such simulation for 

twelve-step model are in Figure 99. It turned out that by increasing the initial crack size in 

in the probability vector of the new alloy from position one to six, its distribution of 

fatigue life become similar to that of the old alloy. The changes in the crack growth rates 

were simulated by changing some of the values in the transition matrix. Figure 100 shows 

change in the failure distribution function when the value of/? in the first row of the 

transition matrix was changed from 0.922 to 0.95. This simulates initial retardation of the 

crack growth. As expected, the distribution curve shifted to the right. When all/? values 

were changed to 0.95 the change in the fatigue life distribution, as shown in Figure 101, 

was more significant. 

The results of testing showed that the Markov chain model is capable of 

reproducing all expected fatigue behaviors. The components of the probability matrix 

have been obtained by the best fit method, but they could be alternatively coupled to the 

probabilities of the microscopic crack propagation events through the crack nucleation and 

propagation models. However, based on the results of the fatigue life predictions obtained 

by us and by Alcoa group, the crack propagation models alone are sufficient to describe 

fatigue life distribution in the studied alloys. Hence it appears that there may be no need 

for employing Markov chain model to the predictions of fatigue life in 7050 alloys. 
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Summary 

• A versatile Monte-Carlo fatigue life prediction model based on the crack growth 

approach utilizing Paris-Erdogan type crack growth law has been developed. The 

model utilizes (1) initial crack size, (2) crack location, (3) texture fluctuations on the 

crack path and (4) crack deflections from the crack path as stochastic variables. It is 

capable of handling various types of crack geometry for the smooth and open hole 

sample types. 

• The predictive capabilities and utility of the Markov chain approach to the fatigue life 

estimation of the 7050-T7451 have been also studied. Interrogation of the model 

showed that it is capable of correctly predicting changes in fatigue lives due to the 

variability in initial crack sizes, nucleation periods and crack growth rates and that it is 

capable of combining together crack nucleation and propagation models. However, 

our subsequent studies have shown that there is no need for such capabilities in case of 

predicting fatigue lives of the 7050-T7451 alloys. 

• Predicted fatigue lives using Monte-Carlo model and fractographically measured 

actual initial crack sizes as input were in excellent agreement with the experimental 

results. The deviations between predicted end experimental fatigue lives have been 

assumed as representations of the expected crack nucleation times. These nucleation 

times were random in nature with the average of 6,100 cycles and standard deviation 

of 22,800 cycles. 

• The Monte-Carlo model was used to estimate the expected maximum magnitudes of 

the scatter in fatigue lives of the 7050 alloys due to the size distribution of the crack 

initiating features and fluctuations of the crystallographic texture and crack deflections 

along the crack path. For the maximum cyclic stress amplitude of 240 MPa and r-value 

of 0.1, the maximum estimated fatigue life variations were 150,000 cycles due to size 
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variations of the crack initiating pores and 5,200 and 2,200 cycles due to, respectively, 

texture and crack deflections. 

In the new alloy variant the effects of the initial crack size distribution on the spread of 

fatigue lives can be made comparable to that from texture and/or crack deflections, if 

the standard deviation of the sizes of the crack initiating pores were narrowed down 

from the current value of 60 um to about 2 to 4 urn. Similar magnitude of change 

would be required in all remaining alloy variants. 

The Monte-Carlo model combined with the statistics of extreme estimation of the sizes 

of initial cracks showed excellent predictive capabilities of both average fatigue lives 

and life distributions for various stress levels for all alloy variants and sample 

geometry. The predictions were obtained based on the minimal requirement of input 

data which included crack growth rate equation and results from the standard 

metallographic characterizations of the particle and pore size distributions. 

The proposed fatigue life prediction methodology represents very useful and 

economical alternative to the lengthy fatigue testing programs. It allows for rapid 

differentiation between fatigue qualities of different material variants and on the 

parametric studies of the effects of the microstructural variables on fatigue lives. It 

also should serve as a design aid for the alloy designers and process engineers in 

optimizing microstructures for fatigue life. 
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Part II: Fatigue ofHSLA-80 weldments 

Introduction 

All life prediction and microstructure characterization methodologies developed 

for the aluminum 7050 plates should be also applicable to other metallic alloys. The 

obvious limitation is that both the microstructure of the alloy of interest and the 

mechanisms controlling its fatigue behavior should be similar to that of the 7XXX alloys. 

The purpose of the part of the program described in this section was then to test the 

possibility of applying the methodologies developed for aluminum to HSLA-80 steels. The 

HSLA-80 steels are extensively used in the naval ship hull structures. Like aluminum 

alloys they are heat treatable with grain sizes ranging from 0.3 to 9 u.m, inclusions from 2 

to 12 u,m in size and copper precipitates 5 to 25 nm in diameter [133]. In the as received 

conditions the fatigue cracks in the HSLA-80 plates tend to initiate from inclusions. After 

heat-treatment the preferred nucleation sites are lath-like features[133]. The HSLA steels 

have tensile and yield strengths of the order of 99.0 to 108 ksi (683 to 745 MPa) and 92.5 

to 97.2 ksi (638 to 671 MPa) respectively[134,135]. In naval applications they are used in 

welded structures, which necessitates assessment of the fatigue lives of their weld joints. 

Accordingly, our goal was to adopt the life prediction methodology developed for the 

7050 alloys to the HSLA-80 weldments. Of particular interest was the capability of being 

able to predict fatigue lives of the welds subjected to the variable loading based on the 

constant amplitude fatigue data. 

In developing the strategy for formulating life predictions methodology for the 

HSLA-80 weldments, it was necessary take under consideration additional stochastic 

variables not present in 7050 alloys. The most important of them were (1) location and 

size of the welding microcracks, (2) weld geometry, (3) presence of welding defects, (4) 

residual stresses and (5) variations in the loading spectrum. In principle the sizes and 

locations of the welding microcracks and statistics relating to welding defects could be 

obtained from the fractographic examinations of the broken fatigue samples. Weld 

geometry could be also measured without difficulty and its effects on the crack growth 
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rates a well known[136,137]. The magnitudes of the residual stresses are however 

extremely difficult to estimate. They could be equal to the yield strength and change both 

with crack position and size.[138,139,140]. The effects of those stresses on fatigue life are 

then usually unknown as they defy quantitative description. The uncertainties associated 

with the loading spectrum could be on the other hand eliminated by subjecting all samples 

to the same block loading conditions. To make the problem manageable requires then 

formulation of the model which would combine stochastic variables. Consequently, our 

goal was to formulate variable amplitude life predictions model with minimal number of 

variables which could be obtained from the constant amplitude fatigue tests. 

Fatigue Results 

S-N Testing 

All fatigue testing of the HSLA-80 weld samples were conducted at the Naval 

Surface Warfare Center, Carderock Division, MD by dr. David Khil. The specimens used 

were of the dog-bone type with center butt weld. The minimum center section at the weld 

area had nominal dimensions of 25.4 by 12.7 mm (1" by 0.5"). The tests were conducted 

both under constant amplitude and random loading conditions and for both positive and 

negative average stresses. The basic loading spectrum used in all random loadings is 

shown in Figure 102. It was generated using first-order autoregressive method developed 

by Sarkani [141]. This method allows for generation of the sets of random peaks using 

Rayleigh distribution in the form[121]: 

f    i r   ^ 2" x If x 

with a equal 1 and with the correlation between proceeding or following peaks of 0.95. 

The particular spectrum shown in Figure 102 was obtained by generating 10,000 peaks; 

the odd-numbered peaks served as maxima and the even-numbered, after multiplying by - 

1, as minima. As a result the spectrum contained 5,000 ACT values which due to the high 

value of the autocorrelation coefficient had average close to zero. This set of ACT values 
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constituted a unit RMS loading used in all variable amplitude tests [142]. Some basic 

characteristics of the spectrum and Aa values are listed in the Figure 102. 

During testing the waveform load generator connected the picks with a smooth 

heversine curve to form a control signal for the fatigue machine. For a specific test each 

peak was also multiplied by the test's RMS value and the entire spectrum was shifted to 

the required average stress, am, level. The obtained 5,000 loading cycles were then applied 

to the specimen repeatedly until failure [142]. It is important to point out that the 

maximum stress for a given test was 434-RMS+am and the largest Aa during each test 

was about eight times the RMS. 

Constant amplitude 

The results of the fatigue testing under constant amplitude loading conditions are 

summarized in Table XXXVI. The set included seven samples which had been fatigued at 

the stress ranges from 25 to 160 ksi with superimposed average stresses of 0 to 37.5 ksi. 

The tests covered then the span of R-ratios from -1 to 0.5. The results are also shown in a 

form of three-dimensional S-N plot in Figure 103. As expected the fatigue lives increased 

with decreasing stress range (vertical axis) and decreasing average stress. 

Variable amplitude 

Table XXXVII summarizes the results of the tests conducted under variable 

amplitude loading conditions. The 33 samples tested in this case were fatigued to failure 

under spectrum loading with RMS values ranging from 7.5 to 20 ksi and with the average 

stresses from -20 to 20 ksi. The results are shown in Figure 104 in a form of the RMS vs. 

average stress vs. cycles to failure graph. The general trends are again towards decrease in 

fatigue life with increasing RMS and/or average stress. These trends are explored further 

in Figure 105 and Figure 106. The former shows the fatigue life curves for the constant 

average stresses. The RMS values represent in this case multiplication factors which were 

applied, for a given test, to the peak values of the loading spectrum shown in Figure 102. 

To obtain the average stress range, <Aa>, the RMS need to be multiplied by the average 

stress range for the unit spectrum, <Acr0>, which was 2.5058. Accordingly 
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(ACT) = 2.5058-RMS eq. 93 

Despite appreciable scatter, the constant average stress curves shown in Figure 105 

indicate clear trend of increasing fatigue life with decreasing RMS. None of the curves 

suggest the presence of fatigue limit. It is also apparent that an increase in the average 

stress, <rm, leads to shorter fatigue life. There is also no indication of the change in trends 

for the negative average stresses, Figure 106. Since under ordinary circumstances the 

negative cycles are expected to contribute substantially less to fatigue damage than the 

positive ones [143], one would expect change in slope on the am vs. //curves for the 

negative <jm values. The absence ofthat effect can be attributed to the presence of the 

positive internal stresses from the weld [137]. Figure 106 suggests that for the considered 

loading conditions the trends for the positive average stresses extent, without change, to 

the negative am values. 

Fractogmphy 

All HSLA-80 fatigued weld samples were analyzed using optical stereo- 

microscope to identify crack nucleation site, fracture surface features and weld geometry. 

In addition, several of the samples were also examined under the SEM. Results of all 

examinations are summarized in Table XXXVI and Table XXXVII for, respectively, 

samples fatigued under constant and variable amplitude loading. Optical light fractographs 

of the fracture surfaces of all samples have been catalogued in Appendix A. The 

geometrical characteristics of the welds such as reinforcement width, heights and flank 

angles have been defined in Figure 107a and their values are listed in the tables. Note that 

it was possible to measure flank angles only on the intact side of the weld. 

The fracture surfaces of all weld samples have been categorized as consisting of 

edge, side or shear macrocracks, Figure 107b. The majority of the samples had edge 

macrocracks. These cracks typically started at the weld toe stress concentration region 

from welding microcracks. The microcrack sizes could not be assessed due to the absence 

of distinguishing marks at the onset of the fatigue propagation region. However, since 

they originate on different levels, their presence could be inferred from the presence of 
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micro-ratchet separation lines. During fatigue the microcracks linked-up to form 

macrocrack which then spread outward along the edge by absorbing additional 

microcracks. In most of the samples there were more than one edge macrocracks, 

separated by macro-ratchet lines, e.g. Figures A20, 34 and 39. In few instances the same 

crack nucleation and propagation mechanism have been observed for the macrocracks 

originating on the sample side, e.g. Figures A36 and 40. 

In nine of the samples the cracks originated from the lack of penetration and/or 

fusion welding defects. Typical examples of such failures from the former type of defect 

can be found in Figures A3, 23 and 24. The cracks started there in the weld root region 

and propagated perpendicular to the loading direction. The presence of the fusion defect 

resulted on the other hand in the shear type failures, see for example Figures A7, 10 and 

24. In those cases the failures typically originated also from the lack of penetration defect 

but propagated along weld/base-metal boundary on a plane inclined to the acting load. 

The presence of the lack of the penetration and/or fusion defects did not lead to 

the automatic degradation of fatigue life. The lives were lower than expected only in three 

out of nine samples with those defects, see Figures A14, 24 and 29. A possible explanation 

of this behavior could be the relaxation of the internal stresses in the vicinity of incomplete 

penetration and fusion defects. Additional six cases of unusually low fatigue, see Figures 

A9, 16, 19, 20, 31 and 33, were associated with presence of the multiple macro and/or 

microcracks. This is as expected. Since the multiple small cracks rapidly link-up during 

initial stage of fatigue life, they will immediately form large macrocrack with concomitant 

deterioration of fatigue live. The coalescence of the smaller cracks is evident from the 

macrocrack shape. For a single edge crack propagating without interference of internal 

stresses the equilibrium aspect ratio is about 0.85 [144]. Large aspect ratios of the edge 

macrocracks observed in our weld samples were result of the link-up process. 

Additional question that was addressed during fractographic examinations was the 

presence of fracture surface striations corresponding to the peak loads. Their presence and 
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appearance is important from the practical point of view because they could provide 

information about both load and environmental history of a given sample. For the samples 

fatigued with constant amplitude loading the striations correspond to the individual 

loading cycles. Their spacing is proportional to the stress amplitude and it may be to small 

to resolve for low amplitude cycles, particularly when crack is small. This was indeed the 

case for the stress range values less than 100 ksi. The only constant amplitude samples 

with resolvable striations were the ones with Aa equal 100 and 160 ksi, Figure Al and 2. 

For the variable amplitude loading the detectable striations correspond not to the 

individual cycles but to the cycles with the largest amplitudes. As already discussed, the 

variable amplitude loading spectrum used during all fatigue tests, Figure 102, consisted of 

5,000 zlcrvalues. The maximum zlcrof the basic spectrum was 8.397 ksi, but the spectrum 

also contained two additional Aa value above 8 ksi, nine between 7 and 8 ksi and thirty 

eight between 6 and 7 ksi. However, these largest Aa cycles appeared in clusters and 

there was only one cluster with Aa greater than 8 ksi, three with maximum stress range 

between 7 and 8 ksi and about ten with Aa between 6 and 7 ksi. These numbers 

correspond then to the number of bands that should form on the fracture surface during 

one loading block. Comparing these numbers with the observed number of marks, see for 

instance Figures A9, 12, 17 and 26, it appears that clusters with Ac's larger than about 7 

ksi could be resolved from the optical fractographs. Resolutions of bands from clusters 

with smaller stress amplitudes necessitates use of the SEM. 

Modeling 

Our objectives for modeling fatigue behavior of the HSLA-80 weldments were to 

(1) extend our methodology developed for the Al-alloys to steels and (2) to asses the 

possibility of predicting fatigue lives of weldments under random loading from the 

constant amplitude test data. The problems of predicting fatigue lives of HSLA-80 

weldments and the 7050 aluminum alloys are only similar in their crack growth aspects. In 

both cases the cracks can be assumed to be present at the virgin material and that they 

grow from the very first loading cycle. However, in 7050 aluminum alloys the cracks can 
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be estimated from the sizes of the porosity and constituent particles, while for steel 

weldments they are both random in sizes and location. Moreover, in 7050 alloys fatigue 

process involves growth of one dominant crack while in steel weldments it comprises from 

growth and link-up of several smaller cracks under additional influence of the unknown 

internal stresses. Our strategy for developing fatigue live description for weldments was 

then to based our model on a specialized crack growth equation which would (1) include 

parameters attainable from the constant amplitude tests and (2) had provisions for the 

effects of the variable amplitude loading spectra. After reviewing predictive capabilities of 

the numerous existing crack growth equations [143,145,146] we propose to use the 

following crack growth Paris-Erdogan type law for the steel weldments: 

da     „        AK" 
= C- — eq. 94 

dN 
1- m 

KJ 

where Km is the average stress intensity and C, m, n and Kc are material/weldment 

constants. Note that the proposed equation leads to the infinite crack growth rate when 

the average stress intensity, Km, reaches a critical value Kc. However, it does not include 

the term associated with the internal stresses. The omission of the latter is in accord with 

the reported literature results which suggests no significant improvement in the predictive 

capabilities of the models by the incorporation of the internal stress terms[135,137,147]. 

Equation 94 also does not account for the interactions between cycles. As will be shown 

later in this section these interactions could be described by an additional parameter 

which, however, would not lead to any significant improvement of the model. 

To obtain the standard fatigue S-N curves from eq.94 it is necessary to convert all 

stress intensity terms to stresses and then solve the equation for the number of cycles to 

failure, N. The K-a conversions can be carried out using the standard relations: 

K = Yayfa     eq. 95 

and 

AK = YAa-Jä eq. 96 
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where Y is a geometrical factor. The relations assume that the geometrical factor does not 

change significantly during the entire fatigue life which may be an oversimplification in 

some cases. After substituting eq. 95 and eq. 96 to eq. 94 one obtains: 

(rAo-V^)" da 

which, after integrating, gives 

l:„/2_a.-„/2 

n 

'"2 

eq. 97 

H-.AO-]* 
<w eq. 98 

and where a0 and acr are initial and the final crack sizes, respectively. Making standard 

assumption that n>2, a0«acr and replacing integral with the sum reduces last equation 

to: 

'=1 
i=i 

ACT, 
rfc(»/2-iK"-p 

eq. 99 

where Nf is the number of cycles to failure and ACT, and ami are stress range and the 

average stress for cycle /'. From the boundary conditions that when an average stress <rm 

equal zero the fracture after one cycle takes place when the stress range ACT is twice some 

critical value <JCI, one would have: 

1 
2o\. ll/n eq. 100 

Note that critical stresses aci and oc should be the same as both represent the stress 

amplitude corresponding to the failure after one cycle. As such they should represent the 

critical stress for fracture resulting from an average weld crack of size a0. However, to 

keep the model general aci and ac will be treated as separate materials constants. By 

combining the last two equations, eq. 99 can be rewritten in a simplified form as: 
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i = Z 
ACT, 

1 = 1 2cr 1-K,/^)" 
eq. 101 

which represents a damage accumulation law. This law states that the fatigue process 

terminates by fracture when the sum of the terms in square brackets, raised to the n-th 

power, accumulates to one. Each term of the sum represents then a fraction of damage 

inflicted by one cycle with average stress om and stress range Aa. This fraction is precisely 

equal to the reciprocal of the total number of cycles to failure at the same conditions, 

N/am,Aq), which means that 

^/K,>A^) = ACT, 

2a,i[l-(*-/*■.)"]_ 
eq. 102 

The damage accumulation law represented by eq. 101 reduces then to the Palmgren-Miner 

equation in the form: 

i = Z- 
1 

eq. 103 

In addition, by solving eq.  102 for <dcr, and dropping cycle numbers, i\ one obtains: 

f^[l-k/-er]     eq.104 ACT 

which is a Goodman type relation representing maximum stress range Aaior the failure 

after Nf constant amplitude cycles with an average stress am. Note that for am equal zero 

the expression in brackets is equal one. The ratio in front of the bracket represents then 

stress range which cause failure after Nf constant amplitude cycles with average stress 

equal zero: 

M». = o)=gt eq. 105 

The proposed model is then consistent with both the Palmgren-Miner damage 

accumulation law and with the Goodman type relations for the maximum stress ranges. 
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In order to make life prediction using the proposed model, it is necessary to 

estimate parameters n, m, ac and aci and use equation 101 to find the number of cycles to 

failure Nf. The procedure of finding all parameters and the fatigue lives could be 

substantially simplified if the summation term could be eliminated and replaced with the 

average characteristics of the loading spectrum. In the general case of a random loading 

with varying both stress amplitude and the mean, equation 101 can be approximated by: 

Nf 

Kr 
ACT. 

i-k>e)
m_ 

eq. 106 

where angular brackets represent the average value. Not much is gained here as the 

estimation of the bracketed term requires the same summation as the one needed when 

using eq. 101. However, as will be shown below, additional simplifications are possible for 

the cases when the loading spectrum has constant average stress and variable amplitude or 

when both the amplitude and the average stress are constant. 

Constant Average Stress 

This is the case relevant for the random loading spectrum used in our fatigue tests, 

Figure 102. Due to the high correlation between successive peaks, the average value was 

in this case constant while the stress ranges varied randomly from zero to the maximum 

value of 8.397. For such constant average stress loading conditions eq. 106 can be 

simplified to: 

{2crcI[l-(CTm/ac)
m]}" 

eq. 107 

which, assuming that all parameters are known, requires only estimate of the w-th 

moment of the A<j 's to find the fatigue life. This result suggests that the proper statistic of 

the loading spectrum which need to be used for correlations with fatigue life is not 

spectrum average or RMS value, as it is often tacitly assumed, but its moment 

corresponding to the power in the crack growth equation. 
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Additional question that could be addressed at this point is the interaction between 

the effects of the successive cycles. For instance, it is well documented that the overloads 

can lead to the retardation of the crack growth rate during subsequent lower amplitude 

loading cycles [143]. Such effects can be incorporate into the model by introducing a 

multiplicative interaction parameter, y, which modify the values of Aa through relation: 

Nf((r-A*y) 
X        '-      eq. 108 

\2ac,[l-{am/ac)
m]}" 

The values of y should be in most instances smaller than one. However, for the loading 

spectrum where the differences between the successive A a values are small, as it is the 

case for the loading spectrum in Figure 102, the value of y should be on the order of one. 

Constant Amplitude 

For the constant amplitude loading conditions all values of A a are the same and 

eq. 106 reduces to: 

NfAa" 

{2acl[l-(ajac) ]} 

This relation is a familiar Basquin relation which can be written in the standard form as: 

Nf=A-Ac7-" eq. 110 

where 

A = {2ac\\-(<yjac)
ml" eq. Ill 

The exponent n is then, as expected, the slope on the standard S-N fatigue curve and 

constant A1/n represents the intercept of the curve with the ^<raxis. 

Equation 109 can be also used as a base for finding the parameters of the model 

from the constant amplitude A^crdata. The most straight-forward way to proceed would 

be to use a nonlinear best fit to find all parameters simultaneously. The procedure could be 
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made slightly less cumbersome if the value of m was known a priori. As discussed in the 

context of eq. 104 this parameter represents the exponent in the Goodman-type average 

stress vs. maximum stress amplitude relation. The upper and lower bound for m are 1, 

according to Goodman, and 2, according to Soderberg [143]. Since Goodman 

approximation leads to the conservative estimates of fatigue lives, it would be 

recommended to use m = 1 to reduce the number of adjustable parameters of the model. 

Verifications and Predictions 

As indicated earlier in this section, the goal of modeling fatigue behavior of the 

HSLA-80 weldments was to be able to predict fatigue lives of weldments subjected to 

random loading from the constant amplitude fatigue data. The adopted model verification 

strategy was then to (1) estimate the parameters of the model using constant amplitude 

data from Table XXXVI in conjunction with constant amplitude eqs. 109 - 111 and then 

(2) use the obtained parameters to predict fatigue lives under random loading conditions 

via eq. 108. The predictions were then compared with the experimental random fatigue 

results compiled in Table XXXVII. 

All parameters of the model were estimated using nonlinear fit of the constant 

amplitude data to eq. 109. To limit the number of degrees of freedom and to make 

predictions conservative the value of exponent m was set to one. The three remaining 

parameters were then exponent n and the critical stresses ac and ac,. Their best values 

have been estimated to be: 

« = 6.61 

cre = 195 ksi eq. 112 

Od = Ml.6 ksi 

The correctness of the model and the goodness of fit of the model to the data can be 

assessed visually by plotting normalized stress amplitude Aof(l- ajac) vs. Nf on the log- 

log scale. If the model is correct, the data should follow a straight line with slope n. Figure 

108 shows that it was indeed the case. The estimated correlation coefficient of the model 
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was 0.9884. Consequently, the fatigue behavior of the HSLA-80 butt-welded joint 

subjected to the constant amplitude loading conditions can be described by relation: 

355.2 
i CT- 

T) 6.61 

eq. 113 
195 

where Aa and om should be substituted in ksi. Predictions of the model for variable 

amplitude loading can be obtained by substituting all parameters, eqs. 112, to eq. 108 

which gives: 

Nr = i, .\>«><™2 

(<M 
-,"« 6.61 

195 
eq. 114 

Predictions from eq. 114, with y=\, have been compared with the experimental data in 

Figure 109. The correlation was in this case 0.9153 which suggests that the model has 

excellent predictive capabilities for the variable amplitude loading. An attempt to improve 

the predictions by changing the value of the cycle interaction parameter ydid not result in 

a significant improvement of the fit. The best estimate of ^turned out to be 0.98 which 

resulted in an increase of the correlation to 0.9283. This small improvement does not 

justify inclusion of the parameter ^in the current version of the model. As suggested 

earlier, the value of y close to one could be a result of the strong correlation between 

cycles in the loading spectrum used in our variable amplitude tests. The predictions and 

the experimental data for both constant and variable amplitude loading are shown together 

in Figure 110. 

Details on the conversions of the RMS values, Table XXXVII, to the Ads and on 

the estimations of w-th moments warrant additional explanations. Since the values of the 

peak loads for variable loading were obtained by multiplying the peaks of the basic 

spectrum, Figure 102, by RMS [142], hence: 

ACT = RMS-(amax0-<Tm,n0) = RMS-Acr0      eq. 115 

where Aoo is the stress range of the basic spectrum. Consequently, the n-th moment of the 

A «rvalues is equal to: 
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(Aa") = ([RMS-(*max0-crmm0)]n) = RMS" -(ACT;) eq. 116 

To find n-th moment for a given RMS it is then necessary to know the corresponding 

moment of the basic spectrum (A<T0") . The values of those moments for the loading 

spectrum used for our weldment samples, are plotted as a function of« in Figure 111. 

Combining now equations 114 and 116 leads to 

1 355.2 
Nf~(Aa6

0
6l)\yRMS 

-il 6.61 
<7_ 

eq. 117 
195 

which gives number of cycles to failure as a function of RMS. Since in our case y= 1 and 

(A<70
661) = 8349.7, hence the last relation reduces to: 

1      (355.2 .    CT. 
6.61 

eq. 118 f ~ 8349.7 \ RMS |_      195jJ 

where, for correct result, both RMS and am should be substituted in ksi. 

Additional verification of the proposed model can be obtained by comparing the 

predicted fatigue curves with the variable amplitude fatigue experimental results compiled 

in Table XXXVII. To facilitate such comparison the predicted RMS vs. Wand am vs. N 

curves have been shown together with experimental data in Figure 112 and Figure 113. 

Despite appreciable scatter in the data, the predictions compare favorably with the 

experimental results. The largest differences are on the om vs. TV plots for the small RMS 

values. In general, however, the predictive capabilities of the model are remarkably good. 

Figure 114 to Figure 117 show additionally compilation of the predicted sets of the various 

type of the fatigue S-N curves for either constant average stress or stress amplitude. The 

curves were generated using eq. 114 for zlaand am as input and eq. 118 when RMS and 

<jm were used instead. Note that in all variable loading cases the average stress range is 

represented by <Ao">'/n. For the constant amplitude fatigue this quantity reduces, as it 

should, to the ACT. 
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The proposed methodology also allows for the constructions of the Goodman type 

diagrams. As for the S-N curves these diagrams can have the average stress range 

represented by either <Acf>'/n or RMS. In the first case the set of the <Acf>'/n vs. om lines 

for the specific values of the cycles to failure, Nf, can be obtained from eq. 114 after 

rearranging it to the following form: 

(Ao-661) 
6.6, V 1/6.61        355.2 

^1/6.6, 1-- eq. 119 
195. 

A set of such lines is shown in Figure 118. For the diagram with the RMS values on the 

vertical axis, the RMS vs. am lines could be obtained from eq. 118. When solved for RMS 

this equation yields: 

355.2 
RMS = v 1/6.61 

1 
195 

eq. 120 
(8349.7-A^) 

which gives maximum values of RMS for a specific combination of Nf and am. The RMS 

vs. <rm lines for constant number of cycles to failure, Nf, from 103 to 106 have been 

compiled in Figure 119. They were calculated using last equation. Note that the lines have 

been extended to the negative <rm values. Such extensions are justified by the presence of 

the large positive internal stresses commonly observed in the welded structures [137]. 

Summary 

• Fatigue behavior of the HSLA-80 butt welds have been studied. The samples used in 

the investigations had dog-bone center butt weld configuration and were tested both 

under constant amplitude and random loading conditions. 

• The composite fractographs of the fracture surfaces of all tested samples are in 

Appendix A. Their analysis showed that the fatigue cracks initiated predominantly 

from welding microcracks located randomly along the weld toe. During fatigue these 

cracks grow and linked-up to form a macrocrack which eventually caused failure. 

• Fracture surfaces had distinguishable bands corresponding to the high variable 

amplitude loading clusters. The bands with basic spectrum Aa values in excess of 7 ksi 

can be resolved under optical microscope. 
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A self consistent model describing crack growth, S-N curves and Goodman diagrams 

for the studied weldments has been proposed. The model has three parameters which 

can be obtained from the standard constant amplitude fatigue tests. 

The verification of the model showed that the parameters obtained based on the 

constant amplitude fatigue data gave excellent predictions of the results of the variable 

amplitude tests. 

The model has been used to generate S-N fatigue curves and Goodman diagrams. 

These curves can be used for assessing the live expectancy of the butt-welded joints of 

the HSLA-80 steels exposed to both constant amplitude and random loading 

conditions. 
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Overall Summary 

• Two versions of the microstructure based fatigue life predictions models, one for 

aluminum airframe 7050-T7451 plate alloys and one for the ship hull HSLA-80 

weldments, have been developed. Both versions of the model are based on the Paris- 

Erdogan type crack growth laws. 

• The 7050 alloy version of the model utilizes Monte-Carlo approach with initial crack 

size distribution, crack location, texture fluctuation on the crack path and crack 

deflections as stochastic variables. The model requires as input crack growth equation 

and standard microstructural data from routine metallographic measurements. The 

model has excellent predictive capabilities for constant amplitude loading conditions 

for samples both with and without stress concentrators. 

• The proposed version of the model for the HSLA-80 steel weldments has a close form 

solution with three materials parameters. All parameters can be obtained from the 

constant amplitude fatigue tests. The model has exceptional predictive capabilities both 

for the constant amplitude and variable loading conditions. 

• A new protocol for estimating incipient fatigue crack size distributions from the bulk 

microstructural data has been developed. This protocol is based on the statistics of 

extremes and has been very effective in predicting size distributions of the initial 

fatigue crack distributions in the 7050-T7451 plate alloys. 

A first ever complete database on the fatigue relevant microstructure and fracture 

surface characteristics of the 7050-T7451 plate alloys has been assembled. This 

database includes results of the quantification of the alloy grain, subgrain, pore, 

constituent particle and precipitate structures. It also contains detailed information on 

• 
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the types and size distributions of the actual fatigue crack initiating features and 

changes of the crack path and fracture surface characteristics with crack length. 

• A set of forty composite fractographs of complete fracture surfaces of the HSLA-80 

steel butt weldments has been assembled. These fractographs document types of 

fatigue failures expected in the weldments under both constant and variable amplitude 

loading conditions. 

• A number of microstructural characterizations and life prediction programs have been 

developed. All programs have been extensively tested and verified and they can be run 

on any PC based system. 
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Tables 

Table I. Mechanical Properties of the Investigated 7050-T7451 Plate Alloys. 

Alloy Old New Low Poros. Thin Plate 

Plate thickness (in) 5.7 5.7 6 1 

Longitud. 

UTS (ksi) 

ays (ksi) 

K,cL.T(ksi.in1/2) 

74.5 

66.5 

31.0 

74.6 

65.9 

29.4 

76.1 

66.7 

42.6 

Long 

Transverse 

UTS (ksi) 

ays (ksi) 

74.9 

64.7 

76.0 

65.1 

76.4 

66.8 

Short 

Transverse 

UTS (ksi) 

GyS (ksi) 

70.5 

60.7 

72.4 

60.8 

71.0 

60.6 
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Table II. Fatigue Testing Conditions for the Investigated 7050-T7451 Plate 

Alloys. 

Fatigue Max. Net Old Alloy New Alloy Low Thin 

Sample 

Type 

Stress Porosity Plate 

No. of No. of No. of No. of 

MPa (ksi) Samples Samples Samples Samples 

241 (35) 40 20 

Smooth 276 (40) 19 

(10 Hz) 310(45) 10 

224 (32.5) 5 

212(30.8) 10 

207 (30) 5 5 5 

190(27.5) 5 

Open Hole 172(25) 5 5 5 

(30 Hz) 170(24.6) 10 

155(22.5) 5 4 2 

138(20) 5 5 

128(18.5) 9 

102(14.8) 10 

All fatigue samples had LT orientation, R = 0.1 
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Table IV. Characteristics of the Recrystallized Grains in the 7050-T7451 Plate 

Alloys. 

Alloy Location Test Size, D Area Frac. Aspect Shape 

Plane lim % Ratio Index, SI 

TL 54.2 22.0 1.8 0.71 

Center LS 40.7 17.5 2.3 0.65 

ST 36.1 17.2 2.0 0.67 

TL 39.5 21.0 1.8 0.68 

NEW Quarter LS 33.3 24.2 2.6 0.58 

ST 29.5 20.7 2.1 0.66 

TL 36.5 3.1 1.7 0.60 

Surface LS 32.3 3.7 2.1 0.68 

ST 40.5 3.6 2.1 0.69 

Average 38.1 14.8 2.1 0.66 

TL 44.5 17.6 1.9 0.68 

Center LS 36.0 19.0 2.1 0.65 

ST 36.2 14.0 2.0 0.66 

TL 39.3 2.3 1.9 0.70 

OLD Quarter LS 31.3 1.8 2.9 0.59 

ST 33.3 2.3 2.1 0.68 

TL 30.8 1.1 1.9 0.69 

Surface LS 21.8 0.1 2.0 0.70 

ST 31.1 0.8 3.9 0.48 

Average 33.8 6.5 2.3 0.65 
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Table V. Characteristics of the Unrecrystallized Grains in the 7050-T7451 Plate 

Alloy. 

Alloy Location Test Size, D Area Frac. Aspect Shape 

Plane jj.m % Ratio Index, SI 

TL 161.5 78.0 1.9 0.69 

Center LS 103.5 82.5 3.3 0.53 

ST 93.6 82.8 2.5 0.61 

TL 111.5 79.0 1.9 0.70 

NEW Quarter LS 74.8 75.8 2.8 0.58 

ST 76.7 79.3 2.6 0.61 

TL 71.6 96.9 1.9 0.68 

Surface LS 43.8 96.3 3.0 0.55 

ST 49.6 96.4 2.6 0.60 

Average 87.4 85.2 2.5 0.62 

TL 116.1 82.4 1.8 0.73 

Center LS 79.0 81.0 2.6 0.59 

ST 76.0 86.0 2.4 0.60 

TL 217.4 97.7 2.3 0.70 

OLD Quarter LS 188.6 98.2 3.8 0.51 

ST 141.6 97.7 2.9 0.58 

TL 168.9 98.9 1.9 0.70 

Surface LS 139.3 99.9 4.3 0.47 

ST 112.5 99.2 2.9 0.57 

Average 137.7 93.5 2.7 0.61 
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Table VI. Results of Fitting Recrystallized Grain Sizes with Normal Distributions; 

7050-T7451 Plate Alloys. 

Alloy Location Test Avg. Size D A95% Std. Dev. R2 

Plane [im |im um 

TL 59.3 4.5 30.0 0.942 

Center LS 46.0 2.8 20.4 0.942 

ST 35.3 0.9 7.4 0.935 

TL 40.4 3.5 22.1 0.920 

NEW Quarter LS 33.4 2.8 18.7 0.911 

ST 33.0 2.0 15.1 0.953 

TL 39.4 12.8 25.3 0.807 

Surface LS 37.5 6.2 16.2 0.627 

ST 32.9 9.4 21.4 0.712 

TL 49.1 3.6 24.1 0.957 

Center LS 38.4 2.0 17.5 0.959 

ST 36.5 2.7 19.5 0.913 

TL 42.4 6.2 19.8 0.825 

OLD Quarter LS 33.6 4.7 16.7 0.890 

ST 35.0 4.3 16.9 0.854 

TL 33.9 5.1 14.7 0.882 

Surface LS 21.5 4.6 5.7 0.382 

ST 33.6 7.6 16.5 0.766 

Ag5% - 95% confidence limit for the mean 

R - correlation coefficient 
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Table VII. Results of Fitting Unrecrystallized Grain Sizes with Normal 

Distributions; 7050-T7451 Plate Alloys. 

Alloy Location Test Avg. Size D ^95% Std. Dev. R2 

Plane urn urn |im 

TL 144.7 22.7 106.7 0.90 

Center LS 106.0 10.4 66.5 0.93 

ST 91.6 8.3 60.1 0.94 

TL 111.3 15.2 70.0 0.92 

NEW Quarter LS 78.8 8.6 45.4 0.95 

ST 82.5 8.1 47.4 0.95 

TL 68.6 6.1 43.6 0.94 

Surface LS 46.3 2.6 25.2 0.97 

ST 51.7 3.8 29.9 0.95 

TL 120.3 10.6 69.8 0.93 

Center LS 73.6 6.2 49.6 0.92 

ST 66.5 5.1 45.7 0.90 

TL 155.5 21.2 110.5 0.90 

OLD Quarter LS 138.8 13.1 95.7 0.90 

ST 115.7 9.6 68.8 0.91 

TL 190.1 33.7 145.8 0.82 

Surface LS 177.7 32.9 135.3 0.87 

ST 143.1 14.8 85.1 0.94 

Ags% - 95% confidence limit for the mean 

R - correlation coefficient 
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Table VIII. Size, Shape and Orientation of Porosities in the Bulk 7050-T7451 

Plate Alloys 

Alloy Location Test Size, D Area Aspect Shape Orient. Area Scan No. Of 

Plane Fract. Ratio Index Factor Density Area Pores 

(am % SI Q mm"2 mm2 N 

TL 3.5 0.11 1.55 0.809 0.11 69.4 2.812 195 

Center LS 3.7 0.20 1.49 0.800 0.48 89.4 2.583 231 

ST 3.9 0.14 1.56 0.805 0.39 69.4 2.884 200 

TL 3.9 0.08 1.52 0.815 0.16 41.6 2.403 100 

NEW Quarter LS 3.5 0.08 1.52 0.823 0.46 54.1 2.403 130 

ST 4.0 0.09 1.46 0.829 0.27 54.9 2.403 132 

TL 2.9 0.07 1.47 0.831 0.35 64.3 3.124 201 

Surface LS 2.7 0.08 1.52 0.815 0.65 77.2 2.643 204 

ST 3.1 0.07 1.53 0.815 0.55 63.1 3.124 197 

Weighted Aver. 3.4 0.11 1.51 0.815 0.40 67.7 2.751 187 

TL 3.3 0.12 1.50 0.811 0.35 95.7 2.163 207 

Center LS 4.7 0.37 1.45 0.834 0.30 158.7 1.802 286 

ST 5.5 0.29 1.51 0.820 0.46 92.9 2.163 201 

TL 3.1 0.14 1.45 0.834 0.41 130.6 1.562 204 

OLD Quarter LS 2.6 0.04 1.42 0.839 0.35 50.8 2.403 122 

ST 3.1 0.08 1.41 0.843 0.30 68.7 2.403 165 

TL 3.1 0.07 1.50 0.813 0.15 65.3 2.403 157 

Surface LS 2.5 0.06 1.40 0.845 0.36 76.0 2.643 201 

ST 2.7 0.04 1.41 0.842 0.24 50.7 2.523 128 

Weighted Aver. 3.5 0.16 1.45 0.831 0.33 95.8 2.177 198 

TL 13.4 0.044 1.485 0.75 2.3 21.9 51 

LOW Center LS 10.2 0.037 1.238 0.53 4.5 20.6 93 

POROS. ST 10.5 0.011 1.331 0.54 1.2 22.9 27 

Weighted Aver. 11.2 0.035 1.327 0.60 3.3 21.4 70 

TL 11.4 0.012 1.524 0.68 1.0 17.2 17 

THIN Center LS 18.7 0.034 1.427 0.76 1.2 24.3 30 

PLATE ST 8.3 0.012 1.082 0.28 2.6 22.3 59 

Weighted Aver. 11.7 0.018 1.251 0.48 2.0 22.0 44 

Note: Old and new alloys characterize at 900X, low porosity and thin plates at 100X 

139 



Table IX. Results of Approximating Pore Sizes with Lognormal Distributions, 

Bulk 7050-T7451 Plate Alloys 

Alloy Location Test Size, D Fitting Std. Dev 

Plane |j.m Avg., |im Hin R2 

TL 3.55 3.26 1.55 0.943 

Center LS 3.67 3.04 1.74 0.970 

ST 3.90 3.65 1.56 0.945 

TL 3.91 3.62 1.53 0.929 

NEW Quarter LS 3.50 3.53 1.45 0.949 

ST 4.03 3.18 1.55 0.898 

TL 2.91 3.04 1.39 0.937 

Surface LS 2.73 2.90 1.38 0.903 

ST 3.07 2.23 1.43 0.860 

TL 3.27 3.02 1.45 0.957 

Center LS 4.69 3.67 1.74 0.977 

ST 5.48 3.87 1.63 0.890 

TL 3.07 2.69 1.49 0.890 

OLD Quarter LS 2.64 2.54 1.40 0.837 

ST 3.11 3.02 1.43 0.880 

TL 3.07 2.87 1.37 0.874 

Surface LS 2.48 2.61 1.36 0.906 

ST 2.73 2.38 1.42 0.816 

LOW TL 13.05 12.84 1.21 0.983 

POROSITY Center LS 10.50 10.41 1.14 0.929 

ST 10.31 10.17 1.20 0.950 

THIN TL 11.24 11.03 1.25 0.927 

PLATE Center LS 1,8.12 17.26 0.15 0.962 

ST 9.12 9.08 1.10 0.857 
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Table X. True 3-D Pore and Constituent Particle Sizes Obtained from Numerical 

Method, Bulk 7050-T7451 Plate Alloy 

Alloy Feature Location A 

jxm 

A/B A/C ST- 

Exp. 

plane 

Sim. 

Ln  ( 

LS- 

Exp. 

um) 

Diane 

Sim. 

TL-| 

Exp. 

alane 

Sim. 

NEW 

Pores 

Surface 2.27 

±1.36 

1.5 1.8 2.23 

±1.4 

2.45 

±1.4 

2.90 

±1.4 

2.69 

±1.4 

3.04 

±1.4 

2.73 

±1.4 

Quarter 2.91 

±1.43 

1.1 1.8 3.18 

±1.6 

3.30 

±1.5 

3.53 

±1.5 

3.63 

±1.5 

3.62 

±1.5 

3.63 

±1.5 

Center 3.38 

±1.41 

1.3 1.8 3.65 

±1.6 

3.59 

±1.5 

3.04 

±1.7 

3.50 

±1.6 

3.26 

±1.5 

3.86 

±1.5 

Particles 

Surface 4.85 

±1.15 

1.5 3.0 3.41 

±1.3 

3.28 

±1.4 

3.78 

±1.4 

3.38 

±1.4 

3.76 

±1.4 

3.47 

±1.4 

Quarter 4.88 

±1.37 

1.5 2.8 4.07 

±1.4 

3.91 

±1.5 

4.29 

±1.5 

3.73 

±1.4 

4.13 

±1.4 

4.17 

±1.5 

Center 6.82 

±1.27 

1.5 3.0 3.45 

±1.6 

4.32 

±1.6 

5.10 

±1.5 

4.46 

±1.6 

5.30 

±1.7 

5.06 

±1.5 

OLD 

Pores 

Surface 2.36 

±1.33 

1.3 1.8 2.38 

±1.4 

2.45 

±1.4 

2.61 

±1.4 

2.68 

±1.4 

2.87 

±1.3 

2.77 

±1.4 

Quarter 2.43 

±1.34 

1.2 1.8 3.02 

±1.4 

2.78 

±1.4 

2.54 

±1.4 

2.73 

±1.4 

2.69 

±1.5 

2.89 

±1.4 

Center 3.034 

±1.44 

1.1 1.8 3.87 

±1.6 

3.59 

±1.6 

3.67 

±1.7 

3.44 

±1.6 

3.02 

±1.5 

3.80 

±1.5 

Particles 

Surface 4.484 

±1.34 

1.5 3.0 3.34 

±1.4 

3.50 

±1.4 

4.01 

±1.4 

3.34 

±1.4 

4.07 

±1.4 

3.76 

±1.5 

Quarter 5.52 

±1.40 

1.5 2.8 4.62 

±1.6 

4.04 

±1.6 

4.18 

±1.5 

4.35 

±1.6 

4.74 

±1.7 

4.79 

±1.7 

Center 7.29 

±1.28 

2.5 2.5 3.81 

±1.6 

4.03 

±1.6 

5.80 

±1.7 

5.02 

±1.7 

5.27 

±1.6 

4.59 

±1.6 

A, B, C - 3-D true lengths of the pore major diameters 

Exp. - experimental data 

Sim. - results for the model microstructure 
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Table XI. True 3-D aspect ratios for pores in 7050-T7451 plate alloy obtained 

from the computer model. 

Alloy Location A/B A/C 

Old 

Center 1.562 1.792 

Quarter 1.468 1.654 

Surface 1.453 1.848 

New 

Center 1.504 1.614 

Quarter 1.508 1.904 

Surface 1.340 1.682 

Table XII. Characteristics of the true 3-D 

disributions for the 7050-T7451 

pore and constituent particle size 

old and new plate alloys 

Feature Alloy Location 

Ha 

^m 

°a 

|im A/B A/B 

Pores 

New 

Surface 2.72 1.25 1.34 1.68 

Quarter 3.25 1.42 1.51 1.90 

Center 3.10 1.47 1.50 1.61 

Old 

Surface 2.37 1.60 1.45 1.85 

Quarter 2.64 1.31 1.47 1.65 

Center 3.30 1.54 . 1.56 1.79 

Const. 

Particles 

New 

Surface 3.76 1.60 2.34 2.41 

Quarter 4.78 1.48 2.33 2.48 

Center 6.63 1.34 1.79 2.30 

Old 

Surface 3.79 1.42 1.71 1.90 

Quarter 5.60 1.35 1.78 1.77 

Center 7.68 1.17 2.06 2.36 
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Table XIII. Comparison of average 2-D and 3-D intercept lengths for the pores 

and constituent particles in the 7050-T7451 old and new plate alloy 

Feature Alloy Location L3 

(im 

'-IIJL 

|im 

*-ll,LS 

|im 

'-II.ST 

^m 

Pores 

New 

Surface 2.65 2.30 2.21 2.34 

Quarter 2.83 2.76 2.68 2.42 

Center 2.93 2.51 2.20 2.76 

Old 

Surface 2.13 2.17 2.00 1.84 

Quarter 2.50 2.05 1.94 2.31 

Center 2.93 2.31 2.88 2.93 

Const. 

Particles 

New 

Surface 2.30 2.71 2.70 2.48 

Quarter 3.14 2.96 3.05 2.86 

Center 4.40 3.94 3.59 2.60 

Old 

Surface 3.00 3.08 2.91 2.50 

Quarter 4.27 3.52 3.09 3.40 

Center 5.30 3.79 4.03 2.79 
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Table XIV. Size, Shape and Orientation of Constituent Particles in the Bulk 

7050-T7451 Plate Alloys 

Alloy Location Test Size, D Area Aspect Shape Orient. Area Scan No. of 

Plane Fract. Ratio Index Factor Density Area Partie. 

\xm % SI Q mm"2 mm2 N 

TL 6.2 0.54 1.78 0.748 0.22 94.3 2.163 204 

Center LS 4.8 0.48 2.35 0.663 0.75 69.3 2.583 179 

ST 3.7 0.85 2.27 0.663 0.59 297.8 1.081 322 

TL 3.7 0.35 2.33 0.671 0.17 140.8 1.442 203 

NEW Quarter LS 4.1 0.64 2.48 0.659 0.71 216.4 0.961 208 

ST 3.8 0.35 2.53 0.646 0.55 135.7 1.562 212 

TL 3.4 1.12 2.34 0.674 0.43 509.8 0.481 245 

Surface LS 3.3 0.74 2.41 0.652 0.74 371.2 0.601 223 

ST 3.0 0.46 2.05 0.712 0.53 295.5 0.721 213 

Weighted / Wer. 4.0 0.64 2.28 0.675 0.52 249.1 1.235 230 

TL 6.1 0.63 2.06 0.704 0.41 94.3 2.163 204 

Center LS 6.4 0.52 2.36 0.655 0.70 66.9 3.004 201 

ST 4.6 0.91 1.62 0.790 0.56 327.4 0.721 236 

TL 5.7 0.84 1.78 0.761 0.15 186.8 1.081 202 

OLD Quarter LS 4.4 0.71 1.77 0.761 0.29 249.7 0.841 210 

ST 5.0 0.93 1.87 0.747 0.45 252.1 0.841 212 

TL 4.0 0.75 1.71 0.769 0.32 328.0 0.613 201 

Surface LS 3.6 0.55 1.90 0.736 0.63 254.4 0.841 214 

ST 3.1 0.45 1.76 0.760 0.35 303.8 0.721 219 

Weighted > Wer. 4.7 0.70 1.86 0.744 0.43 231.9 1.185 212 

TL 12.2 1.031 1.353 0.62 50.9 21.9 1113 

LOW Center LS 10.2 0.707 1.122 0.47 59.2 20.6 1223 

POROS. ST 10.9 0.389 1.100 0.55 30.4 22.9 697 

Weighted Aver. 11.1 0.753 1.202 0.54 49.6 21.6 1062 

TL 11.9 0.230 1.352 0.58 13.3 17.2 230 

THIN Center LS 12.0 0.306 1.163 0.69 24.8 24.3 601 

PLATE ST 9.3 0.178 0.837 0.42 24.4 22.3 543 

Weighted / Wer. 11.0 0.243 1.066 0.57 22.7 22.3 516 

Note: Old and new alloys characterize at 900X, low porosity and thin plates at 100X 
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Table XV. Results of Approximating Particle Sizes with Lognormal Distribution, 

Bulk 7050-T7451 Plate Alloys 

Alloy Location Test Size, D Fitting Std. Dev 

Plane |im Avg., urn Um R2 

TL 6.20 5.30 1.73 0.989 

Center LS 4.84 5.10 1.50 0.663 

ST 3.71 3.45 1.65 0.663 

TL 3.72 4.13 1.42 0.922 

NEW Quarter LS 4.13 4.29 1.47 0.941 

ST 3.77 4.07 1.44 0.941 

TL 3.44 3.76 1.41 0.915 

Surface LS 3.35 3.78 1.36 0.896 

ST 2.97 3.41 1.32 0.908 

TL 6.14 5.27 1.63 0.961 

Center LS 6.38 5.80 1.69 0.993 

ST 4.57 3.81 1.55 0.959 

TL 5.67 4.74 1.68 0.943 

OLD Quarter LS 4.38 4.18 1.52 0.928 

ST 4.99 4.62 1.58 0.930 

TL 4.04 4.07 1.44 0.956 

Surface LS 3.64 4.01 1.39 0.964 

ST 3.12 3.34 1.41 0.931 

LOW TL 12.45 12.15 1.24 0.969 

POROSITY Center LS 11.37 11.16 1.20 0.942 

ST 11.30 11.12 1.19 0.980 

THIN TL 12.30 12.11 1.20 0.991 

PLATE Center LS 12.13 11.95 1.17 0.860 

ST 10.20 10.11 1.14 0.963 

145 



Table XVI. Results of the Tessellation Analysis for the Pores and Constituent 

Particles in the Old 7050-T7451 Plate Alloy 

(ST Plane, Center Section) 

(a) PORES 

Average Minimum Max. St. Dev. Geo.Av Median 

Near-Neigbr. (urn) 114 2.83 324 65.3 91.5 116 

Nearest-Nbr. (urn) 48.2 2.83 156 33.2 35 42.5 

Local V.F.% .00502 .000129 0.156 .0141 .00168 .00146 

Pore Area (fim2) 30.8 2.3 520 61.9 14.1 11.7 

Cell Area (mm2) .0108 .000439 .033 .00714 .00842 .00952 

Cell Sides No. 5.74 3 15 

(b) PARTICLES 

Average Minimum Max. St. Dev. Geo.Av Median 

Near-Neigbr. (urn) 58.0 1.0 194 38.2 44.0 66.6 

Nearest-Nbr. (|xm) 25.2 1.0 119 19.2 17.9 21.3 

Local V.F.% .0413 .000262 4.38 .292 .007 .00628 

Part. Area (|am2) 27.8 3.00 266 44.5 14.8 12.2 

Cell Area (mm2) .0033 .000029 .0216 .0034 .0021 .0022 

Cell Sides No. 5.76 3 15 
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Table XVII. Spatial Distribution Parameters Q and R for the Pore and Particles in 

the Old and New 7050-T7451 Plate Alloys, Center Section. 

Alloy Feature Plane Q R 

Obse 

NND 

jrved 

STD 

Ran 

NND 

dom 

STD 

Spatial 

Distribution type 

NEW 

Pore 

TL 0.923 1.264 55.2 39.50 59.80 31.26 Rand, with dust. 

LS 0.857 1.461 45.8 40.80 53.44 27.94 Rand, with dust. 

ST 0.933 1.210 57.5 39.00 61.64 32.22 Rand, with dust. 

Partie. 

TL 0.679 1.273 35.3 34.60 51.98 27.17 Rand, with dust. 

LS 0.663 1.160 39.9 36.50 60.22 31.48 Rand, with dust. 

ST 0.814 1.138 23.0 16.80 28.25 14.76 Rand, with dust. 

OLD 

Pore 

TL 0.867 1.303 44.3 34.80 51.10 26.71 Rand, with dust. 

LS 0.892 1.016 33.1 19.70 37.11 19.40 Rand, with dust. 

ST 0.929 1.225 48.2 33.20 51.86 27.11 Rand, with dust. 

Partie. 

TL 0.572 1.079 29.3 28.90 51.22 26.77 Rand, with dust. 

LS 0.739 1.333 45.5 42.90 61.58 32.19 Rand, with dust. 

ST 0.912 1.329 25.2 19.20 27.64 14.45 Rand, with dust. 

NND - Nearest Neighbor Distance. (|xm) 

STD - Standard Deviation, (urn) 
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Table XVIII. Comparison of Particle and Pore Size Data Corrected for 

Magnification Effect: 7050-T7451 Alloys, Plate Center Location. 

Alloy Test 

Plane 

Po 

Censoring 

% 

res 

L„at100X 

(im 

Pah 

Censoring 

% 

tides 

L„at100X 

(im 

NEW 

TL 85 6.13 45 7.35 

LS 85 6.75 45 6.50 

ST 75 6.09 75 6.14 

OLD 

TL 90 5.56 55 7.62 

LS 85 8.15 45 7.94 

ST 80 7.24 75 6.31 

LOW 

POROSITY 

TL 0 12.84 0 12.84 

LS 0 10.41 0 10.41 

ST 0 10.17 0 10.17 

THIN 

PLATE 

TL 0 11.03 0 12.11 

LS 0 17.26 0 11.95 

ST 0 9.08 0 10.11 
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Table XIX. Average Sizes, Area Fractions and Spacings of the Grain Boundary 

Precipitates in the Old and New 7050-T7451 Plate Alloys. 

Area ctr-to-ctr surf-to- 

Alloy Location Diameter frac. Af Na spacing surf 

nm % nm"2 nm spacing 

nm 

New Surface Average 43 21.1 174.8 105 63 

S.dev. 11 8.0 78.0 37 29 

Center Average 138 29.3 29.5 264 126 

S.dev. 67 11.7 23.1 91 28 

Old Surface Average 35 9.8 328.7 119 85 

S.dev. 7 2.6 280.9 28 23 

Center Average 124 25.1 297.2 267 143 

S.dev. 68 16.7 269.1 139 87 
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Table XX. Characteristics of the fatigue crack initiation sites in the aluminum 

7050-T7451 plate alloys, smooth bar samples examined at UCLA. (10 Hz, R = 

0.1, L orientation) 

Old Quality Plate 

Max Cycles to Site Dimensions Max. Dist. from 

Sample # Stress Failure Initiation site a c Length '    edge Comments 

ksi (Urn) (um) (um) (um) 

C3 35.0 79290 pore 121.7 326.1 326.1 0.0 

B3 35.0 72521 pore 217.6 336.0 336.0 0.0 

B5 35.0 70511 pore 240.0 392.0 392.0 25.4 

A4 35.0 73549 pore 96.7 223.3 223.3 0.0 

N ew Quality Plate 

Max Cycles to Site Dimensions Max. Dist. froim 

Sample # Stress Failure Initiation site a c Length edge Comments 

ksi (urn) (um) (um) (um) 

A4 35.0 128412 pore 198.3 114.8 198.3 25.4 

Bl 35.0 167284 pore 58.5 86.2 86.2 0.0 

C3 35.0 135330 pore 90.8 64.6 90.8 0.0 

Cl 35.0 150733 pore 82.1 65.3 82.1 0.0 

1 in. Thin Plate 

Max Cycles to Site Dimensions Max. Dist. from . 

Sample # Stress Failure Initiation site a c Length edge Comments 

ksi (urn) (urn) (um) (um) 

705739-1 45 8510912 Stage I 

705739-4 45 12487199 Stage I 

705739-5 45 8251978 Stage I 

705739-7 45 6803800 Stage I 

705739-8 45 8357960 Stage I 

705739-10 45 1707417 Mg2Si particle 12.4 10.9 12.4 6.9 

CRKSITES.XLW:Smooth Samples - New 

150 



Table XXI. Characteristics of the fatigue crack initiation sites in the aluminum 

7050-T7451 old plate alloy, open hole samples. (30 Hz, R = 0.1, LT Oriente ätion). 

Fractogr. Max. Cycles to Site Dimensions Max. Distance from 
Sample # at Stress Failure Initiation site a c Length hole corner Comments 

ksi (urn) (um) (um) (um) <M 
416-961: B-2-7 UCLA 30.8 27500 pores + Fe constituents 58.8 27.1 58.8 0.0 1188 primary site 

constituent 17.6 17.6 17.6 0.0 1250 

416-961: C-2-1 UCLA 30.8 28323 pore 35.8 33.0 35.8 0.0 1529 

416-961: C-2-6 UCLA 30.8 20590 Fe constituent + pores 37.1 44.4 44.4 0.0 1768 primary site 
•' pore 15.8 29.1 29.1 18.2 1118 

416-961: A-2-2 UCLA 30.8 17806 pore 61.0 139.1 139.1 0.0 1226 primary site 
" pore 38.6 63.8 63.8 5.7 1742 

416-961: B-2-1 UCLA 30.8 19967 Fe constituent + pores 26.7 51.3 51.3 0.0 1303 primary site 
« pore 22.9 38.9 38.9 0.0 1356 

416-971: A-2-4 UCLA 30.8 17888 pore 83.8 105.0 105.0 0.0 1150 

416-971: B-2-5 UCLA 30.8 22011 pore 51.7 113.3 113.3 25.0 448.5 primary site 
M Fe constituent 48.3 38.3 48.3 0.0 ? 

416-971: A-2-3 UCLA 30.8 23754 pore 15.6 28.9 28.9 10.0 813.3 

416-971: C-2-7 UCLA 30.8 25557 pore 56.3 101.3 101.3 10.0 637.5 

416-971: C-2-4 UCLA 30.8 15949 pore 193.0 308.8 308.8 7.0 238.9 primary site 
» pore + Fe constituents 11.3 20.0 20.0 16.9 ? 

416-961:C-2-2 Alcoa 24.6 35785 pore 118.9 301.8 301.8 0.0 ? 

416-961:A-2-6 Alcoa 24.6 33910 pore 85.1 198.1 213.4 0.0 101.6 
" pore 82.8 199.6 199.6 0.0 secondary crack 

416-961:B-2-6 Alcoa 24.6 47812 pore 144.3 145.3 184.9 0.0 
416-961:A-2-4 Alcoa 24.6 45406 pore 141.5 201.4 230.4 0.0 292.1 

416-961:C-2-5 Alcoa 24.6 46641 pore 163.6 447.0 451.1 0.0 
» Alcoa 24.6 pore 78.2 256.0 256.0 0.0 secondary crack 

416-971:A-2-7 Alcoa 24.6 49285 pore 116.8 135.1 159.5 0.0 
M Alcoa 24.6 pore 39.1 93.5 93.5 0.0 secondary crack 

416-971:C-2-3 Alcoa 24.6 42889 pore 122.9 241.8 241.8 0.0 

416-971 :B-2-6 Alcoa 24.6 45836 pore 135.4 274.3 280.2 0.0 

416-971:B-2-7 Alcoa 24.6 49292 pore 95.5 184.9 184.9 0.0 
» Alcoa 24.6 pore 34.3 34.3 34.3 0.0 secondary crack 

590156-B-2-1 Alcoa 24.6 55290 Corner burr 
416-961: C-2-7 UCLA 18.5 119328 pore 72.0 123.2 123.2 14.0 1333 

416-961: B-2-5 UCLA 18.5 164739 pore 20.8 59.6 59.6 1.6 880.0 

416-961: C-2-3 UCLA 18.5 109775 pore 55.3 107.1 107.1 0.0 133.3 primary site 
» pore + Fe constituents 48.8 69.4 69.4 0.0 1173 

416-961: B-2-3 UCLA 18.5 119278 pore + Fe constituents 105.9 216.5 216.5 0.0 725.0 primary site 
« pore + Fe constituents 104.0 65.6 104.0 0.0 557.6 

416-971 : C-2-1 UCLA 18.5 180611 pore + Fe constituents 99.4 227.9 227.9 0.0 1649 

416-971: B-2-3 UCLA 18.5 181971 pore 149.3 168.0 168.0 8.0 800.0 

416-971: A-2-1 UCLA 18.5 171245 pore + Fe constituents 27.3 92.7 92.7 0.0 1100 primary site 
" pore + Fe constituents 28.6 41.0 41.0 0.0 991.3 

416-971: B-2-4 UCLA 18.5 969579 pore + Fe constituents 175.0 327.5 327.5 3000 0.0 internal 

416-971: A-2-2 UCLA 18.5 172288 pore + Fe constituents 97.0 57.0 97.0 0.0 558.2 primary site 
" pore 32.5 62.5 62.5 4.4 156.3 

416-961: A-2-1 UCLA 14.8 222798 pore 90.0 76.3 90.0 11.3 1236 

416-961: C-2-4 UCLA 14.8 323600 pore + Fe constituents 100.4 119.2 119.2 8.2 1200 

416-961: B-2-2 UCLA 14.8 3E+06 Stage I 
416-961: A-2-7 UCLA 14.8 356549 pore 46.3 145.3 145.3 14.7 1032 

416-961: A-2-5 UCLA 14.8 313328 pore + Fe constituents 81.3 87.5 87.5 0.0 1061 

416-971: C-2-2 UCLA 14.8 309256 pore + Fe constituents 90.5 181.0 181.0 3.8 893.3 

416-971: C-2-6 UCLA 14.8 738525 pore 40.9 73.5 73.5 0.9 530.4 

416-971: A-2-6 UCLA 14.8 384130 pore 63.1 76.9 76.9 13.8 1148 
416-971: A-2-5 UCLA 14.8 5E+06 Stage I 15.8 
416-971: B-2-2 UCLA 14.8 214355 pore 56.0 115.2 115.2 0.0 1325 primary site 

" pore 27.9 92.1 92.1 0.0 800.0 
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Table XXII. Characteristics of the fatigue crack initiation sites in the aluminum 

7050-T7451 new plate alloy, open hole samples. (30 Hz, R = 0.1, LT orientation) 

Fractogr. Max. Cycles to Site Dimensions Max 1 Dist. from 

Sample # at Stress Failure Initiation site a c Length hole corner Comments 

ksi (urn) (urn) (um) (um) (um) 

A4-2 UCLA 20.0 1E+06 pore 6.1 9.1 9.1 45.0 70.0 

A5-1 UCLA 20.0 5E+06 pore 44.0 78.0 78.0 229.6 185.2 

Bl-1 UCLA 20.0 1E+07 pore 25.9 21.1 25.9 78.9 1100 

A-5-2 20.0 1E+06 Did not fail 

B-l-2 20.0 1E+06 Did not fail 

C3-2 UCLA 22.5 84802 pore 40.7 53.1 53.1 0.0 1029 

C3-1 UCLA 22.5 266450 pore 18.3 21.7 21.7 13.3 3.3 

Cl-2 UCLA 22.5 3E+06 pore + Fe constituents 16.0 21.0 21.0 88.2 126.5 

B5-2 UCLA 22.5 4E+06 pore 107.3 161.0 161.0 190.5 428.6 

Cl-1 UCLA 22.5 4E+06 constituent 15.4 19.5 19.5 0.0 938.8 

A3-1 Alcoa 25.0 55848 pore 68.6 99.1 109.2 1549 0.0 

A2-2 Alcoa 25.0 141250 pore 63.5 121.9 127.0 1461 0.0 

A4-1 Alcoa 25.0 180413 pore 83.8 142.2 154.9 533.4 0.0 

A3-2 Alcoa 25.0 195180 pore 33.0 111.8 114.3 0.0 706.1 spec, surface 

A2-1 Alcoa 25.0 198871 pore 27.9 99.1 99.1 88.9 0.0 

B4-1 UCLA 30.0 32871 pore + Fe constituents 13.1 34.3 34.3 5.1 470.1 primary site 

pore + MgjSi particles 48.0 80.7 80.7 9.5 500.0 

B5-1 UCLA 30.0 39402 ? <50 <61 0.0 0.0 0.0 site damaged 

B4-2 UCLA 30.0 39978 pore 27.9 59.1 59.1 15.7 1270 

B3-1 UCLA 30.0 46207 constituent 5.6 8.1 8.1 0.0 969.7 primary site 

pore 10.8 14.1 14.1 1.6 545.5 

B3-0 UCLA 30.0 49267 pore 41.6 47.3 47.3 7.3 173.0 
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Table XXIII. Characteristics of the fatigue crack initiation sites in the aluminum 

7050-T7451 low porosity plate alloy, open hole samples. (30 Hz, R = 0.1, LT 

orientation) 

Fractogr. Max Cycles to Site Dimensions Max. Dist. from 

Sample # at Stress Failure Initiation site a c Length hole comer Comments 

ksi (urn) (um) (urn) (Urn) (urn) 

590553-LT11 UCLA 20 428453 Fe constituent 32.0 11.9 32.0 0.0 973.6 

590553-LT12 UCLA 20 6E+06 Stage I 194.6 256.8 256.8 78.5 229.6 internal 

590553-LT13 UCLA 20 7E+06 Stage I 

590553-LT14 20 1E+07 Did not Fail 

590553-LT15 20 1E+07 Did not Fail 

590553-LT16 UCLA 22.5 230350 Fe constituent 94.0 67.1 94.0 0.0 12.2 particle cluster 

590553-LT17 UCLA 22.5 782052 Fe constituent 23.1 36.8 36.8 0.0 1501 

590553-LT18 UCLA 22.5 1E+06 M&Si particle 7.6 8.4 8.4 0.0 415.0 

590553-LT19 UCLA 22.5 94081 Fe constituent 41.7 50.0 50.0 0.0 0.0 

590553-LT1 Alcoa 25 58740 Fe constituent 27.9 45.5 45.5 0.0 7.1 

590553-LT2 Alcoa 25 106857 Fe constituent 36.6 47.0 47.0 0.0 18.5 

590553-LT3 Alcoa 25 136467 Fe constituent 19.3 56.6 56.6 0.0 0.0 

590553-LT4 Alcoa 25 111781 Fe const + pores 33.5 128.0 128.0 37.1 315.0 internal 

590553-LT5 Alcoa 25 852700 Fe constituent 45.0 33.3 45.0 10.9 546.1 sub-surface 

590553-LT6 UCLA 30 43998 Fe constituent 128.3 100.1 128.3 0.0 718.8 

590553-LT7 UCLA 30 52939 Fe constituent 14.2 23.4 23.4 0.0 36.6 

" Fe constituent 30.7 26.7 30.7 0.0 #### same side 

590553-LT8 UCLA 30 51641 Fe constituent 9.7 12.7 12.7 0.0 0.0 

590553-LT9 UCLA 30 49750 Fe constituent 62.0 68.6 68.6 0.0 16.8 

590553-LT10 UCLA 30 58535 Fe constituent 9.7 14.2 14.2 0.0 urn» 
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Table XXIV. Characteristics of the fatigue crack initiation sites in the aluminum 

7050-T7451 1 in. thin plate alloy, open hole samples. (30 Hz, R = 0.1, LT 

orientation 

Fractogr. Max Cycles to Site Dimensions Max. Dist. from 

Sample # at Stress Failure Initiation site a c Length hole corner Comments 

ksi (urn) (um) (um) (um) (um) 

705739-19 UCLA 22.5 9E+06 Stage I 0.0 1532 

705739-4 22.5 1E+07 Did not fail 

705739-2 UCLA 25 703238 Fe constituents 16.3 20.3 20.3 0.0 640.1 

705739-16 UCLA 25 4E+06 Stage I 1483 

705739-11 UCLA 25 5E+06 Stage I 40.6 

705739-6 UCLA 25 5E+06 Stage I 81.3 

705739-21 UCLA 25 6E+06 Stage I 41.7 1214 

705739-12 UCLA 27.5 66611 MgiSi particles 8.4 4.6 8.4 3.0 365.8 

705739-23 Alcoa 27.5 91406 Fe & Mg2Si particles 10.7 24.4 24.4 0.0 0.0 

705739-7 UCLA 27.5 91822 Fe constituents 8.9 8.1 8.9 0.0 596.9 

705739-3 UCLA 27.5 103182 Fe constituents 6.6 20.8 20.8 1.5 15.2 

705739-17 UCLA 27.5 266336 M&Si particles 7.6 4.6 7.6 7.6 0.0 

705739-5 UCLA 30 34907 Fe constituents 13.5 26.7 26.7 0.0 50.8 

705739-20 UCLA 30 55981 MgiSi particles 13.7 12.4 13.7 0.0 619.8 

M Fe constituents 7.6 12.7 12.7 0.0 1864 secondary crack 

705739-15 UCLA 30 61560 Fe constituents 22.4 20.6 22.4 0.0 612.1 

» Fe constituents 11.9 15.0 15.0 0.0 774.7 opposite side 

" Fe constituents 9.9 10.7 10.7 0.0 0.0 opposite side 

705739-10 UCLA 30 63478 Fe constituents 13.7 6.6 13.7 0.0 807.7 

705739-1 UCLA 30 67134 Fe constituents 17.0 18.8 18.8 0.0 838.2 

705739-8 UCLA 32.5 36256 Fe constituents 18.8 17.8 18.8 0.0 1290 primary site 

•• Fe constituents 19.3 8.6 19.3 0.0 914.4 opposite side 

705739-9 UCLA 32.5 42226 Fe constituents 26.9 10.9 26.9 0.0 1468 

« Fe constituents 12.7 8.1 12.7 0.0 937.3 opposite side 

M Fe constituents 9.7 6.6 9.7 0.0 2733 opposite side 

705739-13 UCLA 32.5 44094 Fe constituents 13.5 23.9 23.9 0.0 983.0 

" Mg2Si particles 5.8 7.9 7.9 0.0 22.9 opposite side 

705739-14 UCLA 32.5 44280 MgjSi particles 11.9 7.6 11.9 0.0 485.1 primary site 

» MgjSi particles 14.7 13.2 14.7 0.0 1209 opposite side 

•• ? 0.0 opposite side 

705739-18 UCLA 32.5 52918 Fe constituents 11.9 5.8 11.9 0.0 751.8 

" Fe constituents 15.7 16.3 16.3 0.0 1384 opposite side 
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Table XXV. Some formulas converting profile roughness to surface roughness 

Formula Application Authors 

Ä.=L16ÄL For all surfaces Scriven and William (1965) 

4 
R* = -RL 

For random curvature 

fracture surface 

El-Sadani(1978) 

R -         2 

RL<- L    2 
Coster (1983) "'s   ~ 

2 

Ra=±(RL-l) + l 
71 

For all surfaces Underwood (1985) 

R8=RLV For trisector method Gokhale and Underwood (1990) 

Table XXVI. Crack lengths and roughness parameters for open hole fatigue 

sample, old 7050-T7451 plate alloy. 

Crack 

Identification 

Section Projected 
Length (urn) 

Actual Length 
(urn) 

Profile 
Roughness 
Parameter 

#1 Surface 1937 2400 1.24 

1/3 thickness 2771 3277 1.18 

2/3 thickness 2773 3307 1.19 

#2 Surface 3292 3635 1.10 

1/3 thickness 3600 4037 1.12 

2/3 thickness 3433 4171 1.22 
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Table XXVII. Percentage of crack length in various regions of grain structure. 

Old 7050-T7451 plate alloy, open hole fatigue sample. 

Sample Transgranular Crack 
Path 

Intergranular Crack Path 

Crack 
No. 

Section Unrecr. 
(%) 

Recrys 
(%) 

Total 
(%) 

u/r 
(%) 

r/r 
(%) 

u/u 
(%) 

Subgr. 
(%) 

Total 
(%) 

#1 front 
surface 

76.1 12.3 88.4 2.2 1.5 - 7.9 11.6 

1/3 
thickne 

ss 

5.4 5.9 60.2 25.8 7.2 5.1 1.7 39.8 

2/3 
thickne 

ss 

63.4 22.4 85.8 12.6 - 1.5 - 14.2 

back 
surface 

65.6 12.8 78.4 12.8 8.8 - - 21.6 

#2 surface 65.8 26.2 92.0 8.0 _ _ _ 8.0 

1/3 
thickne 

ss 

75.7 18.5 94.2 5.8 - - - 5.8 

u/u = unrecrystallized/recrystallized 
r/r = recrystallized/recrystallized 
u/u = unrecrystallized/unrecrystallized 

Table XXVIII. Constituent particle line densities along crack path and along 

straingt line. Old 7050-T7451 alloy, open hole fatigue sample. 

Crack 
Number 

Section Straight Line 

(No./um) 

Crack Path 

(No./um) 

Significance 
Level (%) 

#1 surface 9.9x10"4! 6.5x10"4 2.0 x10"3 <0.1 

1/3 thickness 8.7x10'4±4.5x10"4 2.1 x10"3 <0.1 

2/3 thickness 9.4x10"4! 5.8x104 1.6 x10'3 <0.1 

#2 

surface S.OxIO^lö.SxlO"4 1.3 x10"3 <0.1 

1/3 thickness 1.2x10^1 5.8x104 1.9 x10"3 <0.1 

2/3 thickness 1.0x10"3± 4.1x10 2.2 x10"3 <0.1 
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Table XXIX. Parameters of the Lognormal Approximations of the Pore Size 

Parent Distributions and of the Calculated from them Extreme Value 

Distributions. 

Alloy 

Standard Fit Weighted Fit 

Parent Extreme Parent Extreme 

n(um) o(um) R2 N R2 u(um) a((im) N R2 

Old 1.572 0.536 0.954 14 
2.36-10 0.420 1.151 0.795 6.41-10 0.710 

New 1.332 0.623 0.980 8.93-10 0.554 1.626 0.453 4.78-10 0.385 

Table XXX. Parameters of the Gumbel Approximations of the Pore Size Parent 

Distributions and of the Calculated from them Extreme Value Distributions. 

Alloy 

Standard Fit Weighted Fit 

Parent Extreme Parent Extreme 

u{um) a(um) R2 N R2 n(um) a(u,m) N R2 

Old 1.334 0.413 0.983 25,633 0.936 1.544 0.306 424,197 0.953 

New 1.048 0.495 0.963 1,868 0.914 1.729 0.197 6.46-106 0.855 

[i - average 

o - standard deviation 
2 

R - correlation coefficient 

N - extreme value distribution sample size 
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Table XXXI. Interrogated Areas and/or Volumes Calculated from the Best 

Estimates of the Extreme Value Distribution Sample Size, N. 

Alloy N 
V 

-3 
mm 

N a 

-2 
mm 

No. of 

Pores in 

a 

sample 

No. of 

Surface 

Pores 

Distribution 

Type Fit Type 

Sample 

size for 

best fit 

Size of 

interrogated 

area or volume 

Old 25,843 116 1.66-108 234,707 

Lognormal Standard 2.36-1014 NA 

Weighted 6.41-107 1.37 mm thick 
surface layer 

Gumbel Standard 25,633 5.55 mm wide 
surface band 

Weighted 424,197 8.1 ^m thick surface 
layer 

New 20,513 76 1.32-108 154,039 

Lognormal Standard 8.93-107 2.74 mm thick 
surface laver 

Weighted 4.78-10" NA 

Gumbel Standard 1,868 0.62 mm wide 
surface band 

Weighted 6.46-106 157fxm thick surface 
layer 

Note: All calculations assume smooth fatigue sample with 12.7 mm 
diameter and 50.8 mm gage length 

Nv - Number of pores per unit volume 
Na - Number of pores per unit cross-section area 

NA - sample size greater then the number of pores in a smooth 
fatigue sample 
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Table XXXII. Information Pertaining to the Parent and Extreme Value 

Distributions Used in Fatigue Life Predictions for the Smooth Fatigue Samples 

for the 7050-T7451 Plate Alloys. 

Descriptions Old Alloy New Alloy Low Porosity 

Pores Part Pores Part Pores Part 

Gavg 5.6 11.2 5.3 10.9 13.6 16.1 

S.Dev. 4.2 11.2 3.7 7.8 5.5 10.5 

Metallo- (log d)avg 1.553 2.054 1.488 2.154 2.527 2.598 

graphy log S.Dev 0.549 0.841 0.591 0.717 0.411 0.590 

Area Dens.mnr2 115.8 164.3 76.1 153.8 3.3 49.6 

nSurf 234,639 333,008 154,242 311,726 6,628 100,531 

dtail 8.2 18.1 8.0 17.7 18.9 24.3 

Gumbel HG 1.551 2.447 1.647 2.375 2.652 2.805 

Parent OG 0.350 0.346 0.286 0.288 0.168 0.255 

Best Best n 112,827 81,030 63,258 67 

fit n/nSUrf 0.481 0.525 9.544 0.0007 

n/nSUrf-used 0.500 0.0007 0.500 0.0007 0.500 0.0007 

Gumbel MG-extreme 5.644 4.317 4.871 3.912 4.011 3.878 

Extreme OG-extreme 0.350 0.346 0.286 0.288 0.168 0.255 

d(50%)extreme 321.2 85.1 144.9 55.6 58.7 53.0 

Frac. Surf. Qmeasured 316.1 146.7 96.1 53.0 

(All dimensions in ^im) 
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Table XXXIII. Information Pertaining to the Parent and Extreme Value 

Distributions Used in Fatigue Life Predictions for the Open Hole Fatigue 

Samples for the 7050-T7451 Plate Alloys. 

Descriptions Old Alloy New Alloy Low Porosity Thin Plate 

Pores  Part Pores  Part Pores  Part Pores  Part 

Uavg 5.6    11.2 5.3     10.9 13.6    16.1 13.1    13.6 

S.Dev. 4.2    11.2 3.7     7.8 5.5     10.5 8.8     6.9 

Metallo- (log d)avg 1.553 2.054 1.488 2.154 2.527 2.598 2.379 2.486 

graphy log S.Dev 0.549 0.841 0.591 0.717 0.411 0.590 0.600 0.508 

Area Dens.mnr2 115.8 164.3 76.1   153.8 3.3     49.6 2.0    22.7 

nSurf 5,485 7,784 3,605 7,287 155   2,350 95    1,075 

dtail 8.2     18.1 8.0     17.7 18.9    24.3 19.7    20.0 

Gumbel [*G 1.551 2.447 1.647 2.375 2.652 2.805 2.518 2.681 

Parent GG 0.350 0.346 0.286 0.288 0.168 0.255 0.309 0.191 

Best Best n 9,784    26 6,491    1.7 59 1.1 

fit n/nsurf 0.892 0.0017 0.900 0.0001 0.0126 0.0005 

Search Vol. mm3 0.476 0.002 0.454 0.0001 0.019 0.0007 

n/nsurf-used 0.896 0.0012 0.896 0.0012 0.896 0.0012 0.896 0.0012 

Gumbel HG-extreme 4.773 3.438 4.159 3.180 3.595 3.229 4.104 2.850 

Extreme CJG-extreme 0.350 0.346 0.286 0.288 0.168 0.255 0.309 0.191 

d(50%)extreme 134.4  35.3 71.1    26.7 38.7    27.7 67.8    18.5 

Frac. Surf. Qmeasured 134.2  40.4 71.2    13.8 51.3 15.9 

(All dimensions in [im) 
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Table XXXIV. Input Data for Monte-Carlo Life Predictions for Smooth Fatigue 

Samples, 7050-T7451 Plate Alloys. 

Description Old New Low Porosity 

K,c - MPa m1/2 34.1 32.3 39.6* 

OUTS - MPa 516.8 524.4 525* 

Dgrain - ^m 99 105 100* 

Crack Initiator Pore Pore Pore 

Avg. Pore Aspect Ratio 1.45 1.51 1.02 

Pore Gumbel       nc-extr 5.64 4.87 4.01 

Extr. Distribution oG-extr 0.350 0.286 0.168 

* estimates 

Table XXXV. Input Data for Monte-Carlo Life Predictions for Open Hole Fatigue 

Samples, 7050-T7451 Plate Alloys. 

Low Thin 

Description Old New Porosity Plate 

Ki« - MPa m1/2 34.1 32.3 39.6* 46.9 

OUTS - MPa 516.8 524.4 525* 527.2 

ovs - MPa 446.4 449.2 455* 460.9 

Dgrain " M™ 99 105 100* 100* 

Crack Initiator Pore Pore Particle Particle 

Avg. Pore Aspect Ratio 1.45 1.51 1.20 1.06 

Pore Gumbel      iiG-extr 4.77 4.16 3.23 2.85 

Extr. Distribution aG-extr 0.350 0.286 0.255 0.191 

AG«, - MPa 74.70 100.96 100.95 113.57 

k, 10.672 7.945 8.048 7.247 

estimates 
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parameters estimated from the constant amplitude data. 
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Figure 110. Normalized S-N curve showing comparison of the predictions with the 

constant and variable amplitude fatigue data for HSLA-80 weldments. The 

parameters of the model estimated using constant amplitude data. 

Figure 111. Values of the first eight moments of the stress ranges, Ao0, of the basic 

variable amplitude spectrum loading shown from Figure 98. 

Figure 112. Comparison of the predicted RMS vs. N fatigue curves with experimental data 

for constant average stress for the HSLA-80 steel butt welds. 

Figure 113. Comparison of the predicted am vs. N fatigue curves with experimental data 

for constant RMS values for the HSLA-80 steel butt welds. 

Figure 114. Predicted ^dcrvs. N fatigue curves for constant average stresses for the HSLA- 

80 steel butt welds subjected to either constant or variable amplitude loading. 

Note that w=6.61 and <A(f>1M reduces to Aa for constant amplitude loading. 

Figure 115. Predicted RMS vs. N fatigue curves for constant average stresses for the 

HSLA-80 steel butt welds subjected to either constant or variable amplitude 

loading. 

Figure 116. Predicted crm vs. N fatigue curves for constant average stress ranges for the 

HSLA-80 steel butt welds subjected to either constant or variable amplitude 

loading. Note that «=6.61 and <Acf>!/" reduces to Aa for constant amplitude 

loading. 

Figure 117. Predicted am vs. N fatigue curves for constant RMS values for the HSLA-80 

steel butt welds subjected to either constant or variable amplitude loading. 
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Figure 118. Predicted Goodman diagram in terms of the average stress range represented 

by <Acf>1/n vs. average stress cxm for the HSLA-80 steel butt welds subjected 

to either constant or variable amplitude loading. 

Figure 119. Predicted Goodman diagram in terms of the average stress range represented 

by RMS vs. average stress am for the HSLA-80 steel butt welds subjected to 

either constant or variable amplitude loading. 
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Figure 1. Fatigue smooth and open hole samples used in the investigation. 
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Figure 2. Schematic showing designation of planes used in the report 
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Figure 3. Composite micrograph showing typical microstructures of the 7050-T7451 

alloys. 
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Figure 4. Through-thickness recrystallization gradients in the new and old 7050-T7451 

plate alloys. 

182 



Old alloy, TL plane New alloy, TL plane 

40 80 120 

Grain Size, um 

160 

c 
0> 
Ü 
i- 
0> a. 

40        80       120 

Grain Size, |im 

160 

Old Alloy, LS plane 

10Ü -| 

80- lj^*U 
c 
0> 
Ü 
<U 
0. 

60 

40- 

20 

0- V 
40 80 120 

Grain Size, p.m 

160 

New alloy, LS plane 

•GO—CD- 

40 80 120 

Grain Size, ^m 

Old alloy, ST plane New alloy, ST plane 

c 
o 
03 

Q. 

40 80 120 

Grain Size, |im 

■ Center ■Quarter 

160 

■Surface 

c 
D 
Ü u. 
O) 
Q. 

40 80 120 

Grain Size, (im 

Figure 5. Cumulative size distributions of the recrystallized grain size in the 7050-T7451 

old and new plate alloys. Size represented by the grains average intercept length. 
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Figure 6. Cumulative size distributions of the unrecrystallized grain sizes in the 7050- 

T7452 old and new plate alloys. Size represented by the grains average 

intercept length. 
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Characteristics of Recrystallized Grain Structure 
in the 7050-T7451 Plate Alloy 
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Figure 7. Change of the average intercept lengths, Ln/2, of the recrystallized grains with 

direction for 7050-T7451 alloy: (a) old and (b) new plate alloys. 
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Characteristics of Unrecrystallized Grain Structures 
in the 7050-T7451 Plate Alloys 
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Figure 8. Change of the average intercept lengths, Ln/2, of the unrecrystallized grains with 

direction for 7050-T7451 alloy: (a) old and (b) new plate alloys. 
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Figure 9. Pore and particle volume fractions in the 7050-T7451 plates. 
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Figure 10. Crossections of pores found on the ST-plane, plate center region, old 7050- 

T7451 alloy. 
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Characteristics of Micropores in the 
7050-T7451 Plate Alloys 
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Figure 11. Average shapes of porosities in the old and new 7050-T7451 alloys. Size 

represented by L2(a)/2. 
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Characteristics of Porosities in 
the 7050-T7451 Alloys 
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Figure 12. Average shapes of porosites in the low porosity and thin plate 7050-T7451 

alloys, center section. Size represented by L2(a)/2. 
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Figure 13. Through-thickness average pore and particle size gradients in the 7050-T7451 

plate alloys. 
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Figure 14. Cumulative pore size distributions on 2-D sections for old and new 7050- 

T7451 plate alloys 
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Figure 16. Cumulative pore size distributions on 2-D sections for the low porosity and thin 

plate 7050-T7451 alloys. 
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Figure 18. Angular variation of the normalized average intercept lengths of the pore and 

constituent particle sections on the LS-planes for the old 7050-T7451 alloy variant, 

plate center. (See text for definitions of dg and davg) 
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Figure 19. Through-thickness shape index gradients for the 7050-T7451 plate alloys. 
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Figure 21. Orientation distribution of pore and particle major axes: new alloy. 
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Figure 22. Comparison of the 3-D size distributions obtained using numerical method with the 2- 

D experimental data for new 7050-T7451 plate alloy 
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Figure 24.Crossections of constituent particles found on the ST-plane, plate center region, old 

7050-T7451 
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Characteristics of Constituent Particles in 
the 7050-77451 Plate Alloy 
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Figure 25. Average shapes of constituent particles in the old and new 7050-T7451 alloys 
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Figure 26. Averege shapes of constituent particles in the low porosity and thin plate 7050-T7451 
alloys, center section. 
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Figure 27. Size distributions of constituent particle sections on indicated planes and locations for 

7050-T7451 old and new plate alloys. 
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Figure 28. Size distributions of constituent particle sections on indicated planes at the centers of 
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Figure 29. The Dirichlet tessellation cells constructed on the pore centers indicated by points: old 

7050-T7451 plate alloy, ST plane, center. 
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Figure 33. Dark field image of hexagonal precipitates on a typical boundary in the 7050- 

T7451 plate alloy. 
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Figure 34. Grain boundary from the center of the 7050-T7451 plate containing a multiple 

precipitate variants. 
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7050-T7451 Plate Alloys 
Smooth Bar Samples, 10 Hz, R = 0.1, LT Orientation 
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Figure 39. Results of fatigue testing of the smooth bar samples for the four investigated 

variants of the 7050-T7451 plate alloys 
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Effect of Processing on Fatigue Performance 
of 7050-T7451 Aluminum Plate Alloys 

Smooth Fatigue Samples, LT Orientation, R = 0.1 
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Figure 40. Effect of the changes of the fatigue crack initiating features size and type on 

fatigue performance of different variants of the 7050-T7451 plate alloys. Note that the 

data for Stage I initiation sites are not plotted because they do not have associated size 

characteristics. 
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7050-T7451 Old Quality Alloy 
Open Hole Samples, 30 Hz, R = 0.1, LT Orientation 
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Figure 41. S-N fatigue results for old 7050-T7451 plate alloy, open hole samples. 
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7050-T7451 New Quality Alloy 
Open Hole Samples, 30 Hz, R = 0.1, LT Orientation 
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Figure 42. S-N fatigue results for new 7050-T7451 plate alloy, open hole samples. 
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7050-T7451 Low Porosity Plate Alloy 
Open Hole Samples, 30 Hz, R = 0.1, LT Orientation 
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Figure 43. S-N fatigue results for thin plate 7050-T7451 alloy, open hole samples. 
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7050-T7451 Thin Plate Alloy 
Open Hole Samples, 30 Hz, R = 0.1, LT Orientation 
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Figure 44. S-N fatigue results for low porosity 7050-T7451 plate alloy, open hole 

samples. 
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Figure 45. Effect of the maximum stress level on the size distributions of the fatigue crack 

initiating pores in the old 7050-T7451 plate alloy. Open hole and smooth 

fatigue samples, LT orientation. 
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Figure 46. Effect of the maximum stress level on the size distributions of the fatigue crack 

initiating pores in the new 7050-T7451 plate alloy. Open hole and smooth 

fatigue samples, LT orientation. 
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Figure 47. Effect of the maximum stress on the average size of the fatigue crack initiating 

pores in the old and new 7050-T7451 plate alloy. Open hole fatigue samples, 

LT orientation. 
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Effect of Maximum Stress Level on the Average 
Size of the Fatigue Crack Initiating Pores 

7050-T7451 Plate Alloys, R = 0.1 
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Figure 48. Comparison of the effects of the maximum stress level on the average size of 

the fatigue crack initiating pores in the open hole and smooth fatigue samples. 

Old and new 7050-T7451 plate alloy, LT orientation. 
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Figure 49. Designations of cracks used in the studies of crack profiles and distributions of 

mictostructural features along the crack path. 
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Crack Propagation Overload Fracture 

Parti Part Part Part IV 

Figure 50. Schematic showing sectioning of the open hole specimens for fractographic 

studies. Part I is next to the open hole crack initiation region. 
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Figure 52. Distribution of angular orientations of crack segments for fatigue crack in the 

open hole 7050-T7451 new alloy sample, amax= 206 MPa, R = 0.1. Crack 

average plane corresponds to 90°, cutting plane at 60° to the crack growth 

direction. 
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Figure 53. Typical fractal plot for the fracture surface profile parallel to the crack front for 

the new 7050-T7451 plate alloy fatigued at cw = 206 MPa, R = 0.1. The 

plot shows excellent linearity with the slope, corresponding to fractal 

dimension d, equal 1.1142. 
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Figure 54. Change of the roughness parameter, Rs, and fractal dimension, d, with crack 

length for the fracture surface of the new 7050-T7451 plate alloy fatigued at 

cw = 206 MPa, R = 0.1. The values of Rs were obtained from the trisector 

method. 
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Fracture Surface Characteristics of 7050-T7451 Plate Alloys 

Open hole samples, smax=170 MPa, R = 0.1,10 Hz 
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Figure 56. Change of the roughness parameter, RL, and fractal dimension, d, with crack 

length for the fracture surface of 7050-T7451 plate alloy. The values of RL 

were obtained from the confocal laser scanning microscopy (CLSM) method. 
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Fatigue Crack Path Characteristics 
7050-T7451 Plate Alloy, Open-Hole Sample 
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Figure 57. Pecentages of different miscrostructural features along (a) transgranular and (b) 

intergranular crack path for old 7050-T7451 alloy, open hole fatigue sample. 
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Figure 58. Comparison of the line densities of constituent particles along crack path with 

those for a straight line through the microstructure. 7050-T7451 plate alloy, 

open hole fatigue sample. 
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Figure 59. Changes in plastic zone size with crack length in 7050-T7451 plate alloy. 
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Figure 60. Effects of crack deflection angle, 6, and extent of crack tilt, D, on the relative 

crack propagation rate. Typical values for aluminum alloys are 6 = 45° and D 

= 0.75. 
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Figure 61. Comparison of the bulk (metallography) and the actual crack initiating pore 

sizes (fractography) for the old and new 7050-T7451 plate alloys on (a) linear, 

(b) lognormal and (c) Gumbel probability plots. 
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Figure 62. Comparison of the extreme value predictions of the sizes of the crack initiating 

pores with fractographic data. Predictions obtained using standard and 

weighted lognormal fits to the metallographic data: old 7050 alloy, LS-plane, 

center. 
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Figure 63. Comparison of the extreme value predictions of the sizes of the crack initiating 

pores with fractographic data. Predictions obtained using standard and 

weighted lognormal fits to the metallographic data: new 7050 alloy, LS-plane, 

center. 
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Figure 64. Comparison of the extreme value predictions of the sizes of the crack initiating 

pores with fractographic data. Predictions obtained using standard and 

weighted Gumbel fits to the metallographic data: old 7050 alloy, LS-plane , 
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Figure 65. Comparison of the extreme value predictions of the sizes of the crack initiating 

pores with fractographic data. Predictions obtained using standard and 

weighted Gumbel fits to the metallographic data: old 7050 alloy, LS-plane, 

center. 
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Figure 66. Schematic showing part of the parent distribution relevant for the extreme 

value predictions of the size distributions of the crack initiating features. 
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Figure 67. Old 7050 alloy, smooth fatigue samples, amax= 240 MPa, R = 0.1. Comparison 

of the predicted (extreme) and actual (fractography) crack initiating pore size 

distributions. Predictions obtained from the parent fitted to the tail section of 

the bulk pore size data. 
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Figure 68. New 7050 alloy, smooth fatigue samples, amax= 240 MPa, R = 0.1. 

Comparison of the predicted (extreme) and actual (fractography) crack 

initiating pore size distributions. Predictions obtained from the parent fitted to 

the tail section of the bulk pore size data. 
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Figure 69. Low porosity 7050 alloy, smooth fatigue samples, omax= 276 MPa, R = 0.1. 

Comparison of predicted (extreme) and actual (fractography) crack initiating 

(a) pore and (b) particle size distributions. Predictions obtained from the parent 

fitted to the tail section of the bulk size data. 
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Figure 70. Comparison of the predicted and actual size distributions of the fatigue crack 

initiating pores in smooth fatigue samples of indicated alloys. Old and new 

alloys tested at amax= 240 MPa and low porosity at amax= 276 MPa, R= 0.1. 
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Figure 71. Old 7050 alloy, open hole fatigue samples. Comparison of the predicted 

(extreme) and actual (fractography) crack initiating (a) pore and (b) particle 

size distributions. Predictions obtained from the parent fitted to the tail section 

of the bulk pore size data. 
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Figure 72. New 7050 alloy, open hole fatigue samples. Comparison of the predicted 

(extreme) and actual (fractography) crack initiating (a) pore and (b) particle 

size distributions. Predictions obtained from the parent fitted to the tail section 

of the bulk pore size data. 

249 



£p0.8 

!5 
CO 

0 0.6 
Q_ 

1 0.4 

E 

Ü 0.2 

Low Porosity 
Plate 

ST- 

o 

o 

D    Bulk 
o    Fractography 
— Parent 

• Extreme 

10 100 
Particle Max. Diameter (urn) 

1000 

Figure 73. Low porosity 7050 alloy, open hole fatigue samples. Comparison of predicted 

(extreme) and actual (fractography) crack initiating particle size distributions. 

Predictions obtained from the parent fitted to the tail section of the bulk size 

data. 
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Figure 74. Thin plate 7050 alloy, open hole fatigue samples. Comparison of predicted 

(extreme) and actual (fractography) crack initiating particle size distributions. 

Predictions obtained from the parent fitted to the tail section of the bulk size 

data. 
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circumferentialy inside the hole and by 5 in the radial direction on the hole front and back 

surfaces, (b) Change of the average radial stress in the highly stressed area as a function of 

the area size - after Yang et al.[l 12] 
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Figure 76. Correlation between fatigue lives and sizes of the fatigue crack initiating pores 

for 7050-T7451 alloys. Data compiled by Alcoa team. 
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Figure 77. Correlation between fatigue life and (a) crack initiating pore sizes and (b) 

estimated numbers of crack nucleation cycles for new and old 7050-T7451 alloy. Smooth 

fatigue samples, LT orientation, center. 
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Figure 79. Correlation between estimated number of nucleation cycles 

and crack initiating pore sizes for the old and new 7050- 

T7451 plate alloys. Smooth fatigue samples, LT orientation, 

center. 
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nucleation cycles for the old and new 7050-T7451 plate 

alloys. Smooth fatigue samples, LT orientation, center. 
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Microstructural Effects on Fatigue Life 
7050-T7451 New Plate Alloy, Smooth Samples, amax= 241 MPa, R = 1 
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Figure 81. Effect of the scatter in the fatigue crack initiating flaw sizes on the distribution 

of fatigue lives. Crack growth curves are for the predicted sizes of the crack initiating 

pores corresponding to the 1 and 99 percentiles of Gumbel extreme distribution. Smooth 

fatigue samples, new 7050-T7451 new alloy fatigued at cw = 240 MPa and R = 0.1. 
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Figure 82. Effects of crystallographic texture on fatigue life. Crack growth curves for the 

maximum and minimum values of Taylor factor, M, expected in for the 7050 

alloys. Random curve corresponds to random variations of texture on the 

crack path. Smooth fatigue samples fatigued at o^x = 240 MPa and R = 0.1. 
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Figure 83. Idealized crack profile assumed for modeling microstructural crack deflections. 
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Microstructural Effects on Fatigue Life 
7050-T7451 New Plate Alloy, Smooth Samples, crmax= 241 MPa, R = 1 
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Figure 84. Effects of microstructural crack deflections on fatigue life. Crack growth 

curves for the maximum and minimum values of crack deflection coefficient, 

R, expected for the 7050 alloys. Random curve corresponds to random 

variations of texture on the crack path. Smooth fatigue samples fatigued at 

omax = 240MPaandR = 0.1. 
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Figure 85. Relation between the error of the estimated initial crack sizes and the error in 

predicted fatigue lives for the new 7050-T7451 plate alloy. 
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change of the distribution range with the number of grains at the crack tip 

assumed during Monte-Carlo simulations. 
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Figure 87. Examples of data on (a) distribution of near neighbor spacings and (b) 

distribution of near neighbor positions obtained from the tessellation analysis. 7050-T7451 

plate alloys, constituent particles, LS plane, plate center. 
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Figure 88. Comparison of the distributions of fatigue lives predicted using Monte-Carlo 

model with experimental data for smooth fatigue samples, old 7050-T7451 plate alloy. 
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Figure 89. Comparison of the S-N fatigue curves obtained from the Monte-Carlo fatigue 

life predictions with experimental data for the open hole fatigue samples, old 7050-745 

plate alloy 
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Figure 90. Comparison of the distributions of fatigue lives predicted using Monte-Carlo 

model with experimental data for smooth fatigue samples, new 7050-T7451 plate alloy. 
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Figure 91. Comparison of the S-N fatigue curves obtained from the Monte-Carlo fatigue 

life predictions with experimental data for the open hole fatigue samples, new 7050-T7451 

plate alloy. 

268 



Low Porosity 7050-T7451 Plate Alloy 
Smooth fatigue samples, R = 0.1, 10 Hz 

0.8 

0.6 CO 
-Q 
O 

GL 
(D 

(0 

E 

<3 0.2 

Experimental Results 
o a     =276MPa max 

Predictions: 
  a  _. = 276 MPa 

0 

max 

O 
O 
O 
O 
O 

O 

5x10*     1x10s 1X106 

Cycles to failure 
5x1 & 

Figure 92. Comparison of the distributions of fatigue lives predicted using Monte-Carlo 

model with experimental data for smooth fatigue samples, low porosity 7050-T7451 plate 

alloy. 
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Figure 93. Comparison of the S-N fatigue curves obtained from the Monte-Carlo fatigue 

life predictions with experimental data for the open hole fatigue samples, low porosity 

7050-T7451 plate alloy. 
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Figure 94. Comparison of the S-N fatigue curves obtained from the Monte-Carlo fatigue 

life predictions with experimental data for the open hole fatigue samples, old 7050-T7451 

plate alloy. 
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Figure 95. Comparison of the S-N fatigue curves obtained from the Monte-Carlo fatigue 

life predictions with experimental data for the open hole fatigue samples, new 7050-T7451 

plate alloy. 
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7050-T7451 Low Porosity Plate Alloy 
Open Hole Samples, 30 Hz, R = 0.1, LT Orientation 
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Figure 96. Comparison of the S-N fatigue curves obtained from the Monte-Carlo fatigue 

life predictions with experimental data for the open hole fatigue samples, low porosity 

7050-T7451 plate alloy. 

273 
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Figure 97. Comparison of the S-N fatigue curves obtained from the Monte-Carlo fatigue 

life predictions with experimental data for the open hole fatigue samples, thin plate 7050- 

T7451 alloy. 
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Figure 98 . Comparison of the fatigue data for old and new 7050 alloys with the 

predictions from the Markov B-model. amax
=240 MPa, R = 0.1, n is the size of 

the transition matrix, p is probability that crack does not grow during one duty 

cycle. 
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Figure 99 . Results of the simulation of the effect of the increase of the initial crack length 

on the Markov chain model prediction. Notation and loading the same as on 

the previous figure. 
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Figure 100 Effect of the change of the probability p in the firs row of the transition matrix 

on the distribution of the fatigue life predicted by the Markov B-model. 
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Figure 101 Effect of the change of all p-values in the entire transition matrix on the 

distribution of the fatigue life predicted by the Markov B-model. 

278 



1000 2000 3000 4000 

8000 

4.1855 (N= 6,294) 

4.3414 (N=6,297) 

Aamax= 8.3970 (NAa= 

3,149) 

{(Zlc^)avg}1/2= 2.8200 

10000 

Figure 102. Unit RMS loading spectrum used in all variable amplitude fatigue testing of 

the HSLA-80 steel weldments. 
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Figure 103. Results of the constant amplitude fatigue testing of the dog-bone type 

specimens from HSLA-80 steel with center butt weld. 
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Figure 104. Results of the variable amplitude fatigue testing of the dog-bone type 

specimens from HSLA-80 steel with center butt weld. 
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Figure 105. Fatigue curves for constant average stresses for the dog-bone specimens from 

HSLA-80 steel with center butt weld tested under variable loading conditions. The RMS 

values represent the multiplication factors applied to the unit spectrum loading shown in 

Figure 98 and <Aa> = 2.505S-RMS. 

282 



20 

15 

10 

E 
Ü 5 

CO 
{/) 
(D 0 -#-• 

CO 
<D 
O) -5 
(0 
i_ 
(Ü 
> 
< -10 

-15 

-20 
10,000 

am vs N Curves 

100,000 1,000,000 

Cycles to failure 
10,000,000 

Figure 106. Fatigue curves for constant RMS stresses for the dog-bone specimens from 

HSLA-80 steel with center butt weld tested under variable loading conditions. The RMS 

values represent the multiplication factors applied to the unit spectrum loading shown in 

Figure 98 and <Ao> = 2.5058-RMS. 
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Figure 107. Schematics showing (a) geometrical parameters used for characterizing 

reinforcement and (b) crack types observed in the HSLA-80 weldments. 
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Figure 108. Normalized S-N curve illustrating goodness of fit of the model to the constant 

amplitude fatigue data for HSLA-80 weldments. 

285 



100 

CO 

i 

o 

b 

A 
c 

< 

10 

Normalized S-N curve 

A   Var. Amplitude Data 

 Model Predictions 

Model: 

1- 
(J. 

Vcrc7 

: 195 ksi 
177.6 ksi 

« = 6.61, m = \, j -\ 

10,000 100,000 1,000,000 
No. of cycles to failure 

10,000,000 

Figure 109. Normalized S-N curve showing comparison of the predictions with the 

experimental random fatigue data for HSLA-80 weldments. The model parameters 

estimated from the constant amplitude data. 
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Figure 110. Normalized S-N curve showing comparison of the predictions with the 

constant and variable amplitude fatigue data for HSLA-80 weldments. The parameters of 

the model estimated using constant amplitude data. 
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Figure 111. Values of the first eight moments of the stress ranges, Aoo, of the basic 

variable amplitude spectrum loading shown from Figure 98. 
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Figure 112. Comparison of the predicted RMS vs. N fatigue curves with experimental data 

for constant average stress for the HSLA-80 steel butt welds. 
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Figure 113. Comparison of the predicted om vs. N fatigue curves with experimental data 

for constant RMS values for the HSLA-80 steel butt welds. 
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Figure 114. Predicted Aavs. N fatigue curves for constant average stresses for the HSLA- 

80 steel butt welds subjected to either constant or variable amplitude loading. 
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Figure 115. Predicted RMS vs. N fatigue curves for constant average stresses for the 

HSLA-80 steel butt welds subjected to either constant or variable amplitude loading. 
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Figure 116. Predicted <rm vs. N fatigue curves for constant average stress ranges for the 

HSLA-80 steel butt welds subjected to either constant or variable amplitude loading. Note 

that «=6.61 and <Acf>l/n reduces to Ao for constant amplitude loading. 
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Figure 117. Predicted om vs. N fatigue curves for constant RMS values for the HSLA-80 

steel butt welds subjected to either constant or variable amplitude loading. 
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Figure 118. Predicted Goodman diagram in terms of the average stress range represented 

by <Ao">!/" vs. average stress am for the HSLA-80 steel butt welds subjected to either 

constant or variable amplitude loading. 
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Figure 119. Predicted Goodman diagram in terms of the average stress range represented 

by RMS vs. average stress am for the HSLA-80 steel butt welds subjected to either 

constant or variable amplitude loading. 
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Introduction 

Since most of the engineering materials have heterogeneous grain structures, their complete 
quantitative description must include not only the average values of grain sizes but also contain 
some quantification of their shapes and orientations. The standard procedure used in these 
characterizations usually involves measurement of the linear intercepts on the plane sections and 
then conversion of the intercept values to the grain sizes, shape factors, etc. [1, 2]. Depending on 
the idealized grain model used in the conversion, one obtains either three or two dimensional grain 
descriptions, and the variation of the grain structure is described either by the standard deviations 
or by the distribution plots. 

Among all grain characteristics the shape is the most elusive. The prevailing approach in its 
characterization is to use arbitrarily defined shape factors. The quantity most often used for this 
purpose is the ratio of the grain or particle area to the square of its perimeter [3]. Other definitions 
of shape factor include ratios of the feature area to the area of a circumscribed circle or rectangle, 
aspect ratios of the circumscribed rectangle and ratios of variously defined length and width values 
[4, 5]. All these descriptions have been extensively discussed by Underwood [1] and DeHoff et al. 
[2]. 

In this work we are concerned with the measurements of the characteristics of heterogeneous grain 
structures on the plane sections, that is with the measurement of the parameters which are 
important in the modeling of mechanical properties or in characterizing the extent and nature of 
the prior thermo-mechanical processing. Our approach is based on the measurement of the linear 
intercepts on the plane sections and uses plots of the average intercept length vs. intercept scan 
angle to characterize structural inhomogeneities. These plots have been already proven useful in 
characterizing oriented grain structures [6]. In what follows we first test the sensitivity of the 
method by deriving theoretical relationships between the average intercept length and the 
intercept scan angle for simple geometrical shapes. We then show how to obtain the information 
about the grain size, aspect ratio and shape from the intercept length vs. angle plots. Finally the 
versatility of the method is illustrated in the analysis of the grain structure of the 7050-T7 
aluminum alloys with partially recrystallized structure. 

Theoretical Models 

Let us start from defining an average intercept length, L2(a), as an average of all intercepts 
obtained from a set of parallel test lines drawn at angle a through a two dimensional object. The 
relations between these averages and the scan angles are easy to derive and they are compiled, for 
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simple geometrical shapes, in Table I [7].   Figure 1 shows variation of the normalized average 
intercept lengths, d (= L2(a)ILima:^ vs. a for a circle, selected regular polygons and a rectangle (a = 0 
for the direction corresponding to the maximum average intercept length, L:max). The curves have 
some interesting features. First, the average intercept length is a periodic function of a with a 
period 2n/n (n is the number of sides of a regular polygon). Second, it is possible to show that the 
amplitudes of these curves decrease with n and that they are proportional to cos{idn) [7]. Finally, 
for a rectangle the value of d at 90° is equal to the aspect ratio. This property is further illustrated 
in Figure 2 which shows curves for rectangles with different aspect ratios, and in Figure 3 which 
shows similar plots for a circle and ellipses (b and a are either height and width or minor and major 
axes respectively). In the case of ellipses, as for rectangles, the normalized average intercept 
length d changes with the scan angle and the aspect ratios can be also deduced from the plots [7]. 
The d vs. a curves are then ideal for finding about the average shape and the aspect ratios of the 
measured features. 

Another useful property of the d vs. a curves is that they can be used to calculate the global 

average of all intercept lengths for all angles, Lm which is as a measure of the object size. This 

average is equal to: 

fH(a)L2(a) da 

Ln-\p  (1) 

fH(a) da 

0 

or, equivalently, to: 

where ap is the curve period, H(a) is a projection of the measured shape on the direction 
perpendicular to the scan lines, A is figure area and Lp its perimeter [1]. The dvs.a plots also 
suggest that the shape index, 57, (defined as the normalized area under the curve): 

SI-ffdda (2) 

'0 
will be a sensitive measurement of the differences in the grain shapes. Indeed, it is equal to 1 for a 
circle and decreases to 0.9485 for regular octagon, to 0.9085 for hexagon and to 0.7936 for square. 
For the rectangles and ellipses SI increases with b/a and for b/a = 1 it reaches the values for square 
and circle respectively. The d vs. a curves for more complex shapes, such as elongated polygons 

with different number of sides, have identical properties and can be also used in the 
characterizations of grain structures [7]. 

Although thus far Ln and 57 have been defined for specific shapes, they can be also used for 
characterizing either regular grids of simple figures or oriented grain structures modeled as 
polygons, ellipses, etc. In these cases the d vs. a plots have the same characteristics as a plot for a 
single element if the structure is perfectly aligned. If grains have the same shapes but are not 
aligned, then their d vs. a curves exhibit phase difference and integrations in Eqs. 1 and 2 have to 
be carried out from 0 to n. For such structures the value of Ln remains the same, but the 57 will now 
reflect both the grain shape and the alignment and it will be greater than that for a corresponding 
perfectly aligned structure. In the limiting case of randomly oriented identical non-spherical 
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grains, the d vs. a is a horizontal line and the SI is equal to one. For such random structures the 
grain shape characteristics have to be measured individually and they can not be obtained from 
the globally measured intercept values. 

In order to fully characterize the grain structure, one also needs to quantify grain orientation or 
alignment. The simplest parameter for this purpose is the ratio of the average intercept lengths for 
0 and 90°, i.e. L,{a=o)/L:(cc=9o). A more precise parameter, which we are going to use in this work, 
is the ratio of the total length of oriented lines to the total length of all lines, ß, 2. This ratio was 
introduced by Saltykov[6] and for our case is equal to [1, 6]: 

Z,,(ot-o) - L,(a~9Q) (3) 
12 " I2(a-o) + 0.5711,(0-90) 

The value of Q, 2 is zero for random structure and approaches one for structure with highly 

oriented and elongated grains. 

Experimental 

The material used to test the proposed method was partially recrystallized aluminum 7050-T7 
plate alloy. The metallographic specimens used in the analysis were prepared by grounding on 600 
grit sandpaper, and then polished using 9 urn alumina powders and finally 3 um diamond paste. 
All samples were etched using Keller's 3A etchant for 20 to 45 seconds to reveal grain and subgrain 
boundaries respectively. Several photographs at magnifications 100X and 500X have been taken to 
study the grain structures. These photographs were scanned and saved as computer image data 
files for the analysis by a linear intercept program. The program automatically measures intercept 
lengths using scan angles from 0 to 180° from the horizontal axis, and then calculate average 
intercept lengths, shape indices, aspect ratios, size distributions, etc. All calculations take several 

minutes on a PC-based system. 

Results and Discussion 

The 7050-T7 alloy is an ideal material to test the proposed method. It has both recrystallized and 
unrecrystallized grains and in addition all unrecrystallized grains have networks of well defined 
subgrains. Although the alloy shows different grain structures on all three L, S and T sections, 
only grains and subgrains on longitudinal planes were characterized in this study. Figures 4 and 5 
show representative microstructures used in the analysis. The micrographs were taken from the 
middle, Figure 4, and top, Figure 5, sections of the plate. Figure 4 shows evidences of partial 
recrystallization, while recrystallized grains are absent in Figure 5. This indicates that the 
fraction of the recrystallized grains changes from the top of the plate to the middle (Note that 
sample in Figure 5 was etched for a short time to reveal grain boundaries only). 

Both recrystallized and unrecrystallized grains and subgrains have different characteristics and 
have been measured separately to evaluate the sensitivity of the proposed method. The 
measurements showed that the average intercept length, L,„ was 97.6 urn for the unrecrystallized 
grains, 72.6 um for the recrystallized grains and 6.9 um for the subgrains. Figure 6 shows 
distributions of the intercept lengths: they differ not only in their averages but also in the scatter. 
The distribution for the subgrains is very narrow and well defined while those for the 
recrystallized and unrecrystallized grains have considerable spread. The interesting feature of the 
distribution for unrecrystallized grains is presence of two diffused maxima which give rough 
estimate of the average grain width and length. 
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Figure 7 shows d vs. a curves for all three types of grains. The shape indices, SI, are 0.811 and 
0.886 for the unrecrystallized and recrystallized grains respectively and 0.920 for subgrains. As 
expected, the £/ for the unrecrystallized grains is the smallest, which indicates that they are the 
most elongated. This is further supported by the lowest dm value for these grains. A surprisingly 
high SI and 45° periodicity of the curve for subgrains can be attributed to the preferential 

-;; alignment of subgrain boundaries at either 0 or 45°. This results in a structure which can be 
;;?;]!?; approximated as two arrays of squares rotated by 45°. Such a structure has shape factor 0.930, 
>>>'«<!>>: which is very close to the observed value. It should be again emphasized that in addition to 

representing the normalized average intercept lengths the SI values also characterize the 
randomness of the structure - the higher the value, the more random, or isometric, is the structure. 
Consequently, in order to characterize the orientation and average grain shape in the isometric 
microstructures, it is necessary to calculate the SI for each grain individually and then use obtained 
data to deconvolute the global SI into the orientation and shape components [7]. 

Also, the aspect ratio d/d^was 1.324 for the unrecrystallized grains and 1.154 for the recrystallized 
ones. The reason for the difference is that the recrystallized grains are more equiaxed. The aspect 
ratio for subgrains was the smallest and equal to 1.054. 

;§};.::; As to the grain alignment, the orientation parameter Qia was 17.1% for the unrecrystallized 
•   ■ grains, 8.9% for the recrystallized ones and 3.3% for the subgrains. These values again indicate 

that both subgrains and recrystallized grains had practically no preferred orientation while 
unrecrystallized grains were oriented only slightly. This is in agreement with the finding based on 
the rfvso curves which further indicates the consistency of the method and its usefulness in 
precise characterization of the grain structures. 

Conclusions 

1. Theoretical models for calculating the change of the average intercept lengths with the scan 
angles for simple geometrical shapes have been developed. These models can be used to study 
relations between various shapes and their average intercept lengths, aspect ratios and shape 

jjjj^. indices. They can be also applied to the characterization of the heterogeneities in the partially 
aligned microstructures of single or multiphase alloys and composites. 

2. The grain structures of partially recrystallized aluminum 7050-T7 alloy have been characterized 
using proposed methodology. Both recrystallized and unrecrystallized grains and subgrains 
have been studied. The method allowed for the quantification of minute differences in sizes, 
shapes and preferred orientation of all grain and subgrain types. 

3. The plots of average linear intercept vs. scan angle provide quantitative information on grain 
sizes, shapes and orientation needed in the modeling of mechanical properties and/or in the 
characterization of the extent of thermo-mechanical processing. Since these plots contain 
information about both grain shapes and orientation, they are most useful for quantifying 
differences between partially aligned structures. A more detailed description of the individual 
grain shapes is needed for the characterization of the structures of randomly oriented grains. 
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Table 1. Compilation of Expression for Average Intercept Lengths for Selected 2-D Figures 

Form Average Intercept Length 
L2{a) 

Period 

Circle: 7ta 

2 

Square: a it/2 
cosa+sina 

Rectangle: 
a 

n/2 asina 
COSGC+     . 

J                     Hexagon: 
3             K 
2a C0J(tf) 

cos(-^-a) 

Tt/3                               1 

Octagon 
  

2a (l+yf2) J 
sina +(I+yJ2) cosa ic/4                        I 

0      10    20     30     40     50     60     70     80     90 
Scan Angle (degrees) 

Pig. 1. Normalized intercept length d as & function of a for circle, 

octagon, hexagon, square and rectangle. 
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Fig. 2. Normalized intercept length d as a function of a 
for rectangles with different aspect ratios b/a. 

Fig. 3. Normalized intercept length d as a function of a 
for ellipses with different major and minor axis ratios 
b/a. (a is constant for all three curves). 

100 urn 

Fig. 4. Microstructure of Al 7050 near middle section of 
the plate showing a mixture of unrecrystallized and 
recrystallized grains. 

100 Jim 

Fig. 5. Microstructure of Al 7050 near top section of the 
plate showing unrecrystallized grains only. 
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Fig. 6. Size distributions of different    grains: 
recrystallized, unrecrystallized and their subgrains. 

Fig. 7. Normalized intercept length vs. scan angle for 
the different grains. Overall shape indices are the areas 
under the curves. 
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Microstructural Models for Quantitative Analysis 
of Grains and Second-Phase Particles 
Jimin Zhang, Annetta J. Luevano, and Marek A. Przystupa 
Department of Materials Science and Engineering, University of California, Los Angeles, CA 90024 

Microstructural models for quantitative analysis of shapes and orientations of grains and 
second-phase particles on plane sections have been proposed. The models use rectangle, 
ellipse, regular, and elongated polygons as idealized shapes. For each shape, a function 
describing the change of average linear intercept length with the scan angle has been derived. 
These functions are used in the identification of individual shapes as well as in the quan- 
titative characterization of the collection of two-dimensional objects such as grains and par- 
ticles. In addition, the shape index proposed in the authors' earlier work has now been 
extended to describe the conglomerates of grains or second phase particles. A new orien- 
tation factor describing an object's alignment has also been proposed. A simple method 
for constructing the normalized average intercept length versus scan angle plots using polar 
coordinates is also presented. The utility of the proposed methodology is illustrated in an 
example of the characterization of the size, shape, and degree of orientation of subgrains 
in the 7050 aluminum alloy. 

INTRODUCTION 

To obtain any meaningful correlations be- 
tween microstructure and mechanical prop- 
erties, it is imperative to use not only infor- 
mation about the average sizes of grains 
and/or second-phase particles, but also in- 
formation about their size, shape, and orien- 
tation distributions. The microstructural 
characterizations required to obtain the dis- 
tributions are usually tedious and time- 
consuming; thus, they are performed very 
reluctantly. In this work, we develop two- 
dimensional microstructural models that 
simplify the measurement process for two- 
dimensional features on plane sections and 
allow for the characterization of those fea- 
tures precisely and automatically. 

Among all quantitative parameters de- 
scribing the grains or particles on plane sec- 
tions, shape is the most difficult to dehne. 
The prevailing approach in its characteriza- 

tion is to use shape factors or shape indices, 
such as those enumerated by Underwood 
[1], DeHoff and Rhines [2], and Vander Voort 
[3]. To make shape factors dimensionless, 
the proposed definitions involve ratios of 
either the areas or the linear dimensions. 
For example, the shape factor most com- 
monly used is the one defined [4] as the ratio 
of the square of the particle circumference, 
Lp, to 471/1, where A is the particle area. An 
alternative definition involves the ratio of the 
circumference of the equivalent circle to the 
actual perimeter [5]. Although shape factors 
are widely used, they do not always have 
one-to-one correspondence with the shapes 
they represent, that is, two different shapes 
can have the same value of the shape factor. 
This problem is particularly serious for con- 
cave and complex shapes where, quantifica- 
tion of shape requires mathematical descrip- 
tion of the feature's boundary lines using, 
for instance, Fourier series [6]. Other tech- 
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niques available for shape description in- 
clude the spectral and the fractal analyses 
[7, 8]. 

Definitions of shape indices or factors that 
are directly related to the linear intercept 
method [5, 9, 10] are the most appealing be- 
cause they can be easily incorporated into 
automatic measurements. There are two 
ways of characterizing shapes using the 
linear intercept method. The first one was 
developed by Saltykov [5] to characterize the 
angular dependence of the number of inter- 
cepts per unit length of test line, PL, for sys- 
tems of oriented straight lines. He con- 
structed polar plots of PL versus a, where 
a is the scan angle, for systems with one, 
two, and three orientation axes and named 
them "roses of the number of intersections." 
If one considers grids of rectangles and tri- 
angles as the systems of lines with two or 
three orientation axes, Saltykov's method is 
ideal for describing such two dimensional 
shapes. Hilliard [11] extended the method 
and proposed a general procedure for cal- 
culating PL from the known angular orien- 
tations of lines. His method treats polygons 
or ellipses as special cases for which the ex- 
pression for PL has an integral form. The 
utility of the Saltykov-Hilliard method has 
been illustrated by Benes [12] in his charac- 
terizations of the degree of anisotropy of 
microstructure. 

An alternative way of representing shapes 
based on the linear intercept method is to 
use the polar plot of the average intercept 
length, L2, versus scanning angle, a. The 
relationship between L2-a polar plot and 
"Rose of Intersections" is straightforward be- 
cause PL is the reciprocal of the average 
intercept length, L2. The L2-a plots were 
used by Luo et al. [9] to study networks of 
straight lines with several oriented axes. 

They showed that the polar plot of the 
average intercept length for a planar N-net 
system of straight lines was a convex 2N- 
sided polygon and proposed a simple method 
for constructing such plots. However, the 
forms studied by both Luo et al. and 
Saltykov-Hilliard method were limited to 
only a few plane-filling polygons, and the 

/. Zhang et al. 

methods cannot be applied to the cases of 
collections of ellipses and circles. 

This work fills some of the existing gaps 
in the analysis of two-dimensional features 
and extends the analysis of shapes intro- 
duced earlier by Zhang et al. [10]. In partic- 
ular, the polar plots of the normalized av- 
erage intercept length, d, versus scan angle 
(d-a curves) and the shape indices for reg- 
ular polygons are treated here to complete 
the Zhang et al. [10] description. A simple 
method for constructing the polar d-a plots 
for polygons is also introduced. In addition, 
the paper proposes several models of elon- 
gated polygons that can be used to describe 
shapes commonly encountered in structural 
materials. It is also shown how the global 
shape index obtained from d-a curves can 
be deconvoluted into the shape and orien- 
tation components, and how the d-a curves 
can be used to obtain a new parameter de- 
scribing grain orientation. The proposed 
methodology provides a theoretical basis for 
the automation of quantitative analyses of 
shapes, sizes, and orientations of grains 
and/or particles on the plane sections. An 
example of such an analysis is carried out 
for the subgrain structure of 7050 Al alloy. 

MICROSTRUCTURAL MODELS 

INTERCEPT LENGTH 

To develop the theoretical microstructural 
models used in this work, we used the linear 
intercept method because of its simplicity 
and popularity in quantitative analysis. In 
this method, the average intercept length, 
L2(a), of a two-dimensional object at a scan 
angle a (Fig. 1) can be calculated as [10]: 

L2(a) = A 
H2(a)' (1) 

where L2(a) is the average of all intercept 
lengths at a given scan angle a, A is the ob- 
ject area, and H2(a) is its tangent height, 
defined as the projection of the object on 
the direction perpendicular to the scan lines. 
Because for a given object A is a constant, 
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intercept 

reference direction 

FIG. 1. Schematic defining the scan angle, intercept 
length, and tangent height H2(a) used in the text. 

L2(a) is only a function of the tangent 
height. 

The average intercept length over all scan 
angles, Ln, is defined as: 

Ln = ij*M>2(a)L2(a)da, (2) 

where w2(a) is the weight factor that can be 
shown to be equal to: 

w2(a) 
H2(a) 

I \nH2(a)da 
n Jo 

Combining Eqs. (2) and (3) gives 

(3) 

L„ = 
nA (4a) 

\K0H2(a)da 

or, in the form amenable for computer usage; 

nA 
L„ = (4b) 

AaLH2,(a,) 

where n = n/Aa, and Aa is the step size 
of the scan angle. 

For convex shapes, $£H2(a)da is equal to 
Lp, the perimeter of the measured object. 
Thus, in this case 

Ln = 
nA (5) 

L2(a) = 

which is a standard equation used in the lit- 
erature [13]. For convex shapes consisting 
of m simple ones, the formulae for the inter- 
cept lengths L2(a) and Ln are: 

XA, 
__o  
H2(a) 

(6) 

and 

Li, = 

m 

7i LA,- 
0 (7) 

where A,'s are areas of individual compo- 
nents. Equations (6) and (7) are quite gen- 
eral, and they can be used even for shapes 
formed by subtracting one shape from an- 
other, providing that the average intercept 
length is defined as the sum of the sections 
of straight lines inside the measured shape. 
As an example, a ring can be viewed as a 
larger circle minus a concentric smaller one; 
in this case the area of the inner circle is neg- 
ative. The position of the inner negative 
shape has no effect on the value of L2(a) as 
H2(a) remains the same. Thus, if Eq. (6) is 
applied to a ring, the value of L2(a) would 
be the same whether the two circles are con- 
centric or not. 

Rectangle, Ellipse, and Regular Polygons 

To quantitatively characterize plane sections 
of grains and second-phase particles, the ex- 
pressions for L2(a) and Ln for different 
shapes must be known. In this work, equa- 
tions for H2(a), L2(a), and Ln for rectangle, 
ellipse, regular polygons, and elongated 
polygons have been derived, and the results 
are listed in Table 1. Among these shapes, 
regular polygons represent the shapes span- 
ning from a 3-fold symmetry triangle to a 
circle-like polygon. On the other hand, the 
rectangles, ellipses, and elongated polygons 
cover shapes with unrestricted aspect ratios. 
In all derivations, the major axes of all shapes 
have been set to be parallel to the scan line 
at a = 0. This assures the simplest mathe- 
matical expressions for L2(a). The expres- 
sions for a square are not listed in Table 1 
because they are special cases of either a reg- 
ular polygon with four sides or a rectangle 
with two sides of equal length. Similarly, 
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Tab lei   ' "he Intercept Lengths for Selected Two-Dimensional Figures 

Feature A le                                              H2(a)                                                             L,(a) L„ 

Rectangle ab 

Ellipse 

Regular 
polygon 

Regular 
polygon 

Elongated 
pentagon 

Elongated        flfc ,    b2 

hexagon 2V3 

Elongated / ^ 

octagon b[a + YTjl, 

2(a + b) 

nyfl(a2 + b2) 

"(■•a    **'('**) 

•(■•§) 

6b 
1   + N/2 

a sin a + b cos a 

Jo.? 

.   I b1 + a1 tan2 

V     1 + tan2 a 

cos a\    r 

sin - 
W 

cos\T„ ~ a) 

sin(^r) 

2 \      a sin a + b cos a 

«10.5 

a sin a + b cos a + -— sin 1 a - -) 
V3       \        3/ 

■§•! 

a sin a + i> cos a 

■H 
fe sin a a sin a + ■ 

3 2 

a sin a + b cos a 

afo.5 

V 1 + N/2 b2 

ai = 90 - arctan 
N/2 + 2(1 + N/2) 

A sin a + b cos a 

nab 
~2 

VI + tan2 q 
b1 + u2 tan2 a 

(?) 
H 

4 cos   —   cos w 

4V3 

4N/3 

a   .           sinfa - 60) cos a + - sm a + —* * 
b N/3 

2N/3 

b 

2%/3 

,b      V3, 

1 + N/2 

1 + V2 

V 1 + N/2 b2 

a.\ - 90 - arctan 
V2 + £(1 + V2) 

2(a + b) 

nab 

4+ ^ 

equations for a circle can be obtained from 
those for an ellipse with a = b or a regular 
polygon when the number of sides is infin- 
ity. In calculating the Lu for an ellipse, the 
perimeter has been assumed to be equal 
nV2(fl2 + b2). Also, because of geometrical 
differences between regular polygons and 
even and odd numbers of sides, their expres- 
sions for H2(a) and L2(a) are listed sepa- 
rately in Table 1. However, the equations for 
the average intercept length over all the scan 
angles, L\\, are the same for both cases. 
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Elongated Polygons 

In real life, the aspect ratios of grains or par- 
ticles are seldom equal to one and, for in- 
stance, grains in metals are usually elongated 
in certain directions as a result of plastic 
deformation. To describe such elongated 
shapes, we propose to use a series of elon- 
gated n-sided polygons. These polygons are 
formed by stretching the lengths of two 
parallel sides of a regular polygon. The re- 
sulting shapes can be classified as elongated 
pentagons, hexagons and octagons and their 
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formulae for L2(a) and Ln have been listed 
in Table 1. They all have rectangular cores 
with variable aspect ratios of height, a, to 
width, b. These model shapes can be readily 
used in the characterization of the grains or 
particles with various shapes by adjusting 
the values of alb and n. 

Normalized Intercept Length versus 
Scan Angle Plots 

The characteristics of the proposed model 
shapes can be explored by comparing their 
intercept length versus scan angle plots. It 
is convenient to use for this purpose a nor- 
malized intercept length in the plots, d2(o) 
or d, defined as: 

179 

d2(a) = d = 
L2(a) 
L2,max 

(8) 

where L2,max is the maximum intercept 
length. Such d versus scan angle, a, plots 
for ellipses with different aspect ratios, bla, 
are shown in Fig. 2. They clearly indicate 
that d is strongly dependent on both a and 
bla. Because for ellipses da=0 = nail and 
da=90 = nbll, the aspect ratio defined as alb 
is the same as the ratio of da=o/da=90- As ex- 
pected, the d versus a curve flattens out as 
the bla ratio increases and becomes a hori- 
zontal line when the ellipse becomes a circle, 
that is, for bla = 1. 

Figure 3 shows the change of d versus a 
for regular polygons with an even number 
of sides. Both the amplitudes and periods 
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FIG. 2. Normalized intercept length, d, for ellipses with 

different bla ratios. 

' 0   10  20  30  40 
Scan angle (degrees) 
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FIG. 3. Normalized intercept length, d, for regular 

n-sided polygons. 

of the curves change as a function of the 
number of the sides, n. The larger the n, the 
smaller are the amplitude and the shorter 
the period. In the limit, when n goes to infin- 
ity, the polygon approximates a circle and 
the d-a curve is a horizontal line. This be- 
havior is evident from the equation for the 
L2(a) in Table 1 that shows that for consid- 
ered polygons the amplitudes of d versus 
a curves should be proportional to cos(n/n) 
and the period to 2nln. 

For regular polygons with an odd number 
of sides, the d-a curves do not fall between 
the curves for their neighbors with an even 
number of sides. Instead, the d-a curve for 
the equilateral triangle is exactly the same 
as that for the regular hexagon, and the curve 
for a pentagon is identical to the one for a 
decagon, and so on. This coincidence results 
from the fact that the tangent heights (Table 1) 
of a regular polygon with an odd number 
of sides and a polygon with the number of 
sides twice that number are the same. Thus, 
the two formulae for L2(a) (Table 1) are also 
the same, except for the proportionality co- 
efficients. Because these coefficients drop out 
during normalization, the d-a curves are ex- 
actly the same in both cases. Consequently, 
normalized L2(a) can be used for all the reg- 
ular polygons regardless of the numbers of 
the sides. However, the standard deviation 
of L2(a) for any scan angle is always much 
larger for the polygons with an odd number 
of sides, because they are less "circular." This 
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property can be used as a distinguishing 
criterion. 

The d-a curves for various elongated poly- 
gons have been'compiled in Figs. 4-6. The 
figures illustrate the dependence of d on the 
number of the polygon sides and the aspect 
ratio, bla, of the core rectangle. The length, 
a, in all polygons has been set to one to 
facilitate meaningful comparisons. Figure 4 
shows how the curvature of the d-a curves 
for the elongated hexagons increases with 
decreasing bla ratio. The reason for this 
change is that the polygons with smaller bla 
have larger aspect ratios, hence, lower values 
of d at 90°. It is clear that a wide range of 
shapes can be represented by choosing 
different bla. The local maxima on all curves 
correspond to the angular periods of the 
original regular hexagons, which is n/3. Sim- 
ilar maxima, and for the same reason, can 
be observed on the d-a curves for polygons 
with different numbers of sides but with 
bla = 1, which are shown in Fig. 5. Note that 
although the curves are for polygons with 
different shapes, they all overlap in the re- 
gion [0,7i/4] due to the identical square 
cores. Figure 6 shows that the differences 
between d-a curves for the elongated poly- 
gons become quite small when bla is below 
0.5. Thus, it seems that for small bla the effect 
of the core rectangle becomes dominant, and 
the elongated polygons can be approximated 
by that rectangle alone. 

The d-a curves can also be presented in 
polar coordinates as shown, for a square and 
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FIG. 5. Normalized intercept length, d, for elongated 
polygons with n sides. 

hexagon, in Fig. 7. The main advantage of 
such plots is that they are similar to the orig- 
inal forms for all rotationally symmetrical 
shapes, for instance, regular polygons and 
circles.   For   nonrotationally   symmetrical 
shapes, such as rectangles and ellipses, the 
polar d-a curves are slightly different from 
the originals, and they appear as a diamond 
and a quasi-ellipse, respectively (Fig. 8). All 
polar plots can, nevertheless, provide instant 
visual  representations  of the  measured 
shapes and supplement the basic informa- 
tion obtained from the Cartesian plots. In 
addition, the polar plots for polygons are 
much easier to make than their Cartesian 
counterparts. This is because the expressions 
for L2(a) for polygons represent straight 
lines in the polar coordinates. As an ex- 
ample, the polar plot for a regular polygon 

0.3+ 
10   20   30   40   50   60   70   80   90 

Scan Angle (degrees) 

FIG. 4. Normalized intercept length, d, for elongated 
hexagons with different bla ratios 
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FIG. 6. Normalized intercept length, d, for elongated 
polygons with bla = 0.5. 
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1.0-0.8-0.6-0.4-0.2-0.0 0.2  0.4  0.6  0.8   1.0 

FIG. 7. Polar plot of d-a for a hexagon (solid line) and 
a square (dotted line). 

FIG. 8. Polar plot of d-a for an ellipse with bla = 0.4 
and a rectangle with bla = 0.6. 

with twenty sides can be constructed by first 
dividing a unit circle on twenty 18° segments 
and then connecting the ends of segments 
with straight lines. For rotationally nonsym- 
metrical polygons, one only needs to know 
the d values for angles corresponding to the 
vertexes of the original polygons to draw the 
plots. 

The proposed polar d-a plots are related to 
the PL-a "rose" plots introduced by Saltykov 
[5] and Hilliard [11] because PL is simply 
the reciprocal of the L2(a). The advantage 
of our polar plots is that they provide direct 
information about the average intercept 
length and its directional variation. Also, in 
contrast to the plots of the roses of the num- 
ber of intersections, PL, the proposed plots 
can be constructed for any polygons with- 
out knowing the exact mathematical expres- 
sions for d{a). 

The proposed polygonal model shapes 
and associated d-a curves are then very 
flexible. By changing the number of the poly- 
gon sides, n, and/or its core rectangle aspect 
ratio, alb, one can cover all possible shapes 
expected of microstructural features. In ad- 
dition, the d-a plots can be used in extract- 
ing information not only about the average 
length and aspect ratio but also, as will be 
shown in the next section, about the shapes 
of the two-dimensional objects. 
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SHAPE INDEX 

In order to quantify the shapes of the mi- 
crostructural features, the authors defined 
a new shape index, SI, as the area under the 
d-a curve [10]. This index can be expressed 
as: 

SI = av Jo 
ap 

dda, (9) 

where ap is the angular period of the d-a 
curve. Some of the properties of such a 
defined shape index are obvious from its 
definition. First, because d is a normalized 
quantity, all two-dimensional shapes will 
have the SI between zero and one. Second, 
the normalization assures that the SI is in- 
dependent of the actual sizes of the objects, 
Ln. Finally, the shape index is independent 
of the orientation of the object with respect 
to the scan lines. Different orientations of 
an object thus result in different initial shifts 
of the d-a curves but the areas under the 
curves, which are represented by the SI, stay 
the same. 

Other characteristics of the shape index 
SI can be illustrated by example. The SI for 
regular polygons can be obtained by substi- 
tuting L2,po/(a) (Table 1) after normalizing by 
Li.max, into Eq. (9). This gives: 
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SI = 
COS 

n\\ 

2K 

n 

« /tanfc + Ji.) 
n , \4 2nl 
— In    ) '- 

tanlf-^ 
(10) 

The last equation is plotted in Fig. 9. As ex- 
pected, as n increases, the SI also increases 
because the polygon becomes more and 
more circular. Because for all practical pur- 
poses, SI is equal to one for n > 20, all poly- 
gons with the number of sides greater than 
20 can be approximated by a circle. Similarly, 
for ellipses the shape indexes depend on the 
aspect ratios bla, that is, not all the ellipses 
have the same shape index. As bla decreases, 
the d-a curves shift downward, resulting in 
a smaller shape index. The same trends hold 
for other objects with variable aspect ratios 
such as rectangles and elongated polygons. 

ORIENTATION INDICES 

So far we have only considered the charac- 
teristics of the individual objects. A problem 
associated with using the linear intercept 
method arises when dealing with a conglom- 
erate of grains or particles as the average 
intercept length contains information about 
both orientations and shapes of the mea- 
sured features. Because the real microstruc- 
tures consist of a collection of objects, the 
relative orientations of them have to be also 
characterized. If two identical elongated 
grains are oriented at different angles with 
respect to the scan lines, their d-a curves will 

1.1 

1.05 

0.9 

0.85 

0.8 

0.75 

n (odd) 
9       11        13 15 17      19 

10       14       18       22       26       30 
Sides of Polygons, n (even) 

34      38 

FIG. 9. Shape indices for «-sided regular polygons. 
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have a phase difference, that is, they will be 
shifted relative to each other. If we now con- 
struct a d-a curve that is the average for all 
d-a curves for all grains, then the global 
shape index, SIg, obtained from such an 
average curve will reflect both the shapes 
and the orientations of all grains. Conse- 
quently, SIg will be a true representation of 
the grain shapes only if the grains are 
aligned. Because in most cases they are not, 
SIg will increase with increasing grain mis- 
alignment, and it will approach unity for a 
statistically random grain structure. 

The "true" average shape index for all 
grains can thus be found by artificially align- 
ing grain directions in such a way that their 
axes corresponding to L2/max are all parallel. 
We shall call such shape index SIavg. It is 
equal to: 

where m is a number of measured grains, 
and the integration under the sum is carried 
from 0 to 7T to account for the different peri- 
odicities of the d-a curves for different grain 
shapes. Because SIavg is the shape index 
without orientation component while SIg 

contains information on both shape and 
orientation, one can deconvolute the shape 
and orientation effects by defining an orien- 
tation factor, Q, as: 

Q = 
1 - SIg 

1 - SI <-avg 
(12) 

For randomly oriented features, SIg will go 
to one and Q, will be equal to zero. In a per- 
fectly oriented structure, the SIg and SIavg 

are the same and Q is equal to one. The 
orientation factor, Q, is then a convenient 
factor that does not carry any information 
about the crystallographic orientation but 
that quantitatively describes the degree of 
grain alignment on a scale from zero to one. 

EXPERIMENTAL 

The proposed methodology has been tested 
by characterizing the subgrain structure of 
a 7050-T7 Al plate alloy. The specimen used 
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in the characterization was prepared using 
the technique described by Zhang et al. [10]. 
Several photographs at magnifications of 
xlOO and x500 have been taken to assure 
good statistics. Figure 10 shows a typical mi- 
crograph with subgrain structure on the L 
section in the middle of the plate. All photo- 
graphs were scanned and saved as com- 
puter image files for subsequent quantitative 
analysis. Because manual analysis of hetero- 
geneous microstructures is normally very 
work intensive, a computer program based 
on the proposed methodology has been de- 
veloped. The program automatically mea- 
sured intercept lengths using scan angles 
from 0 to 180° from the horizontal axis, and 
then calculated the average intercept lengths, 
shape indices, aspect ratios, size distributions, 
etc. All calculations for one image usually 
take several minutes on a PC-based system. 

RESULTS AND DISCUSSION 

Figure 11 shows the d-a curves for the sub- 
grains in Fig. 10. They were obtained from 
both the global and individual characteriza- 
tion of subgrains to obtain L2(a), d, SI, and 
Q. The global d curve clearly shows that the 
structure is anisotropic. This anisotropy can 
be quantified by using the global shape in- 
dex, SL, which is the area under the global 
d versus a curve-it is 0.8297. Information 
on the average shape of the grains is repre- 
sented by the average d curve, and the SIavg 
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obtained from that curve is 0.6998. The 18% 
difference between the SIg and Slavg is due 
to the orientation effect that can be quan- 
tified with Q. In this case, Q is 0.568. In ad- 
dition, the average subgrain aspect ratio can 
also be obtained from the plot in Fig. 11. It 
is equal to the ratio of davg at 0 and 90°, and 
for the subgrains in Fig. 10 it is 0.553. 

To characterize the subgrain structure in 
the alloy studied, the models of the elon- 
gated polygons and the ellipse have been 
used. Because the shape index, SIavg, of the 
studied subgrain structure is 0.6998, it is 
equivalent to that of an ellipse with bla = 
0 5222 (SIavg = 0.7120), an elongated hexa- 
gon with bla = 0.8352 (SIavg = 0.6908), and 
an elongated octagon with bla = 0.9072 
(SIavg = 0.6947). All three models gave good 
least-square fits to the experimental data 
with the octagon model having the best fit 
of the three. This seems to confirm that the 
elongated polygon models are versatile and 
very effective in the quantitative character- 
ization of shapes. As seen in Fig. 10, the 
shapes of the subgrains on the plane section 
can be described as a conglomerate of poly- 
gons with different sizes and shapes. In such 
a case, the value of SIavg can give an indica- 
tion of how circular the grains are on 
average-the larger SIavg, the more circular 
are the grains. Note that the actual sizes of 
the grains have no effect on SIavg because 
it is obtained from the normalized intercept 
lengths. 

A collection of plane-filling polygons is 
often described by an "average shape." Be- 
cause the average number of corners per 
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FIG. 10. Subgrain structure of the 7050 Alurnjnum alloy. 
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FIG. 11. Normalized intercept length, d, for the sub- 

grain structure in Fig. 10. 
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polygon in such a collection is always equal 
to six [1], the average shape is always a hexa- 
gon. In this work, we propose to augment 
description of such structure with the shape 
index SIavg, which depends not only on the 
number of sides but also on the aspect ratios 
of polygons. For regular hexagons, SIavg has 
the highest value among all hexagons, and 
its value decreases with increasing hexagon 
aspect ratios. Therefore, even if the "average 
shape" of the polygons remains hexagonal, 
their SIavg value does change as a function 
of the polygons' aspect ratios. For a collec- 
tion of polygons, such as the subgrains ana- 
lyzed in this study the average shape and 
the shape index provide a complete set of 
information characterizing the structure. 

To demonstrate the sensitivity of the pro- 
posed shape indices to the orientation effect, 
a hypothetical case of two identical rect- 
angles perpendicular to each other has been 
studied. Figure 12 shows the d-a plots for 
each rectangle and for the overall structure. 
The shape indices are 0.56 for each rect- 
angle and 0.74 for the whole structure, which 
gives a 32% change due to the orientation 
difference. 

In addition, the grids of rectangles with 
the same orientation were analyzed to find 
the effects of sizes and aspect ratios of in- 
dividual rectangles on SI and Q. As ex- 
pected, for a grid with the rectangles of the 
same size, the d-a curve is exactly the same 
as for a single rectangle with SIg = SIavg and 
O. = 1. If the grid consists of rectangles with 
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FIG. 12. Normalized intercept length, d, for a single 
rectangle and a structure with two rectangles perpen- 
dicular to each other. 
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different sizes but the same aspect ratios, the 
size difference affects only the average inter- 
cept length, L2(a), and the d versus a curve 
yield the same result as for the single ele- 
ment. Thus, the proposed shape indices are 
independent of both the average size and 
the size distribution of the grains. 

The only restriction on the proposed mi- 
crostructural models is that they can be 
applied only to two-dimensional structures 
even though the characterization of micro- 
structural features is generally a three- 
dimensional problem. However, it is still the 
common practice in metallography today to 
characterize three-dimensional structures by 
the parameters of their plane section repre- 
sentations. In many cases, one plane section 
suitably chosen can be sufficient to represent 
the microstructure. Examples are an arbitrary 
chosen plane section for an isotropic struc- 
ture, a plane section perpendicular to the 
fibers for a fiber-reinforced composite, and 
a plane of the propagation of a fatigue crack. 
In the case of the standard ASTM grain size 
method, it has even been possible to directly 
relate the total grain boundary area per unit 
volume to the mean intercept grain size 
obtained  from  measurements   on  plane 
sections in an assumption-free and unbiased 
manner [14].  In other cases, the three- 
dimensional microstructural information can 
be obtained using several plane sections. The 
longitudinal, transverse, and short trans- 
verse directions are commonly used for this 
purpose to obtain the grain sizes of metals 
after cold-working. 

It should also be pointed out that the 
shape index, SI, defined here is not unique. 
Because it is equal to the area under the d-a 
curve, it is possible to imagine two different 
d-a curves with the same value of SI. To over- 
come this ambiguity, we suggest using the 
least-squares method to fit the experimen- 
tally measured d-a curve with the curve of 
a known shape, as demonstrated in this 
work. 

The proposed microstructural models are 
then general, although they are applicable 
only to the two-dimensional objects. Because 
the models are independent of material, they 
can be used to characterize all possible en- 
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gineering materials and/or to any shape and 
orientation-related problems. Another po- 
tential application of the Si's is in the study 
of the amount of local plastic deformation by 
comparing the shapes of individual grains or 
groups of grains before and after plastic de- 
formation. Because the size of the analyzed 
area can be very small, the method should 
allow for the measurement of the local plas- 
tic deformation and deformation gradients. 

SUMMARY 

The expressions for the change of the aver- 
age intercept lengths as a function of scan 
angle for regular polygons, rectangles, and 
ellipses with different aspect ratios have 
been compiled. The curves of normalized 
average intercept lengths versus scan angles 
for these shapes have been used both to 
identify and to represent a variety of shapes 
commonly encountered in microstructural 

analysis. 
Model structures of various elongated 

polygons have been proposed to comple- 
ment the structures represented by the 
simple geometric shapes. These models have 
been tested in the analysis of the subgrain 
structure of the 7050 Al plate alloy. The re- 
sults show that the sizes and the aspect ratios 
of the polygons can be easily adjusted to suit 
a variety of shapes of grains or second-phase 
particles. 

The polar plots of normalized intercept 
lengths versus scan angles have been studied 
for their potential use in the direct graphic 
description of shapes. The polar plots for 
regular polygons with an even number of 
sides are the same as the polygons them- 
selves. The polar plots for regular polygons 
with an odd number of sides are identical 
to those for regular polygons with twice the 
number of sides. A simple method for con- 
structing these plots has been proposed. 

The properties of the shape indices, SI, 
defined as the area under the plot of the nor- 
malized average intercept length versus scan 
angle have been analyzed and the formulas 
for their values for the regular polygons have 
been derived. These indices have been 
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proven useful in identifying the shapes of 
grains and second phase dispersions. 

A new orientation factor, Q, has been pro- 
posed. This factor incorporates the shape 
indices of each object, and it can be used 
to quantitatively describe the degree of ran- 
domness of structures. 
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ABSTRACT 

Although qualitative relationships between fatigue lifes and the sizes of the micro structural 

features such as pores and particles are well known, the quantitative models are lacking 

because of the unavailability of the required detailed microstructural data. The purpose of 

this work was to obtain such data for the two variants, old and new, of the aluminum 

7050-T7451 thick-plate alloys. Both alloys had similar tensile and fracture properties but 

the new variant showed superior fatigue performance attributed to the smaller sizes of the 

fatigue crack initiating particles and pores. Those size differences, as well as the 

differences in the through-thickness size gradients, have been characterized in this work. 

The sizes, shapes, and orientations of particles and pores were analyzed first on the plane 

sections and then converted to the true 3-D characteristics using the moment method. In 

the conversions the particle and pore shapes have been assumed as triaxial ellipsoids and 

their size distributions as lognormal. The spatial distributions were quantified using the 

nearest neighbor spacing method. Results confirmed that the new alloy had smaller 

particles and pores than the old one. The size distributions in the former were also more 

confined. In both alloys the largest particles and pores were at the plate centers and the 

smallest at the surface. Their spatial distributions could be categorized as random with 

clusters. 
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INTRODUCTION 

Particles and pores are two of the most important microstructural features controlling 

fracture and fatigue of the engineering alloys, and aluminum alloys in particular. Since 

their sizes and spacing are usually non-uniform, the meaningful correlation of those 

dimensional characteristics with mechanical properties requires measurements of not only 

the average values, but also moments of the distributions. Such data a scarce in the 

literature, hence the purpose of this work was to perform microstructural characterizations 

of the 7050-T7451 Al plate alloys, keeping in mind specific needs of the microstructure 

based fatigue models. 

All characterizations of the second phase features require two types of measurements: (1) 

those for obtaining the average characteristics of the individual features such as size, shape 

and orientation, and (2) those which give global properties, i.e. volume fraction, spatial 

distribution type, alignment, etc. The sizes are most conveniently measured on plane 

sections using either a linear intercept method or by measuring diameters of individual 

features [1-5]. The obtained distributions can be subsequently analyzed and converted to 

the true three dimensional (3-D) size distributions using one of the many available 

transformation methods [2-4]. To describe shapes, various arbitrarily defined shape 

factors can be used [1,2,6], A common problem associated with those factors is that they 

have the same values for different shapes. However, since microstructural shapes in 

engineering materials are usually similar and relatively simple, their differences can be 

adequately captured with the shape factors. For complex shapes several more precise 

techniques, such as Fourier and spectral analysis, are also available [7-9]. 

As to the global properties, for both random and anisotropic microstructures the volume 

fractions can be adequately approximated by the area fractions on the appropriately 
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selected test planes. The pore and particle alignment can be quantified using one of the 

measures of the 'degree of orientation'[10, 6]. Their spatial distributions are usually 

classified as regular, random, clustered or random with clusters. The regular distribution 

is easy to recognize as the particles or pores are arranged in a distinct pattern. To 

characterize such distribution it is necessary to specify only the point density and to 

identify the pattern. The random distributions can be adequately characterized by the 

features' area density and the parameters of the Poisson distribution describing their 

spacing. Clusters are the most difficult to quantify. As recently reviewed by Vander 

Voort [11] the most popular methods include use of the number density [12], nearest 

neighbor spacing [13-15], Voronoi (Dirichlet) tessellation [12,16-19] and image 

amendments [11, 20]. Because of its simplicity, the nearest neighbor method has been 

preferred in this work. The spatial distribution types are in this case identified based on the 

differences between the average values and the variances of the nearest-neighbor distances 

for the real and the equivalent random microstructures. 

The 7050-T7451 plate alloys are ideal materials for testing both the fatigue models and the 

microstructure characterizations techniques. These alloys have been recently extensively 

studied with the focus on the microstructural modifications leading to the improvement of 

their fatigue durability [21-24]. Results showed that although most of the mechanical 

properties of the slightly different alloy variants are practically the same, there are large 

differences in the fatigue lives between the variants [25,26]. It has been then postulated 

that the microstructural differences are responsible for the differences in the fatigue 

performance. These differences have been characterized in this work with emphasis on the 

constituent particle and pore size and spatial distributions. The basic measurements 

included determination of the pore and particle size distributions on various plane 

sections. Obtained 2-D data were then converted to the true 3-D size distributions. The 
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measurements also included estimations of the volume fractions, shapes, orientations and 

the types of the spatial distributions of both phases. 

BACKGROUND 

The methodology used for converting pore and particle plane section measurements to the 

true 3-D size distributions depends primarily on their shape and alignment. The conversion 

problem has been studied extensively in the past and it has been shown that solution is 

possible if the shapes of all features are the same [2,27-29]. We will adopt the same-shape 

approximation in this work. It will be then assumed that all pores and particles in the 7050 

alloys can be viewed as triaxial ellipsoids, Figure la, with different axial diameters 

Dci<Dbi<Dai but with identical aspect ratios, different for each feature type. A complete 

characterization of the particle and/or pore population will therefore require specification 

of the degree of alignment, characteristics of the size distribution of one of the major 

diameter and two aspect ratios. 

A. Alignment 

The information about particle and pore alignment can be inferred from the orientations of 

their plane sections. The measure of alignment used in this work has been based on the 

comparison of the shape factors obtained from the measurements of the average intercept 

lengths obtained from the global microstructural scans with the scans of the individual 

features[l, 6]. The shapes are in this case characterized using a normalized intercept 

lengths, d(a): 
.    L~ (a) , 

d(a) ^d = -^-^ eq. 1 
•^2, max 
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where L2(ct) is an average intercept length at a scan angle a and LZmax is the maximum 

average intercept length for scan angles from 0 to u. A corresponding shape index, SI, is 

defined as the area under the d vs. a curve: 
ap °p 

57= ±\LMda = — ldda eq. 2 
Cp   0   A.m« "p   0 

where ap is the curve angular period. Such defined SI is independent of the measured 

object size and orientation and it varies between zero for a line and one for a circle. As 

demonstrated elsewhere [6], the shape of the d-a curves provide additional information 

about feature shape. For instance, for ellipses the reciprocal of d at 90° is equal to the 

aspect ratio. 

To characterize particle and pore alignment one needs to define two additional normalized 

lengths, the average, d^, and the global, dg [1,6]. The ^-values are obtained by scanning 

all features without changing their orientations and davg by artificially aligning them along 

L2,max direction. The area under the global dg-a curve represents then a global shape 

index, SIg, which increases with increasing particle misalignment and approaches unity for 

a statistically random structure. The true average shape index, SIavg, can be obtained from 

the area under that the davg-a curve. Comparing SIavg with SIg allows for the 

quantification of the degree of alignment using an orientation factor, Q [6]: 

Q-T^slt        eq3 

For'randomly oriented features, SIg is then equal one and Cl is zero. For a perfectly 

aligned structure SIg is the same as SIavg and O is one. Comparing values of Q for particles 

and pores for the LS, TL and ST planes, Figure lb, make then possible determination of 

the nature and the degree of their alignment. 
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B. Size Distribution 

Since fatigue models require as input continuous distribution functions[30], it will be 

assumed a priori that the 3-D distributions of the pore and particle sizes are lognormal, as 

supported by numerous experimental evidences [2-5,31]. To describe the lognormal 

distributions it will be then necessary to find only their first two moments. It is additionally 

expected that the particles and pores can be either randomly oriented or be partially 

aligned with one major axes parallel to the rolling plane normal, Figure la. Each of these 

cases require slightly different procedure for converting 2-D data to the 3-D size 

distributions, hence they will be dealt with separately. 

Random Orientations 

The procedure for estimating moments of the lognormal size distributions of the same- 

shape randomly oriented features is well known. It was developed by DeHoff [2,31] and 

requires measurement of the three standard microstructural characteristics, namely 

NA - the number of particles per unit area, 

NL - the number of particle intercepts per unit length of a random test line, 

P   - the fraction of random points within the phase of interest. 

From them, the parameters of the true 3-D lognormal size distributions can be calculated 

from expressions: 
\6k25k]S 

ln/^ =-2.51nA^+41nA^-1.51nPP+ln(     ^ 3  ) eq. 4 

2k2 

In2 aDu =\nNA-2\nNL+ InPP + K^) «i- 5 

where and fiDa are aDo the geometric mean and geometric standard deviation of the 3-D 

maximum diameters and k„ k2 and k3 are the unitless shape factors, dependent on the 
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feature shape. As shown in the Appendix, for particles and pores approximated by triaxial 

ellipsoids these shape factors are 

jfci=I(l + _L + —-) eq.6 
lab        Vac 

*      £0 + _L + -!)> eq.7 
9        q^    qac 

*  =^L_ eq.8 
^oblac 

el 

where qab and qac are the ellipsoid aspect ratios also defined in the Appendix. The 

ellipsoids average maximum diameter D., volume density Ny, and volume fraction/, are in 

this case given by expressions: 

^=/^exPQln2aDJ      eq. 9 

N   = 
N**P' Jh—    eq. 10 

f = PP eq. 11 

All that is required to find the characteristics of the randomly oriented same-shape triaxial 

llipsoids are then the values of NA, NL and PP and the aspect ratios qab and qac. The first 

three quantities are readily available from the measurements on the random planes. The 

same holds for aspect ratio qab, equal to the largest aspect ratio observed for the plane 

sections. The second aspect ratio, qac, is not possible to ascertain directly from the plane 

section data. Possible ways to proceed have been discussed in details by DeHoff et al [28]. 

One Axis Perpendicular to the Rolling Plane 

In this case the ellipsoids are aligned parallel to the rolling plane but have random 

rotations about the rolling plane normal, Figure la. Considering the nature of the rolling 

deformation, it is expected that for each ellipsoid its largest two diameters, Da and Db, will 
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parallel to the rolling plane. The TL test planes will cut such ellipsoids parallel to the Da 

Db plane and the obtained ellipsoidal cross-sections will have aspect ratios equal to qab. It 

also possible to show that mathematically this case is equivalent to the one of the 

polydisperse spheres [27,32]. The first two moments of the maximum diameters of the 

ellipsoids, the parameters of their lognormal size distributions and their volume fraction 

are therefore given by relationships^, 33]: 

be 

is 

n>£fj-] eq.12 
'     2 VdaTSJ 

7 ^ 

(x)="4J-)eql3 

\nfiD =2\nDa--\n(D2
a)    eq. 14 

2 

ln2aDo=ln(Da
2)-21nDa     eq. 15 

where djsis the average maximum diameter of the ellipsoidal cross-sections,  (d2
aTS) 

average of their squares, (I/O their harmonic mean and N^ the number of cross- 

sections per unit area, all for the TS planes. This means that size distribution of the 

ellipsoids, their volume fraction and one of the aspect ratio can be obtained just from the 

measurements on the TS planes alone. Estimations of the volume density, Ny, and the 

second aspect ratio, qac, require additional measurements of the diameters^, on any of the 

planes perpendicular to the rolling plane, such as LS or TS. The averageDc is then 

estimated using relation identical to eq. 12 [32, 33]: 

D<-2 

f\^ 

Uc 
eq. 17 

The aspect ratio, qar, and Ny can be subsequently obtained from relations [2]: 
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Xq    = Ü eq. 18 
q°c     Dc 

Ny=0*=IL   eq. 19 

Characterization of the same-shape triaxial ellipsoids with one of the axes parallel to the 

rolling plane normal requires then measurements of: 

(1) major diameters, aspect ratios and area densities of the ellipsoidal cross-sections on the 

TS-planes, 

(2) diameters parallel to the rolling plane normal on the planes normal to the rolling plane. 

EXPERIMENTAL 

The materials used in this study were two variants of the 15.24 cm thick 7050-T7451 plate 

alloys, designated as old and new, supplied by Alcoa Laboratories. Both alloys had 

almost identical tensile and fracture toughness properties, with the new alloys showing 

superior fatigue characteristics [22-26]. Samples for metallographic examinations were 

taken from the longitudinal (TL), transverse (ST) and short transverse (LS) planes at the 

surface, quarter depth and the center locations, as shown in Figure lb. All samples were 

prepared by mechanical grinding to a surface finish of 600 grit using wet SiC paper, 

followed by polishing on a felt wheel with 1 urn and then 0.25 urn diamond pastes mixed 

with ethanol. This procedure provided a clean surface with no particle pull-outs. 

Measurements of the porosity and the constituent particles were made on the as-polished 

specimens to avoid distortions of shapes and number-densities by etching. All 

measurements were made from optical photographs taken at magnification 900X which 

was chosen as a compromise between efficiency and accuracy. All micrographs were 

digitized with a manual edge detection and analyzed using a custom-made image analysis 

program. 
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RESULTS AND DISCUSSION 

A. Pores 

Examples of typical pore cross-sections found on the LS planes at the center of the old 

alloy are shown in Figs. 2a. Their characteristics, as well as the characteristics of the pore 

sections on all other planes are summarized in Table 1. As expected, the area fractions 

were the highest at the center and the lowest near the surface. They were also, on average, 

0.17% for the old and 0.11% for the new alloy variant. The pore sizes are represented in 

the Table 1 by the average intercept length over all scan angles, L„. For the old alloy they 

were the smallest near the plate surface and increases toward the center. For the new, the 

smallest pores were also near the plate surface but there is almost no size difference 

between quarter-depth and the center. The average values of Ln were 4.42 urn for the old 

and 4.65 urn for the new alloy. Both alloys had largest pores and pore volume fractions at 

the center-plate locations. 

The pore shapes have been characterized using the aforementioned d-a plots [1,6]. 

Figure 3 shows typical dg and davg vs. scan angle curves used in the analysis. The average 

shape indexes for pores on all test planes were 0.816 and 0.831 for the new and old alloys 

respectively conforming their ellipsoidal shapes[6]. The corresponding average pore 

aspect ratios, equal to the harmonic mean of the lvalues at 90°, were 1.45 for the old and 

1.51 for the new alloy. These values are in good agreement with aspect ratios obtained 

from the direct measurement listed in Table 1, again supporting assumption of the 

ellipsoidal shapes. Example of the changes of ^/-values with location are in Figure 4a, 

showing that the changes were small. The shape factors were slightly smaller for the new 

alloy, suggesting more elongated pore shapes. 

368 
10 



The orientation factors, H, for pores on different test planes, Table 1, varied from 0.11, 

which corresponds to almost random structure, to 0.65 which indicates slight alignment. 

The average values were 0.40 for the new and 0.34 for the old alloy. Since Q increases to 

one as the pores become more and more elongated and aligned, pore alignment in the 

studied alloys can be considered as random. Examples of the change of the average 

orientation factor Q. with location are shown in Figure 4b. 

Since pore orientations could be approximated as random, their size distributions were 

estimated using the DeHofFs method [31]. The values of NA, NL and PP were in this case 

obtained by averaging the data obtained from the LS, TL and ST planes. The required 

average true pore aspect ratios qab and qac were estimated using a trial and error numerical 

method. The procedure used consisted of three steps: (1) generating a model 3-D 

specimen with identical ellipsoids randomly oriented and distributed in volume, (2) cutting 

model specimen with random planes to obtain distribution of the cross-section aspect 

ratios, and (3) comparing distributions of the generated aspect ratios with those from the 

measurements. The starting value of qab was always set equal to the largest observed 

plane-section aspect ratio. The shape of the model ellipsoids was then adjusted until the 

difference between the computer generated and the experimental aspect ratio distributions 

reached a local minimum closest to the starting values of qab. The final aspect ratios of the 

model ellipsoids were assumed equal to the true 3-D averages. Tests of the procedure 

showed that despite the differences between real and model microstructures, the obtained 

estimates have accuracy adequate for the 2-D to 3-D conversions. 

Results from the numerical procedure and from the size conversions are summarized in 

Table III. For both alloys the calculated pore volume fractions were the largest at the plate 

centers and the smallest at the surface, Figure 5. The same trend was observed for the 

maximum pore diameters, Da, in the old alloy. For the new alloy the pore sizes increased 
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slightly from the center to the quarter depth and were the smallest at the surface regions. 

However, as evident from the cumulative probability distributions shown in Figure 6, the 

center region of the new plate is expected to have higher number of the large pores. 

Comparing pore size distributions for the old and new alloys it appears that new alloy has 

not only smaller pores but that their size distributions are more confined. This difference 

comes about from the smaller values of both ln/fo,, representing average, and In aDa, 

representing standard deviation. The large value of lnVDo for the center region of the old 

plate, compared to that for the new one, is of particular importance; it suggests that the 

old alloy has higher percentage of the largest pores. Since the largest pores act as the 

fatigue crack initiation sites, their size, hence also the size of the right tail of the 

distribution, is detrimental to the fatigue performance. For the plate centers the tail is 

longer for the old alloy, Figure 7a, suggesting presence of the larger number of big pores, 

hence shorter fatigue lives. 

The obtain results for pores are then consistent with the inferior fatigue performance of 

the old alloy. They also illustrates the need for performing complete quantitative analysis 

to identify the relevant microstructural differences. The cumulative size distributions give 

in this case estimates of the expected maximum dimension of the 'initial flaws". The 

orientation factor, Q, offers additional information on the relative orientations of the pore 

axis with respect to the axis of the applied stress. Both are important input parameters 

which, when use in the fatigue life prediction models, can substantially improve their 

predictive capabilities. 
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B. Constituent Particles 

The 7050-7451 plate alloys have two different types of constituent particles: Al7Cu2Fe and 

Mg2Si. Since both serve as the fatigue crack initiation sites, their sections were 

characterized without distinction to their chemical compositions. A collection of the 

typical cross-sections of the constituent particles found on the LS plane at the center of 

the old plate alloy is shown in Figure 2b. Table II lists characteristics of the cross-sections 

obtained from all plane section measurements. The measured particle area fractions were 

0.73% for the new and 0.72% for the old alloy which is about five times higher than for 

pores. The new alloy contained less particles than the old one at both center and quarter 

depth regions. The opposite was true at the surface. The 2-D constituent sizes, averaged 

over all nine sections, were 4.86 um for the new and 4.91 urn for the old alloy. The 

particle sizes increased toward the plate center and were always larger than those for 

pores. The smallest sizes were observed on the ST planes, suggesting elongated shapes 

resulting from rolling. 

Examples of typical d-a curves for constituent particles are in Figure 3. Analysis of such 

plots for the old alloy gave average SI of 0.76 and the aspect ratio 1.80. For the new alloy 

these values were 0.67 and 2.30 respectively. Examples of the changes of the shape 

indexes with test plane orientation are shown in Figure 4a. All obtained SI values, 

compiled in Table II, clearly support ellipsoidal approximation of the particle shapes. 

These values were lower than those for pores suggesting that particles had more elongated 

shapes. The average orientation factors, O, for the constituents were 0.54 for the new and 

0.41 for the old alloy. The values of Q for the old alloy are shown in Figure 4. Note that 

for the surface and quarter depth locations they are similar to those for pores. The particle 

orientations at those locations can be then assumed as random. For the plate center region, 

the orientation factors were high for the LS and ST planes and low for the TL sections. 
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This means the particles were aligned parallel to the rolling plane, but had random 

rotations about the rolling plane normal. In other words, one of the particles axes was 

parallel to the rolling plane normal. Based on the Q-values in Table II, the same type of 

particle alignment has been present throughout the new plate. 

Since for the old alloy constituent particles had random orientations for both the surface 

and the quarter depth regions, their true size distributions, volume fractions and densities 

were calculated for those locations using the same procedure as for pores. For the new 

alloy and for the center-plate location of the old they were estimated using the procedure 

for one axis perpendicular to the TL plane described in the Background section. Results of 

the conversions are in Table III. As for pores, the particle sizes were the largest at the 

plate centers and the smallest at the surface, Figure 5b. The volume fractions for the old 

alloy were practically the same for all locations. In the new alloy they were the smallest at 

the quarter depth and the largest at the center, Figure 5b. The cumulative size 

distributions, Figure 6, show that the largest particles would be always expected at the 

plate center. At that region the average particle sizes were smaller for the old alloy which 

is the opposite to what was observed for the pores. However, the size distribution for the 

new alloy was much tighter, resulting in the higher probability of the larger particles in the 

old alloy, Figure 7b. 

Comparing characteristics of the pores and the particles in both studied alloys it appears 

that the particles have higher volume fraction, larger sizes and that they are more 

elongated and aligned than pores. Despite those advantages, the fatigue cracks in the 7050 

alloys have tendency to nucleate from pores rather than particles [22-26]. This apparent 

inconsistency can be attributed to the differences in the fatigue crack nucleation periods 

associated with each feature type. It has been observed that pores can act as cracks from 

the very first fatigue cycle, while formation of a crack at the particles require long 
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nucleation times [26]. As a consequence, a crack associated with the pore can grow to a 

critical size and cause fatigue failure before particle has enough time to nucleate a crack. 

This trend can be reversed in the presence of the stress concentrators, as has been indeed 

observed during fatigue of the 7050 samples with holes [22-24]. 

C. Particle and Pore Spatial Distributions 

Characterizations of the particle and pore populations for fatigue modeling purposes 

should also provide some information about the patterns describing their 3-D spatial 

distributions. Although such determinations are not possible without knowing 3-D 

coordinates of object centers, adequate information can be obtained from the plane section 

data. In this work such two-dimensional particle and pore spatial distributions have been 

quantified for the center regions of the studied alloys using the nearest neighbor spacing 

method [13]. The method utilizes two indexes, Q and R, defined as: 

Observed Nearest Neighbor Distance 2Q 

Expected Nearest Neighbor Distance 

Observed Nearest Neighbor Distance Standard Deviation 2J 

Expected Nearest Neighbor Distance Standard Deviation 

where the expected values are calculated by assuming a random structure with the same 

feature density as the experimental one[14, 15]. To identify different types of spatial 

distribution the following guidelines, depicted on Figure 8, have been used [14, 15]: 

(1) clustered distribution, Q < 1 and R < 1; 

(2) regular distribution Q > 1 and R > 1; 

(3) random distribution with clusters Q < 1 and R > 1 

(4) random distribution Q =1 and R = 1. 
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Figure 9 shows an example of the'Voronoi tessellation cell construction which were used 

to identify the neighbors [12-19]. The observed nearest neighbor distance was in this case 

48.2 urn with standard deviation of 33.2 urn. The expected values for the random 

structure with the same point density are 51.86 and 27.18 urn respectively. This gives Q = 

0.93 and R = 1.22 which means that the spatial distribution of the pores in Figure 9 can be 

classified as random with clusters. The Q and R values and the identified spatial 

distribution types for the plates center regions are in Table 4 and in Figure 8. For all planes 

the spatial distributions were random with some tendency for clustering, higher for 

particles than for pores. It is therefore justifiable to assume that for the modeling purposes 

the cracks associated with particles and pores are non-interacting. We again emphasize 

that ideally one should use 3-D results to study the spatial distribution. However, as 

pointed out earlier, the main difficulty in this case is acquisition of the 3-D data on particle 

locations. 

CONCLUSIONS 

.    The true 3-D volume fractions, size distributions, shapes and orientations and 2-D 

spatial distributions of pores and constituent particles have been quantified for two 

variants of the 7050-T7451 Al plate alloy. The characterizations included 

measurements of all necessary quantities on the TL, ST and LS planes at the surface, 

quarter depth and at the center plate locations and converting them to the true 3-D 

characteristics. 

.    The true size distributions of particles and pores have been assumed a priori as 

lognormal and their shapes as triaxial ellipsoids. Both particle and pore average sizes 

were the largest at the plate centers and the smallest at the surface. Based on the size 
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distributions the center- regions were also expected the to have the highest 

percentages of the largest particles and pores. 

• In both alloys the particles were about 1.5 times larger than pores, had larger aspect 

ratios and about five times larger volume fractions. The pores had random orientations 

while particles tend to be aligned parallel to the rolling plane, with random rotation 

about the rolling plane normal. The spatial distributions of both features could be 

classified as random with clusters. 

• The new variant of the 7050-T7451 plate alloy had tighter particle and pore size 

distributions than the old one, particularly in the plate center region. As a result, the 

new alloy is expected to have smaller percentage of large particles and pores which 

explains its superior fatigue performance. 

APPENDIX 

The shape factors k,, k2 and k3 in the DeHofFs method represent proportionality constants 

in the relations [31]: 

Dv = £,a eq. A 1 

S = k2a
2 eq. A 2 

V = &3a
3 eq. A3 

where Dv, S and Fare the average feature caliper diameter, surface area and volume, 

respectively and a is a measure of feature size. To find these shape factors for triaxial 

ellipsoids one needs explicit forms of relations A 1 to A 3. From the three, only the 

ellipsoid volume can be expressed in a close form: 
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n re     D, 
a       b       c 

6 qab<iac 
eq. A4 

where Da, Db and De, are ellipsoid diameters, Figure la, and qab and qac are aspect ratios 

A. 
<l* A 

Hoc 
3. 

eq. A 5 

eq. A 6 

Comparing equations A 3 and A 4, assuming a =Da, gives: 

eq. A 7 
fyab<lbc 

The caliper diameter, Dy, can be calculated precisely only from the integral form. 

However, a good approximation ofthat integral is a formula [34, 35]: 

A 1    '   1 
Dy=kDa+Db+Dc) = -f 1 + — + — eq. A 8 

&*     W 

which gives an error of the order of only 3%. Consequently, 

\ 1       P 
*,=- 1 + —+ - 

31     ^    tfac7 
eq. A 9 

The expression for the triaxial ellipsoid surface area is also implicit, but the following 

formula: 

eq. A 10 s^^UL) =*£ 
2         -2f         1 1 

1 + + — 

is recommend by us as an adequate approximation. The last shape factor is then equal: 

n{       1       1 
k2=- 1 + — + — eq. All 
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TABLES 

Table I. Average Sizes, Shapes and Orientations of the Pore Cross-Sections in the 7050- 

T7451 Plate Alloys 

Alloy Location 
Test 
Plane 

(im 

Area 
Fract. 

% 

Aspect 
Ratio 

Shape 
Index 

SI 

Orient. 
Factor 

n 

Area 
Density 

mm"2 

OLD 

Center 
TL 
LS 
ST 

4.4 
5.4 
5.8 

0.12 
0.37 
0.29 

1.50 
1.45 
1.51 

0.811 
0.834 
0.820 

0.35 
0.30 
0.46 

95.7 
158.7 
92.9 

Quarter 
TL 
LS 
ST 

3.9 
3.5 
4.1 

0.14 
0.04 
0.08 

1.45 
1.42 
1.41 

0.834 
0.839 
0.843 

0.41 
0.35 
0.30 

130.6 
50.8 
68.7 

Surface 
TL 
LS 
ST 

4.1 
3.5 
3.3 

0.07 
0.06 
0.04 

1.50 
1.40 
1.41 

0.813 
0.845 
0.842 

0.15 
0.36 
0.24 

65.3 
76.0 
50.7 

NEW 

Center 
TL 
LS 
ST 

4.9 
4.4 
5.4 

0.11 
0.20 
0.14 

1.55 
1.49 
1.56 

0.809 
0.800 
0.805 

0.11 
0.48 
0.39 

69.4 
89.4 
69.4 

Quarter 
TL 
LS 
ST 

5.3 
4.9 
4.6 

0.08 
0.08 
0.09 

1.52 
1.52 
1.46 

0.815 
0.823 
0.829 

0.16 
0.46 
0.27 

41.6 
54.1 
54.9 

Surface 
TL 
LS 
ST 

4.2 
4.1 
4.4 

0.07 
0.08 
0.07 

1.47 
1.52 
1.53 

0.831 
0.815 
0.815 

0.35 
0.65 
0.55 

64.3 
77.2 
63.1 

Lu - average intercept length 
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Table II. Average Sizes, Shapes and Orientations of the Constituent Particle Cross- 

Sections in the 7050-T7451 Plate Alloys 

Alloy Location 
Test 
Plane 

urn 

Area 
Fract. 

% 

Aspect 
Ratio 

Shape 
Index 

SI 

Orient. 
Factor 

Q 

Area I 
Density 

mm"2J 

OLD 

Center 
TL 
LS 
ST 

9.9 
5.8 
3.8 

0.63 
0.52 
0.91 

2.06 
2.36 
1.62 

0.704 
0.655 
0.790 

0.41 
0.70 
0.56 

94.3 
66.9 
327.4 

Quarter 
TL 
LS 
ST 

8.1 
4.2 
4.5 

0.84 
0.71 
0.93 

1.78 
1.77 
1.87 

0.761 
0.761 
0.747 

0.15 
0.29 
0.45 

186.8 
249.7 
252.1 

Surface 
TL 
LS 
ST 

6.2 
3.5 
3.1 

0.75 
0.55 
0.45 

1.71 
1.90 
1.76 

0.769 
0.736 
0.760 

0.32 
0.63 
0.35 

328.0 
254.4 
303.8 

NEW 

Center 
TL 
LS 
ST 

9.1 
4.9 
4.0 

0.54 
0.48 
0.85 

1.78 
2.35 
2.27 

0.748 
0.663 
0.663 

0.22 
0.75 
0.59 

94.3 
69.3 
297.8 

Quarter 
TL 
LS 
ST 

7.5 
3.9 
3.4 

0.35 
0.64 
0.35 

2.33 
2.48 
2.53 

0.671 
0.659 
0.646 

0.17 
0.71 
0.55 

140.8 
216.4 
135.7 

Surface 
TL 
LS 
ST 

6.9 
3.3 
2.9 

1.12 
0.74 
0.46 

2.34 
2.41 
2.05 

0.674 
0.652 
0.712 

0.43 
0.74 
0.53 

509.8 
371.2 
295.5 

Lu - average intercept length 
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Table III. True 3-D Characteristics of the Porosity and Constituent Particles in the 7050- 

T7451 Plate Alloys 

»a 

Vol. Vol. Parameters of 

Feature Alloy Location Aspect Ratios Fract. Density Lognorm. Distr. 

|im qab qac % mm"3 In UDa In ODa 

Center 6.7 1.50 1.61 0.15 1.5x104 1.823 0.149 

NEW Quarter 6.9 1.51 1.90 0.09 1.0x104 1.871 0.121 

Pores Surface 5.6 1.34 1.68 0.07 1.6x104 1.696 0.051 

Center 7.3 1.56 1.79 0.28 2.2x104 1.888 0.188 

OLD Quarter 5.5 1.47 1.65 0.09 2.0x104 1.664 0.074 

Surface 5.3 1.45 1.85 0.09 1.6x104 1.556 0.223 

Center 10.2 1.66 2.10 0.41 1.2x104 2.264 0.125 

NEW Quarter 9.2 2.08 1.96 0.32 2.7x104 2.205 0.032 

Const. 
Part. 

Surface 8.1 2.11 1.85 0.62 7.7x104 2.057 0.080 

Center 9.5 1.78 1.78 0.56 2.5x104 2.112 0.279 

OLD Quarter 7.8 1.61 1.43 0.64 3.8x104 1.912 0.282 
Surface 8.1 1.71 2.08 0.59 5.3x104 2.025 0.123 

Ua - average maximum diameter 
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Table IV. Parameters of the Pore and Constituent Particles Spatial Distribution in the Old 

and New 7050-T7451 Plate Alloys, Center Section. 

Alloy Feature Plane Q R 
Obse 

ANNFum] 
rved 
Std[um] 

Equiv. Random 
ANN(um) | Std[nm] 

Spatial 
Distribution type 

OLD 

Pores 
TL 0.867 1.303 44.3 34.8 51.1 26.7 Rand, with dust. 

LS 0.892 1.016 33.1 19.7 37.1 19.4 Rand, with dust. 

ST 0.929 1.225 48.2 33.2 51.9 27.1 Rand, with dust. 

Const. 
Part. 

TL 0.572 1.079 29.3 28.9 51.2 26.8 Rand, with dust. 

LS 0.739 1.333 45.5 42.9 61.6 32.2 Rand, with dust. 

ST 0.912 1.329 25.2 19.2 27.6 14.6 Rand, with dust. 

NEW 

Pores 
TL 0.923 1.264 55.2 39.5 59.8 31.3 Rand, with dust. 

LS 0.857 1.461 45.8 40.8 53.4 27.9 Rand, with dust. 

ST 0.933 1.210 57.5 39.0 61.6 32.2 Rand, with dust. 

Const. 
Part. 

TL 0.679 1.273 35.3 34.6 52.0 27.2 Rand, with dust. 

LS 0.663 1.160 39.9 36.5 60.2 31.5 Rand, with dust. 

ST 0.8-14 1.138 23.0 16.8 28.3 14.8 Rand, with dust. | 

ANN - Average nearest-neighbor distance 
Std - Standard deviation of ANN 
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FIGURES 

Figure 1. Schematic showing (a) assumed triaxial ellipsoidal shapes of particles and pores 

and (b) designations of the test planes used in the characterizations of the 7050- 

T7451 plate alloys. 

Figure 2. Examples of typical cross-sections of (a) micropores and (b) constituent particles 

found on the LS-planes in the center region of the old 7050-T7451 plate alloy. 

Figure 3. Angular variation of the normalized average intercept lengths of the pore and 

constituent particle sections on the LS-planes for the old 7050-T7451 alloy 

variant, plate center. (See text for definitions of dg and davg) 

Figure 4. Average (a) shape indexes, SI, and (b) orientation factors, Q, of the pore and 

particle sections on indicated test planes at different locations in the old variant 

of the 7050-T7451 plate alloy. 

Figure 5. Calculated (a) pore and (b) constituent particle size and volume fraction 

gradients in the old and new variants of the 7050-T7451 plate alloys. 

Figure 6. Estimated cumulative probability distributions of the pore and constituent 

particle sizes at indicated locations within the old and new variants of the 7050- 

T7451 plates. 

Figure 7. Calculated size distributions of (a) pores and (b)constituent particles in the old 

and new variants of the 7050-T7451 alloys, plate center region. 
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Figure 8. Results of the characterizations of the pore and constituent particle spatial 

distributions; old and new variants of the 7050-T7451 alloy, plate center regions. 

Figure 9. Example of the Voronoi tessellation cells constructed on the pore centers used in 

the identifications of the nearest neighbors. Points represent locations of the pore 

centers; ST-plane, center plate region, old 7050-T7451 alloy. 
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Figure 1. Schematics showing (a) assumed triaxial elhpsoidal shapes of 
particles and pores and (b) designations of the test planes used in 
the characterizations of the 7050-T7451 plate alloys. 
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Figure 2. Examples of typical cross-sections of (a) micropores and (b) constituent particles 
found on the LS-planes in the center region of the old 7050-T7451 plate alloy. 
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Figure 3. Angular variation of the normalized average intercept lengths of the pore and constituent 

panicle sections on the LS-planes for the old 7050-T7451 alloy variant, plate center. 

(See text for definitions of d and d avg- ) 
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indicated locations within the old and new variants of the 7050-T7451 plates. 
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Figure 9. Example of the Voronoi tessellation cells constructed on the pore centers used in 
the identifications of the nearest neighbors. Points represent locations of the pore 
centers; ST-plane, center plate region, old 7050-T7451 alloy. 
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ESTIMATION OF TRUE SIZE DISTRIBUTION OF PARTIALLY ALIGNED SAME-SHAPE 
bM ELLIPSOIDAL PARTICLES 

Marek A. Przystupa 
Department Materials Science and Engineering, University of <^ifornia, Los Angeles, 

Los Angels, CA 90095-1595, E-mail: amarek@ucla.edu 

INTRODUCTION 

tlllitlglf 
n»« <«ventv vears U 21 The first comprehensive solutions were due to Wicks [3,4], iollowea oy uie 
SSSaiSd cases of prelate and oblate ellipsoids [5-7] and randomly oriented tnaxail 
$£SL% Swtt Z explicit expressions for the considered case are lacking and this note is 

intended to fill that gap. 

THEORETICAL CONSIDERATIONS 

4      A -A< -A      a    =^L = H       (1) 
«*=fl'  q"'c,"c'  q"c~"c,~c 

where bars indicate average values. Although only two of the three aspect ratios are independent, all three 
Itl^, S cross-sections on planes perpendicular to z have aspect ratios qab and qac and qbc can 

Z'AS^res^tiveirneJiest aSIe smallest aspect ratios of the sections on planes parallel 
£! figTe t^SZ t^pes of planes offer the maximum information and it is assumed that they are 

going to be used to obtain all input data. 

The size distribution of the same-shape ellipsoids can be fully described by the size distribution of one of 
SeirSto Wto is needed is a relationship between the true size distribution of tha particular 
Smia^eTSd theTze distribution of the ellipsoid two dimensional sections on the test ptanj* To find that 
STn leTui M by defining a true size probability distribution functions F(D) such that F(D)W is a 

fStiTno^ 
with a vector normal n will then have area density of particle cross-sections equal to [1,9,10]. 

N4o = Nv]pB(D)F(D)dD   (2) 

where Nv is the number of ellipsoids per unit volume and P.(D) is the probability of intersecting an 
ellipsoid of size D with test plane n. Pa(D) can be expressed as [9,10]: 

Pm{D)^]jHm(D.9.0)^d^O^TM & 
where// (D <p,0) is the ellipsoid'Uigent height for test plane longitude and azimuth angles (measured 

form x) üand 6, respectively, and where Hn (D) is the ellipsoid's average tangent height. Combining 

equations (2) and (3) gives a well known relationships [1]: 
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where W is average height of all ellipsoids. We now introduce an ancillary distribution of cross section 
Ls, m. on test plane n with d representing either of the semiaxe, The fraction of sections with s12es 

in the interval [d, d+Sd] is then equal to: 

^.w-^nTf^-*-^^^™^ <5) 

"mSgZ™5) «W <3)"» W ^K in <"= M<>"i,,s Kla,i0,, beMee" m'e "* Ptae 

distributions: 
oo jr 2x 

#.M-s-JJJ 
n  d 0   0 

dh(D,d,<p,6) 

dd 
^F(D)dDd<pdO (6) 
4;r 

Since «4 can be measured experimentally, eq. (6) can be solved for F(D) provided that the expressions 

for the average tangent height, HB , and the derivative are known. As will be shown below, those 

expressions are different for the two types of considered test planes. 

A, and that d - a, the major semiaxes of the intersection. For such assumptions <f> - */2, 0<9<2n and 

tangent height is equal to _ 
2A           2A 

#.,04,P,*) = 2C = -"=>//„.=--        CO 
Hoc "ac 

It is also easy to show that the distance from the center of the ellipsoid to the test plane is independent of # 

and 6 and equal to: 
1    r~-> T     dh 

h{A,d) = VA2 -a2 = (8) 
JT^7 

Hoc 

Substituting eqs. (7) and (8) to eq. (6) gives: 

,   {aht]-ß^=dA   (9) 

which is an Abel type integral identical to that describing 2-D to 3-D conversion for polydisperse spheres. 
RuingTe distribution JF(4) requires then measurements of the distribution of the major semiaxes of 
tile»L sections on z-planes ^(a) and then solving equation (8) using any of the well known methods 
devised for spheres [1]. As for spheres, the first three moments of the true size distribution can be 
recovered without the need for solving equation (9) from relationships [1, 9,1 lj: 

*-iGf-   .*■<=)"•   ^F(>> 
where ÖM is a harmonic mean and a2 average of squares of the sections major semiaxes. Knowledge 

of the moments is sufficient for estimating the number of ellipsoids per unit volume, ^, and their 
volume fraction,/ From eqs. (4) and (7) they are: 
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_<yv _<^ufi T laa    An,   _ 

2A n a 
(ID 

An- 
f = »rT(ABO.N,^ *n ~tf=-

An' -2 
-a (12) 

lab 

The measurements of the sections area density N^ , half-axes a and aspect ratios qab on n, planes allows 

then for estimation of the ellipsoids: 
- true size distribution from eq. (9) 
- moments of the true size distributions from eqs. (10) 
- volume fraction from eq. (12) 

Finding volume density via eq. (11) requires additional measurement of the aspect ratio qac on any of the 

plane parallel to z. 

Test planes parallel to z .     ri_n„„Aj 
As shown in figure 2, the ellipsoids are now sectioned perpendicular to x-y plane. Assuming D = C and d 
= c, the semiaxes parallel to z-axis, gives # = 0and 0<(K2n. It is easy to show that the tangent height is 
now given by relation: 

Hax(C,O,O)^HBx(C,0) = 2Cqo 

which results in the average tangent height equal: 
1 

cos2 e+\ 
( sin 0 A 

\<lab ) 
(13) 

2x 

Hrm=2Cq„l\ cos2 6+ 
'sinflY d0 

In \<l 
= 2qacCE(qab) (14) 

ab 

where E(qaJ is a shape function, plotted in figure 3, related to a complete elliptic integral of the second 
kind [12]. The relation between the distance to the ellipsoid center, h(C,c), and the minor half axes of the 
section, c, is now given by 

Hm (C,0) rTTf dh      Ha_(C,0)c 
KC,c,0) = 1 

1 -® dc 2CVc2-c2 (15) 

rdC      (16) 

Substituting eqs. (14) and (15) to (6) gives: 

*■(c)=Zä(ö! l^F=?F(C)dC^=c! J^-C 
The result is identical to eq. (9) wiÜU replaced by C and a by c. The size distribution F(C) and the 
moments can be then obtained using the aforementioned procedures, except that now the measured 
quantities are sections half-axes parallel to z. The expressions for the ellipsoids volume densities and 
volume fraction are, however, different as from eqs. (4), (10) and (14) we have: 

Nu 

N Anx 
N An. 

'"     2qtKCE(qtt)    nq^E^/^c 
while from eqs. (1), (10) and (12) the volume fraction will be equal 

-c 

(17) 

,        ..    4n "Pi       ^Ibc^An,   ^2    ,,„, 

Since all quantities in eq.(16)-(18) can be measured on planes parallel to z, these planes alone are 
sufficient for finding all true characteristics of the ellipsoids. Hence, by measuring area density NAtlj, 

half-axes c and the aspect ratios of sections on those planes one can obtain: 
- the aspect ratios qac and qbc as the maximum and minimum observed aspect ratios 
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- true size distribution from eq. (16) 
- moments of the size ditributioh from eqs. (10) with A replaced by C and a by c 
- volume density and volume fraction of ellipsoids from eq. (17) and (18) 

PRACTICAL COMMENTS 

The derived expressions allows for the use of two different sets of planes for characterizing partially 
aligned biaxial ellipsoids. Planes parallel to z are sufficient to obtained all characteristics, while planes 
nemendicular to z allow for the measurement of only the size distribution and volume fractions. Since in 
reality the same-shape approximation may not be entirely true, the errors in estimating aspect^ratios from 
single measurement can contribute significantly to the errors in estimates ofNy and/ It would be then 
advisable to obtain estimates of the average aspect ratios based on the large number of data. Fortunately 
such estimate are possible for all the ratios. As already discussed, qab is the easiest to find: it is the average 
aspect ratio of the cross-sections on z planes. The same holds for average value of q* which can be 

obtained from: _       

,    -i-^        (19) 
qac    C    (l/a) 

which requires measurement on both planes parallel and perpendicular to z. As for qbc, it is possible to 

show that it is related to the aspect ratios qbcax on planes parallel to z through relation: 

1bcnx   ~ Ibc 

which averaged over 0<9<2n results in 

cos  6 + 
V \<lab  ) 

(20) 

2*< rsm6V^ 
Ibc 

d6 <lba f ■>   „ S111C7 «1/ *o<™, ,-,. 
= <lbc\   COS20+     —      =>      Ibc =  r (n    N <21> 

where E1(qab) represents the integral, plotted in figure 3, related to the hypogeometric function. Hence, 
finding q* also necessitates measurements on both sets of the test planes. 

SUMMARY 

.     The relations for estimating true size characteristics, volume fractions and volume densities of the 
same-shape in-plane aligned biaxial ellipsoidal have been compiled. 

.     The measurements on planes perpendicular to the plane of alignment allow for estimations of all true 
size characteristics. The two necessary aspect ratios are the largest and the smallest observed aspect 
ratios and the true size distribution can be obtained from the measured distribution of the section 

diameters. 
•     Measurements on planes parallel to the plane of alignment are not sufficient for finding all true 

characteristics. They allow however for the estimation of the true size distribution, volume fraction 

and one of the true aspect ratios. 
.     Alternative expressions for estimating average aspect ratios were also derived. They should be useful 

for finding aspect ratios when biaxial-ellipsoid is an approximation of the particle shapes. 
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Figure 1. Schematic showing observed cross-sections of triaxial ellipsoidal particles aligned parallel to the 
x-y plane with random rotations about z-axis, the case considered in the paper. 
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Figure 2. Example of particle sections observed on planes nz normal to z and planes nx parallel to z. 

Figure 3. Change of shape functions E(qJ and E,(qab) with the triaxial ellipsoid aspect ratio qab. 
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Accumulation of Microstructural Damage Due to 
Fatigue of High-Strength Aluminum Alloys 

A. J. Luevano, M. A. Przystupa, andJ. Zhang 

The microstructural features of aluminum alloy 7050-T7451 in the vicinity of fatigue cracks and on the 
crack path were studied to determine which of these features influence fatigue crack propagation. The 
studies included characterization of the full spectrum of microstructural and fracture surface features— 
from the largest (e.g., roughness and grain type) to the smallest (e.g., second-phase particles and disloca- 
tions). Of all the features studied, only the second-phase particles were shown to have a definite influence 
by causing crack deflection. The number of particles encountered by the fatigue cracks were significantly 
higher than the expected average. The fatigue crack path was predominately transgranular, and there 
was no change in the dislocation and precipitation structures in the crack-affected zone. 

Keywords 

Aluminum alloys, cracks: propagation, fatigue 

about the crack geometry, the distribution of different features 
on the crack path, and the microstructural damage inflicted dur- 
ing fatigue. 

1. Introduction 

FATIGUE failures in metals and alloys are always preceded 
by the accumulation of microstructural damage. Such damage 
manifests itself as microcracking, debonding, development of 
slip bands, formation of dislocation cell structures, and, ulti- 
mately, nucleation and growth of a fatigue crack. The sequence 
of damage accumulation events leading to the fatigue crack nu- 
cleation and growth is debatable, but there is no doubt that fa- 
tigue resistance is low in alloys susceptible to large amounts of 
microstructural damage (Ref 1). In order to design alloys for 
improved fatigue resistance and/or to formulate realistic life- 
prediction models, it is thus necessary to determine which 
forms of damage occur in different alloys and to rank their im- 
portance. 

The purpose of this work was to identify microstructural 
damage processes taking place during fatigue in a typical pre- 
cipitation-hardened aluminum aerospace plate alloy and to as- 
sess the importance of these processes in controlling crack 
propagation rates. Aluminum alloys were chosen because of 
their prominence in aerospace applications. These alloys also 
have very complex structures consisting of unrecrystallized or 
partially recrystallized grains with matrix and grain-boundary 
precipitates, constituent particles, microporosities, and, in 
many instances, precipitation-free zones (Ref 2-5). The domi- 
nant fatigue crack usually initiates at the largest surface micro- 
pore and propagates tortuously through the matrix. Crack 
deflections results from the linking up of the main crack with 
microcracks in the damage zone preceding it or from preferred 
intergranular fracture, cracking along slip planes, and so on. 
Each of these factors constitutes a different type of microstruc- 
tural damage mechanism. The mechanism that is actually ac- 
tive can be identified through metallographic and fractographic 
examinations. The results of such an analysis, for the 7050- 
T7451 plate alloy, are reported here. Included is information 

A.J. Lueväno, M.A. Przystupa, and J. Zhang, Department of Mate- 
rials Science and Engineering, University of California, Los Angeles, 
Los Angeles, CA 90024 

2. Experimental Procedure 

The material used in this study was from the center of a 
batch of 14.5 cm thick 7050-T7451 plate alloy designated as 
"old quality" by Alcoa. This alloy (Fig. 1) is 20% recrystallized 
and contains, by volume, about 0.1% of porosities and 0.65% 
constituent particles in the form of stringers (Ref 6). Their av- 
erage sizes are 3.4 and 4.5 iim, respectively (Ref 6). The pre- 
cipitate microstructure consists of grain-boundary and matrix 
precipitates (Fig. 2). 

The precipitate phases present were identified by compar- 
ing the diffraction patterns of the examined alloy with patterns 
of other 7xcx alloys. The patterns were identical to those taken 
by Park and Andrell (Ref 7) of overaged 7075. They identified 
the matrix phases as r\' and T\ variants (predominantly T| 1, rj2, 
and T|4) and the grain-boundary precipitates as predominantly 
T|. Because the alloy had been partially recrystallized, the dislo- 
cations were not apparent in these microstructures. 
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Fig. 1 Micrograph showing recrystallized and unrecrystallized 
grains in aluminum alloy 7050-T7451 
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Fig. 2 Microstructure of 7050-T7451 grain-boundary precipitates (a) and matrix precipitates (b) 
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Fig. 3 (a) Two-hole fatigue sample, (b) Schematic of secondary 
fatigue cracks 

The samples for damage assessment used in this investiga- 
tion were cut from two-hole fatigue specimens (Fig. 3a). Two- 
hole specimens were used to simulate the loading condition of 
bolt holes in an aircraft part (Ref 3-5). The specimens were cut 
from the center section of a plate, with the long axis normal to 
the rolling direction. They were then fatigued to failure under 
the conditions of omax =170 MPa, R = 0.1, and a frequency of 
10 Hz. In all cases, the cracking started from large surface mi- 
cropores (Ref 5). Some of the failed samples contained secon- 
dary fatigue cracks at the unfailed hole (Fig. 3b). These cracks 
are ideal for identifying the microstructural features on both 
sides of the fatigue crack path. The microstructures in the vicin- 
ity of two such cracks that formed on opposite sides of the same 
hole were studied in this investigation, which employed both 
scanning electron microscopy (SEM) and transmission elec- 
tron microscopy (TEM). 

The SEM examinations were used to determine the crack 
roughness, the relationship of the crack path to grain structure, 
the number of second-phase particle intercepts, and the sever- 
ity of microcracking. The microstructures were characterized 
along two crack paths (Fig. 3b) at the surface sections and at the 
one-third and two-thirds thicknesses of the sample. Scanning 
electron microscopy photographs of specimens in both the 
etched and unetched conditions were used for all measure- 
ments. Actual crack lengths and the fractions of the crack paths 
through various regions (i.e., unrecrystallized grains, recrystal- 
lized grains, and grain boundaries) were measured on the mi- 
crographs using a digitizer. 

One of the cracks was analyzed using a computerized sys- 
tem for fractographic analysis (Ref 8). This system allows 
automatic estimation of the actual and projected crack lengths, 
roughness parameters, distribution of the angles describing ori- 
entations of crack segments, and fractal dimension. The gen- 
eral concept of the fractal analysis is based on the principle that 
the number of ruler lengths, N, required to measure the length 
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crack start 
Table 1   Crack lengths and roughness parameters 

perforation 

IS! thin area 

monotonic 
plastic zone 

direction of 
propagation 

Fig. 4  Schematic of thin foil used for dislocation study. The 
thinned area examined is marked with an X 

of a curve depends on the size of the ruler, p, used in the meas- 
urement (Ref 9). A small ruler resolves finer details than a large 
one, but at the same time requires a disproportionately greater 
number of steps to cover the analyzed curve. A plot of log (AO 
versus log (1/p) for a fractal curve yields a straight line that can 
be described by: 

Profile 
Crack Projected Actual roughness 
No. Section length, Um length, urn parameter 

1 Surface 1937 2400 1.24 
lA thickness 2771 3277 1.18 

h thickness 2773 3307 1.19 

2 Surface 3292 3635 1.10 
'/!i thickness 3600 4037 1.12 
2/i thickness 3433 4171 1.22 

The SEM studies were supplemented by TEM examination 
to determine whether any change in dislocation structure oc- 
curred in the vicinity of the crack path. Specifically, evidence 
of dislocation activities in or near the cyclic plastic zone was 
sought. Samples for this purpose were cut from various sec- 
tions along the fatigue crack path. Each TEM sample contained 
either starting, middle, or end regions of the fatigue crack. The 
samples were dimpled using a solution of 10% nitric acid and 
90% water at room temperature and a voltage of 25 V. Final pol- 
ish and perforation were done with a solution of 30% nitric acid 
and 70% methanol at a temperature of-30 °C and a voltage of 
15tol8V. 

All TEM samples were examined in the scanning (STEM) 
mode to determine the position of the perforations in relation to 
the fatigue crack. The thinned area around the perforation cho- 
sen for examination was always the one closest to the crack. 
Because little control over the position of the perforation is 
possible, we were unsuccessful in obtaining samples with suit- 
able thinned area next to the crack. The location of the thinned 
area closest to the fatigue crack used in this study is shown 
schematically in Fig. 4. As indicated in Fig. 4 and explained in 
the following section, this area was on the border between the 
cyclic and the monotonic plastic zones. All other TEM samples 
were from the monotonic plastic zone. 

N = k 

where d is the fractal dimension and k is a constant. Such a de- 
fined fractal dimension gives an indication of the roughness of 
a surface: The closer the number is to 1, the smoother the sur- 
face. This method of defining a fractal has been proposed by 
Mandelbrot (Ref 9). 

To determine whether a fatigue crack deflects toward con- 
stituent particles, the average number of particles per unit 
length of a straight line was compared with the actual number 
of particles per unit crack length. For both measurements, en- 
larged photographs of the entire crack length were used. The 
expected number of particles for a straight crack was measured 
using a scan grid of parallel lines spaced 0.5 cm apart. Because 
of the anisotropy of constituent particle spatial distribution, the 
grid was always aligned with the average direction of crack 
propagation. The number of constituent particle intercepts per 
unit length along the actual crack path was calculated from 
measurements of the actual crack lengths and total number of 
particles intersected by the crack. 

3. Results and Discussion 

3.1   Roughness and Crack Geometry 

The results of the crack length measurements and the profile 
roughness parameters, defined as the ratios of the actual to the 
projected crack lengths, are summarized in Table 1. As ex- 
pected, the projected crack lengths in the interiors of the sam- 
ples were longer than those at the surface due to the curved 
crack front profile. The roughness parameters varied between 
1.1 and 1.24, which is in agreement with the average roughness 
parameter of 1.2 obtained in the parallel studies for the actual 
fatigue fracture surfaces of the investigated sample using frac- 
tal analysis (Ref 6). 

Profiles of crack 2 at the surface section opposite that used 
in Table 1 were analyzed using an automated fractographic and 
fractal analysis system. Both the upper and the lower surfaces 
of the crack were examined. The crack length for the upper pro- 
file was 3128 u.m; for the lower surface profile, 3028 p.m. 
Roughness parameters were 1.27 and 1.25, respectively (a dif- 
ference of only 1.35%). Results of the fractal analysis for the 
upper surface profile of crack 2 are shown in Fig. 5. The slopes 
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of the curve is 1.041, which represents the fractal dimension. 
The fractal dimension for the lower profile was a comparable 
1.037. The results indicated only one of the profiles^ required 
study. 

The distribution of the crack segment orientations for the 
upper profile of crack 2 is shown in Fig. 6. As expected, the 
most frequent angle for the upp6r profile is at about 90°, which 
is the general crack propagation direction. The lower profile 
exhibited a similar symmetrical trend. Both distributions were 
relatively flat, indicating a considerable amount of crack de- 
flection in both profiles. 

In addition to the main fatigue cracks, two other types of 
cracks were observed in the studied specimens. The more com- 
mon type was crack branching. The branches often grew to- 
ward and into constituent particles (Fig. 7a). Microcracks were 
also observed near, but separate from, the main crack. Two ex- 

amples of such microcracks are shown in Fig. 8. Both were lo- 
cated near the end of the fatigue crack, and the crack shown in 
Fig. 8(a) originated at a constituent particle. This means that 
the growth of a fatigue crack in 7050-T7451 alloy is preceded 
by the microcracking ahead of the crack tip, with the constitu- 
ent particles serving as the potential microcrack nucleation 
sites. The crack then propagates toward the microcracks, re- 
sulting in a noticeable amount of crack deflection. 

3.2   Grain Structure 

The interaction of the fatigue crack with grains was evalu- 
ated based on measurements of the fractions of the length of the 
crack that passed through the various types of grains and/or 
grain boundaries. Because the material was partially recrystal- 

10000 
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100 

Ruler Length (um) 
20    «0     60     80    100    120    140    160    160 

Angle (degrees) 

Fig. 5 Plot for determining fractal dimensions of fatigue crack 
2, upper profile, surface region 

Fig. 6 Distribution of angular orientation of crack segment, 
crack 2, surface section 

feg*« 

(a) (b) 

Fig. 7 Branching of fatigue cracks in 7050-T7451 alloy, (a) Branches propagating through constituent panicles, (b) Branches propagating 
along grain boundaries 
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lized, the grains encountered by the crack were either recrystal- 
lized or unrecrystallized with subgrains. The lengths of the 
crack path along boundaries and through each type of grains 
were measured from micrographs and used in the calculation of 
the percentages. Intergranular portions of the crack path were" 
separated into the following categories, depending on the types 
of grains on either side of the crack: (1) unrecrystallized/re- 
crystallized, (2) recrystallized/recrystallized, and (3) unrecrys- 
tallized/unrecrystallized. The results (Table 2) indicate that the 
crack propagated both transgranularly and intergranularly, 
with the preferred fracture mode being transgranular. The 
transgranular portion of the crack was primarily through the 
unrecrystallized grains which is not unexpected as the material 
is only 20% recrystallized. The fractions of the recrystallized 
grains encountered by the crack varied widely, but generally 
were lower than the recrystallization levels. 

Intergranular failures constituted between 6 and 40% of the 
total fatigue crack path. From the possible combinations, the 
boundaries between unrecrystallized and recrystallized grains 
were most frequently chosen by the crack. This implies that 
such boundaries are most susceptible to fatigue damage. It was 

also observed that some of the transgranular cracks in the unre- 
crystallized grains propagated along subgrain boundaries. The 
percentages of crack path along subgrain boundaries in the un- 
recrystallized grains, also given in Table 2, indicate that only a 
small portion of the crack path followed subgrain boundaries. 
In the case of crack 2, the crack was too wide to allow accurate 
determination of its path. 

3.3   Second-Phase Particles 

To determine the influence of the constituent particles on 
the crack path deflections, the expected number of particle in- 
tercepts along a straight line through a sample were compared 
with the number of particles intercepted by the actual crack 
path. As described earlier, the measurements were taken from 
enlarged photographs (e.g., Fig. 9) that enhanced the details. 
The results are summarized in Table 3. For each section the 
number of particle intercepted by the crack was always greater 
than the expected average for the straight line. To determine 
whether the values were significantly different, the null hy- 
pothesis that they were the same was tested using Stu- 
dent's t-distribution (Ref 10). In all cases the null hypothesis 

Table 2   Percentage of crack length in various regions of grain structure 

Sample 

1 Front surface 
x/i thickness 
2A thickness 
Back surface 
Surface 
l/i thickness 

Transgranular crack path 

Crack No.        Section 

Unrecrystallized, Recrystallized, 

% % 
76.1 
54.3 
63.4 

65.6 
65.8 
75.7 

12.3 
5.9 

22.4 

12.8 
26.2 
18.5 

88.4 
60.2 
85.8 
78.4 
92.0 
94.2 

Intergranular crack path (a) 

2.2 
25.8 

12.6 
12.8 
8.0 
5.8 

1.5 
7.2 

8.8 

5.1 
1.5 

(a) U/R, unrecrystallized/recrystallized; R/R, recrystallized/recrystallized; U/U, unrecrystallized/unrecrystallized 

Total,       U/R boundaries, R/R boundaries, U/U boundaries,    Subgrain,    Total, 

11.6 
39.8 
14.2 

21.6 
8.0 
5.8 

„       •//• 

'■■h 

(a) (b) 

Fig. 8 Microcracks in the vicinity of the main crack. Arrows indicate the end of the fatigue crack. 
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Fig. 9 Example of the type of micrograph used to calculate the 
number of particles intercepted by scan lines and the crack 
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Fig. 10 Changes in CPZ size with crack length 

Table 3   Number of intercepts of scan lines and crack path 
with second phase particles. 

Crack Straight line Crack path Significance 
No.        Section NoVum No7|im level (%) 

1        surface 9.9 X1CH +6.5 x1fr4 2.0 x irr3 <0.1 
lA thickness 
h thickness 

8.7 x 10"4 + 4.5 x irr4 2.1 x irr3 <0.1 
9.4 x irr4 + 5.8 x irr4 1.6 x irr3 <0.1 

2        surface 8.0 x irr4 + 5.8 x1fr4 1.3 xlO"3 <0.1 
Vi thickness 
A thick, :ss 

1.2 x irr4 + 5.8 x1fr4 1.9 x irr3 <0.1 
i.oxirr3 + 4.ixirr4 2.2 x irr3 <0.1 

had to be rejected at a significance level of less than 0.1%. This 
means that there was a less than 0.1% chance that the number 
of particles intercepted by the crack was the same as that for the 
straight line; the actual calculated probability was even smaller 
(in the 1 x 10-10% range). 

It is thus justifiable to conclude that the constituent particles 
affected the crack path by causing crack deflections. The most 
likely reason for this behavior is particle cracking. As shown in 
Fig. 7, some of the particles in the vicinity of the fatigue crack 
path had microcracks. Such particles always attract the main 
fatigue crack, causing crack deflections. Because the investi- 
gated 7050-T7451 alloy originally contained broken constitu- 
ents (Ref 11,12), it is impossible to tell which of the particles 
fractured as a result of fatigue. However, the number of parti- 
cles intersected by the fatigue crack was significantly larger 
than the number of broken particles observed in the starting 
material. This means that fatigue resulted in constituent parti- 
cle cracking in the crack-affected zone of the alloy. 

3.4   Precipitates and Dislocations 

Both precipitate and dislocation microstructures in the vi- 
cinity of the crack were examined and compared, to that of the 
bulk material to establish whether fatigue-related damage oc- 
curred. Because the studied material was subjected to high-cy- 
cle fatigue, the most probable region of damage was the cyclic 
plastic zone (CPZ). To determine the size ofthat zone and thus 

how close to the fatigue crack the TEM sample had to be perfo- 
rated, Eq 1 was used (Ref 1): 

AK Y 

2o„ 
(Eql) 

where AK is the stress-intensity factor amplitude and oy is the 
yield strength, equal to 450 MPa for 7050-T7451 alloy. 

The change in the CPZ size, rc, with crack length using Eq 1 
is shown in Fig. 10. Two cases had to be considered. The first 
involved small through-thickness cracks, each of length L, 
emanating from the fasten hole of radius R. In this case, the 
stress-intensity factor can be approximated as (Ref 13,14): 

AK = 3.36AOVTLT V 2R + 2L 

2R + L (Eq2) 

where Ad is stress amplitude, which was equal to 153 MPa. An- 
other expression for AK must be used for large cracks. In this 
case, both cracks and the hole can be approximated as a 
through-thickness center crack of length 2(R+L) (Fig. 3b), and 
AK is equal to (Ref 13): 

AK = A<pln(R + L) 
TtfTf + L) 
—W~ 

1/2 

(Eq3) 

where W is the double-hole specimen width. As Fig. 10 shows, 
the size of the plastic zone at the crack initiation site was about 
10 \im. At the termination point, when the cracks were 2.5 to 
3.5 mm long, the zone increased to about 250 (im. This is com- 
parable to the typical grain size, which for the studied 7050- 
T7451 alloy is 138 urn for unrecrystallized grains. Thus, to 
observe any possible damage due to fatigue, the TEM sample 
had to be perforated in a grain adjacent to the fatigue crack. 
Such accuracy is difficult to achieve. However, as shown in Fig. 
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Fig. 11 Microstructure of the matrix in (a) bulk 7050-T7451 and (b) thin foil closest to the crack shown 

4, we were able to obtain a foil with perforation approximately 
0.7 mm from the crack initiation site and 100 (im from the crack 
surface. The CPZ in this area was about 100 n.m (Fig. 10). 
Hence, the area examined was not in the CPZ, but on the border 
between the CPZ and the monotonic plastic zone. Examination 
of that particular sample revealed no evidence of changes in the 
precipitate structure or debonding at the grain boundaries. 
Also, the dislocation structure was no different from that of the 
bulk material. Figure 11 compares the microstructure of the 
matrix in the bulk 7Ö50-T7451 material and in the area indi- 
cated in Fig. 4. Although the dislocations are difficult to locate, 
there clearly are no tendencies to grouping and/or banding in 
the area nearest the CPZ. 

The above findings are consistent with other studies of dis- 
location structure in Ixxx alloys in low-cycle fatigue. For in- 
stance, it was reported that even at low strain amplitudes the 
grouping of dislocations can be seen after only a few fatigue cy- 
cles (Ref 16). The studied sample was exposed to 47,812 fa- 
tigue cycles, so some dislocation activities should be expected 
to occur. The fact that none was observed can be attributed to 
the low maximum stress (only 38% of the yield strength) and to 
the partially recrystallized polygonized structure with stable 
subgrains. The material had few free dislocations to begin with, 
and thus the amount of fatigue-related dislocation damage 
would be confined to the CPZ and would be much less than that 
for unrecrystallized, cold-worked alloys. Moreover, the slip in 
Ixxx aluminum alloys is affected by both temper and the per- 
centage of copper present in the alloy. In the T7 stabilized tem- 
per, these alloys have more unshearable precipitates than in the 
T6 condition. Therefore, the slip is more homogeneous (Ref 
17) and crack-tip deformation can be absorbed in the CPZ area. 
The affect of aging on the dislocation structure of 7050 alloy fa- 
tigued under low- cycle, low-strain-amplitude conditions was 
investigated by Coyne and Starke (Ref 18). They reported that 
going from underaged to peak aged to overaged conditions re- 
sulted in decreased dislocation banding and lower dislocation 

densities within the bands. The effect of copper on slip is simi- 
lar. As the copper content increases, slip becomes more homo- 
geneous and slip bands are not observed. Lin and Starke (Ref 
19), observed this phenomenon in Ixxx alloys with 2.1% Cu. 
Our alloy contained 2.3% Cu. and was in the overaged condi- 
tion. The lack of dislocation activities is consistent with the Lin 
and Starke findings. However, some dislocation activities had 
to have taken place to facilitate fracture. The fact that none was 
observed can be explained by the location of the TEM exami- 
nation areas. All areas examined were on the border outside the 
CPZ and thus in the region where plastic deformation would be 
small. As reported by Wilkins and Smith (Ref 20), moving 
away from the crack tip from the cyclic to the monotonic plas- 
tic zone, the dislocation structure changes from one charac- 
teristic of high-strain fatigue to one of low-strain fatigue. 
Results of our study confirm this and indicate that no visible 
dislocation activities occurred in the monotonic plastic zone in 
the investigated 7050-T7451 alloy. 

4. Conclusions 

The microstructure in and adjacent to fatigue cracks in alu- 
minum alloy 7050-T7451 has been characterized to assess the 
amount of fatigue damage on the grain structure, second-phase 
particle and dislocation levels. The following conclusions have 
been reached: 

• The fatigue crack path is 60 to 95% transgranular, with no 
preference toward unrecrystallized or recrystallized grains. 

• The intergranular portion of the crack path occurs preferen- 
tially between unrecrystallized and recrystallized grains. 

• Deflection of crack paths is controlled by the second-phase 
particles. The number of particles on the crack path is sig- 
nificantly higher than the expected average. 
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• No change in dislocation structure and no alterations of the 
precipitate structure was observed in the vicinity of the fa- 
tigue cracks. 
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ABSTRACT 

The purpose of this work was to test a microstructure based fatigue life prediction Monte- 

Carlo model for potential use in quantifying fatigue quality and reliability of metallic 

structural alloys. The model used was of the crack growth type with the sizes of crack ini- 

tiating pores, local crack geometry and crack tip texture as random variables. The model 

was verified using data for 7050-T7451 plate alloy fatigue tested in smooth sample con- 

figuration at cw of 241 and 276 MPa and R=0.1. The mechanical testing was supple- 

mented with characterizations of the size distributions of the fatigue performance limiting 

bulk porosity and measurements of the actual sizes of the fatigue crack initiating pores. 

Predicted fatigue lives were in good agreement with the experimental results and the 

model identified the size distribution of the crack initiating pores as the dominant variable 

controlling fatigue performance. The distributions of those pores were predicted from the 

bulk pore size data using the statistics of extremes. The developed approach proved effec- 

tive in incorporating microstructural information in modeling fatigue and could be used in 

ranking fatigue quality and reliability of materials based on microstructural data. 

Introduction 

Most of the existing crack growth life prediction models are based on the Paris/Erdogan 

type growth laws. Since such laws are deterministic, these models are suitable for pre- 

dicting the average fatigue life. The statistical variability can be introduced into them either 
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through the stochastic multiplication factor or by replacing all parameters with stochastic 

variables[l]. The later approach allows for dynamic change of the crack tip environment 

with crack length, hence it is ideal for investigation the microstructural effects using a 

Monte-Carlo (MC) method[2]. The MC model used in this work incorporates micro- 

structural changes on the crack path through the following crack growth law[3,4]: 

§ -CAKm = vw ^        m 

where C,C',m and n are material constants, V is crack deflection correction coefficient 

and Mis a Taylor factor dependent on material crystallographic texture [5]. Integrating 

eq. 1 gives fatigue life equal: 

y  M" 
N = N + da (2) 

where N0 is number of nucleation cycles, a0 is an initial and acrit final crack lengths. The 

microstructure enters the model through (1) initial crack size a0 equal to the size of the 

microstructural crack initiating flaws, (2) Taylor factor M controlled by crystallographic 

texture and (3) crack deflection correction V related to the spatial distribution of the mi- 

crostructural features. During MC simulations eq. 2 can be integrated numerically with 

random values of N0, a0 and acHt as input and with randomly selected values of M and T> 

for each integration steps. The calculations are then repeated for various combinations of 

all variables, giving the distribution of fatigue lives. The model is extremely flexible and it 

allows for simulation of the effects from each individual variable and from their combina- 

tions. In this work we investigated only the effects of the initial crack sizes a0, texture and 

crack deflections on fatigue lifes of the 7050-T7451 plate alloys. In these alloys the cracks 

initiate preferentially from large pores and it can be assumed that the nucleation stage is 

insignificant, e.g. A^ = 0[6]. 
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Experimental Results 

The test material used was 7050-T7451 thick (145 mm) plate alloy with yield strength of 

455 MPa, tensile strength 515 MPa, fracture toughness 32.3 MPa m1/2 and fatigue crack 

growth rate given by relation[7]: 

— = 7.5xlO-12Ar175 (3) 
dN 

(results in m/cycle for AK in MPa m1/2). The L-T smooth fatigue samples used in testing 

were cut from the plate center and had gauge length 50.8 mm and diameter 12.7 mm. All 

tests were conducted at ambient atmosphere under constant amplitude loading with maxi- 

mum stresses 241 MPa (45 samples) and 276 MPa (23 samples), R = 0.1 and at frequency 

10 Hz. The results are summarized in figure 1. 

The microstructural characterizations included both metallography and fractography. The 

metallography focused on the measurement of the size distribution of the bulk porosity at 

the center of the plate. The magnification used was 900X and the data were collected 

from the LS, TL and ST planes. Obtained cumulative size distribution of pore maximum 

dimensions is shown in figure 2. The average bulk pore maximum dimension was 23.8 urn, 

aspect ratio 1.52 and area density 76.1 mm"2. Additional microstructural data on the same 

material have been reported in [8]. The fractographic examinations were limited to twenty 

samples tested at cw=241 MPa. In all cases cracks initiated from large pores which had 

average max. length of 153.2 urn and average aspect ratio of 1.80 . The cumulative size 

distribution of the pore maximum dimensions are also shown in figure 2. 

Results and Discussion 

The obtained results were used in estimating both the magnitudes of the microstructural 

contributions to the scatter in fatigue lives and in testing the predictive capabilities of the 

microstructure based fatigue MC model. The former can be obtained from eq. 2 by inte- 
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grating it with the upper and lower bound values of the microstructural variables and the 

later by changing microstructural variables with crack length. To obtain bounds on the ini- 

tial crack sizes, it was assumed that each pore acts as microcrack and that the initial crack 

size is equal to the size of the largest pore intersecting fatigue sample surface. The size 

distribution of such pores, one from each sample, constitutes an extreme value distribution 

of bulk pores (parent distribution) with the sample size, No, equal to the number of pores 

intersecting sample surface [9]. To obtain the extreme value distribution, the bulk pore 

sizes were fitted with a Gumbel parent 

(      ( iogrf-//Yi 
F(\ogd) = expl - exp|^- JJ (4) 

where dis pore size and n and care distribution parameters, utilizing recommended 

weight function: 

w, = -^ (5) 

where /' is the ordered pore size number and/?, its empirical probability[9]. The Gumbel 

distribution was chosen because it described the best the right tail of the parent and be- 

cause of its utility in the extreme value calculations. For a Gumbel parent the extreme 

value distribution is also given by eq. (4), with the same dispersion a and with ^ equal to: 

^N=ju + crlnNG (6) 

The investigated alloy had pore area density 76.1 mm"2, hence sample size, NG, was 

1.54xl05. The parameters of the parent and extreme distribution are compiled in Table I 

and both distributions are compared with the experimental data in figure 2. The predicted 

sizes of the crack initiating pores are in very good agreement with the actual fractographic 

data indicating the correctness of the approach. The predicted crack initiating pore sizes 

corresponding to the 1 and 99 percentiles were 87.4 and 517 urn respectively. They were 

used as the initial crack sizes in eq. 2 to estimate the variability in fatigue life attributable 

to pores. Obtined crack growth curves, for cw= 240 MPa, are in figure 3a. They were 
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generated using stress intensities from Raju and Newman [10] and assuming initial thumb- 

nail crack with depth equal to the pore size and with aspect ratio of the bulk pores. The 

predicted dispersion was 150,000 cycles which is comparable to that of the experimental 

results. 

The effects of the changes of the crystallographic texture along the crack path on fatigue 

life have been estimated from the expected changes of the resulting Taylor factors (M). 

For fee metals and alloys those changes can lead to the local M between 2.5 and 4.5[5]. 

The crack growth curves obtained using these values are shown in Figure 3c. They were 

simulated for initial crack size 172 urn, the predicted extreme average, n equal 2 [3] and 

using the same loading conditions as for the pore size effect. The obtained range of fatigue 

lives was 165,000 cycles. It should be however kept in mind that this represents the 

maximum one-sided effects. In reality the scatter will be smaller because the extreme con- 

ditions are not going to persist throughout the entire fatigue life. The realistic estimate of 

texture effect was obtained by varying M with crack length. For small cracks with plastic 

zone of the order of few grains M was assumed to be uniformly distributed between 2.5 

and 4.5. Since for longer cracks the plastic zone penetrates increasing number of grains, 

the range of local M-values can be progressively decreased. Eventually, for a critical num- 

ber of grains, Ncrit, of about twenty five the crack tip samples the average texture, hence M 

can be assumed constant and equal to the average value [11], figure 4a. Such changes of 

Mused in 1,000 MC simulations resulted in the predicted fatigue life range of only 5,200 

cycles, figure 3c. 

To evaluate the contribution from the changes of microstructural crack geometry on scat- 

ter, the reported fracture surface roughness data for 7050-T7451 alloy have been used 

[12]. The profile roughness was incorporated into the crack growth model by assuming 
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that the crack had idealized periodic profile shown in figure 4b. For such profile the de- 

flection correction factor in eq. (2) is equal to[3,13]: 

V.± (7, 

where RL is the profile roughness parameter equal to the ratio of the crack true and pro- 

jected lengths. The maximum reported value of the profile roughness for 7050-T7451 al- 

loy is 1.54[12]; it gives the lower limit for V. The upper limit corresponds to the straight 

crack without deflections i.e. when both RL and T> are one. Crack growth curves obtained 

for those limits are in figure 3b. The estimated fatigue life variability was 61,000 cycles 

which is less then that for texture. This is again a one-sided overestimation. To obtain a 

realistic estimate of the range, the D-values were varied along the crack path uniformly 

between the upper and lower bounds. The resulting spread of fatigue lives was only 2,200 

cycles, figure 3b. 

The fatigue lives in the 7050-T7451 plate alloys would be then expected to be controlled 

primarily by the size distribution of crack initiating pores, with other microstructural fac- 

tors playing secondary role. Figures 1 and 5 show comparison of the experimental S-N 

fatigue data with the MC results simulatied with initial crack size, yield strength and crack 

deflections as random variables. The initial crack sizes were generated according to the 

predicted extreme value distribution, with aspect ratios equal to the bulk pore average. 

The yield strength and crack geometry fluctuations were incorporated into the model us- 

ing the aforementioned distributions of Taylor factors and deflection corrections T>. The 

predictions compare favorably with the experimental data for both short and mid-range 

fatigue lives. For long lives the model underestimates the experimental results. Although 

this is desirable from the point of view of the safe design, the underestimation is substan- 

418 



tial. This error is due the overestimation of the small crack initiating pore sizes by the ex- 

treme value procedure. 

Summary 

• A Monte-Carlo crack growth model was used to estimates the magnitudes of micro- 

structural effects on fatigue life of the 7050-T7451 thick plate alloys. The random 

variables used included crack initiating pore size, crystallographic texture and crack 

deflections. 

• The model, with the initial crack sizes predicted from the bulk pore size distribution 

using statistics of extreme, show good predictive capabilities for the low and mid 

range fatigue lives. 

• The size distributions of microstructural flaws, such as porosity, has been identified as 

the dominant variable controlling fatigue lives in 7050-T7451 plate alloys. 
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Tables 

TABLE I. Parameters of the Gumbel Distributions of Pore Largest Dimensions 

M- a 

Bulk Pores 
(weighted fit) 

1.450 0.290 

Crack Initiating Pores 
(ArG=1.54xl05) 

4.913 0.290 
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Figure 1. Comparison of the experimental S-N results with the predictions from the 

Monte-Carlo simulations for indicated a^ levels : 7050-T7451 plate alloy, L-T 

smooth fatigue samples, R = 0.1, 10 Hz. 
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Figure 3. Effects of the extreme variation of (a) flaw sizes, (b) crack deflections and (c) texture on fatigue 

life of the 7050-T7451 plate alloy fatigued at amax=241 MPa and R = 0.1. Random curves cor- 

respond to the random variations of deflections and texture along the crack path. 
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Figure 4. Schematics showing (a) change of the range of Taylor factor values with number 

of grains intersected by the crack tip and (b) idealized crack profile assumed dur- 

ing Monte-Carlo simulations. 
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Figure 5. Comparison of the S-N fatigue data for the 7050-T7451 plate alloys with the 

Monte-Carlo predictions obtained with initial crack sizes, texture and crack de- 

flections as random variables. 

427 


