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Demonstration of a high-spectral-resolution lidar 
based on an iodine absorption filter 

P. Piironen and E. W. Eloranta 

Department of Atmospheric and Oceanic Sciences, University of Wisconsin, 1225 West Dayton Street, Madison, Wisconsin 53706 

Received September 7,1993 

A high-spectral-resolution lidar that uses an iodine absorption filter and a tunable, narrow-bandwidth Nd:YAG 
laser is demonstrated. Measurements of aerosol scattering cross section and optical depth are presented. The 
iodine absorption filter provides better performance than the Fabry-Perot etalon that it replaces. 

The University of Wisconsin high-spectral-resolution 
lidar (HSRL) measures optical properties of the 
atmosphere by separating the Doppler-broadened 
molecular backscatter return from the unbroadened 
aerosol return.1 The molecular signal is then used 
as a calibration target that is available at each 
point in the lidar profile. This calibration permits 
unambiguous measurements of aerosol scattering 
cross section and optical depth. The HSRL employs 
a Fabry-Perot 6talon with a 0.5-pm bandpass to 
separate the aerosol and molecular scattering. 

The HSRL based on the Fabry-Perot 6talon pro- 
duces accurate measurements of clear air, thin cir- 
rus, and stratospheric aerosols. However, when this 
system is used to probe dense water clouds, the 
detected aerosol signal in the molecular channel be- 
comes of the order of 10s larger than the molecu- 
lar return. Therefore the inversion coefficients used 
to separate the aerosol and molecular signals must 
be known with better than 0.01% accuracy; other- 
wise some of the aerosol return will appear in the 
separated molecular return. Since the inversion co- 
efficients for the 6talon-based system are known with 
only 0.1% accuracy, the measurements of dense water 
clouds are subject to error. For a reduction in the 
required calibration precision, a filter is required that 
provides greater rejection of the aerosol signal in the 
molecular channel. 

The performance of a Fabry-Perot 6talon is lim- 
ited by its finesse and the angular distribution of 
incoming light. The 6talon is operated in a pressure- 
and temperature-controlled environment, since keep- 
ing the filter performance stable requires a better 
than 0.1-mbar pressure tuning accuracy and a 0.1 *C 
temperature stability. 

Shimizu et cd.2 proposed the use of a narrow-band 
atomic absorption filter in a HSRL, and She et al* 
reported HSRL measurements of the temperature 
and the aerosol extinction coefficient with a barium 
atomic absorption filter. These studies have shown 
that an absorption filter can offer high rejection 
against aerosol scattering and therefore make the 
separation between molecular and aerosol scattering 
easier. Another advantage of an absorption filter 
is the stability of the absorption characteristics.2 

Furthermore, the transmission characteristics of a 
molecular absorption filter are not dependent on the 

mechanical alignment of the filter3 or the angular 
dependence of the incoming light. Also, a wide 
dynamic range in rejection against aerosol scattering 
is achieved by a simple change in the vapor pressure2 

or the length of the cell. 
In this Letter we present what are to our knowl- 

edge the first results from a HSRL that uses an 
iodine absorption filter. The advantage of iodine 
compared with barium is that instead of a dye laser's 
being required, a narrow-bandwidth, frequency- 
doubled Nd:YAG laser can be used. Also, strong 
absorption is obtained in a short cell at room 
temperature. Even through iodine has extensive 
hyperfine structure, the absorption linewidth is 
similar to the barium linewidth, which is broadened 
by operation at a temperature of ~500 *C. 

Iodine has many absorption peaks; eight of 
them are easily reached by thermal tuning of a 
frequency-doubled Nd-'YAG laser.4 Our HSRL uses 
a continuously pumped, Q-switched, injection-seeded, 
frequency-doubled Nd:YAG laser operating at a 
4-kHz pulse repetition rate.8 The frequency-doubled 
output is tunable over a 124-GHz frequency range by 
temperature tuning of the seed laser under computer 
control 

We measure the iodine spectrum by scanning the 
laser wavelength. A small amount of laser light is 
directed into a 100-m-long fiber-optic delay (Fiber 1 
in Fig. 1) and sent to the receiver to create a cali- 
bration light source. Since some of the laser shots 
are unseeded, the delay is necessary so that the 
measured Q-switch buildup time of each pulse can 
be used as a quality control to trigger the data sys- 
tem to record only seeded pulses. We calibrate the 
absorption spectrum by simultaneously measuring 
the signal reflected from the high-spectral-resolution 
gtalon (Fig. 1) and the signal transmitted through 
the absorption cell. The pressure in the 6talon is 
held constant while the laser wavelength is scanned. 
The free spectral range of the etalon is used to define 
the temperature-wavelength dependence of the scan. 
The measured spectrum has been compared with a 
published spectrum,6 and an ~0.01-pm wavelength 
agreement in relative line positions was observed. 
The measured iodine spectrum is presented in Fig. 2. 

The receiver is shown in Fig. 3. The system is a 
combined interferometer-molecular absorption lidar, 
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Fig. 1. HSRL transmitter. A sample of each transmit- 
ted pulse is directed to a pair of optical fibers, delayed, 
and injected back to the receiver for system calibrations. 
The length of the fibers is set so that the time-separated 
pulses can be recorded into the data profile. A 4-cm-long 
iodine cell is used for frequency locking the laser the 
seed laser temperature is dithered, and by maximization 
of the ratio between the first and the second calibration 
fiber signal the laser output is locked to the center of the 
absorption peak. 
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Fig. 2. Transmission of the 43-cm iodine cell as a func- 
tion of wavelength shift. The identification line numbers 
are from Ref. 6. 

which can be used in either mode. When the io- 
dine absorption cell is used, one can use the high- 
resolution gtalon as a reflector by pressure tuning 
it out from the transmission peak. When the high- 
resolution etalon is used, we disconnect the iodine 
cell by simply removing the beam splitter and the 
last turning mirror (mirror 4). 

For initial HSRL measurements line 1109 (Ref. 6; 
peak wavelength 532.26 nm), which is well isolated 
from the neighboring lines, was chosen. The nar- 
rower line 1106 would be a better candidate, but it 
is located close to a mode hop of the seed laser. For 
the first HSRL measurements a 43-cm-long cell was 
made. The cell with iodine crystals in a side arm 
was evacuated and kept at 27 'C. 

A comparison between high-resolution gtalon 
performance and iodine absorption filter performance 
is presented in Fig. 4. For the aerosol backscatterer 
a 2:1 separation between channels by the etalon 
[Fig. 4(b)] is measured, compared with a 1000:1 
separation in the iodine cell when it is operated at 
27 *C [Fig. 4(a)]. The determination of the system 
calibration for the amount of detected aerosol 
backscatterer is limited by the photon-counting 
statistics. With the current calibration for the 
iodine-absorption-based system the effective aerosol 

rejection in the inverted molecular profile is ~ 1:5000. 
With an improved calibration procedure, currently 
in progress, the determination accuracy of system 
calibration coefficients is expected to be improved. 
The molecular transmission in Figs. 4(a) and 4(b) 
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Fig. 3. HSRL receiver. The received backscatter signal 
is prefiltered for the background with an interference 
filter and a low-resolution eialon pair before being 
directed into a beam splitter. The signal detected with 
photomultiplier tube PMT1 contains the information 
about the total aerosol and molecular backscatter signal. 
The signal directed through the iodine cell and detected 
by photomultiplier tube PMT2 is a combination of the 
amount of aerosol backscatter signal that passes through 
the absorption cells and the wings of the molecular 
backscatter signal. 
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Fig. 4. (a) Transmission of a 43-cm cell (solid curve) to- 
gether with the molecular transmission (dashed curve) 
at -65 *C air temperature as a function of wavelength 
shift. The dashed-dotted curve shows the calculated 
molecular spectrum at -65 *C. (b) Etelon transmission 
(solid curve), reflection (dashed curve) and calculated 
molecular transmission of the molecular channel (PMT1) 
(long-dashed curve) as a function of wavelength shift. 
The dashed-dotted curve shows the calculated molecular 
spectrum at -65 *C. (c) Comparison of the molecular 
transmission of the molecular channel (PMT1) (dashed 
curve) and the iodine cell (solid curve) as a function of 
air temperature, (d) Iodine cell aerosol (solid curve) and 
molecular (dashed curve) transmission as a function of 
cell temperature. 
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Fig. 5. HSRL Measurements obtained on July 21,1993. 
(a) Signals detected with PMT1 (solid curve) and PMT2 
(dashed curve), (b) Aerosol backscatter cross section, 
(c) A constrained nonlinear regression fit (solid curve) 
to the inverted molecular signal (dashed curve at left) 
together with the calculated clear air molecular return 
(dashed curve at right), (d) Optical depth through the 
cloud layers. 

is calculated by the Doppler-broadened molecular 
spectrum at -65 *C. This temperature is close to 
the lowest temperature measured at the tropopause. 
The molecular transmissions of the high-resolution 
6talon and the iodine absorption filter are similar 
[Fig. 4(c)]. Owing to a wide absorption linewidth, 
the molecular transmission of the iodine filter is 
more dependent on the air temperature than is 
the 6talon. The temperature dependence of the cell 
transmission is modeled by the table values of iodine 
vapor pressure7 [Fig. 4(d)]. By changing the cell 
temperature from 27 to O'C, we can tune on-line 
transmission from 0.08% to 60%. 

Figure 5 shows an example from data obtained on 
July 21,1993, with the iodine-absorption-filter-based 
HSRL. A multilayer water cloud structure together 
with a cirrus cloud at 9 km is shown. The signal 
measured by photomultiplier tube PMT1 contains 
information about the total aerosol and molecular 
scattering.   The signal measured by photomultiplier 

tube PMT2 shows the molecular return. Notice 
that only a small aerosol cross talk in the raw 
molecular signal is visible at the densest parts of 
the clouds. This is easily removed by the inversion. 
The measured signals show the large dynamic range 
achieved in HSRL measurements. The aerosol 
backscatter cross section [Fig. 5(b)] is obtained from 
the aerosol-to-molecular-backscatter ratio and an 
estimate of the atmospheric gas-density profile 
measured by a radiosonde. 

The optical depth is obtained from the ratio of the 
inverted molecular return to the return predicted for 
pure molecular scattering. The inverted molecular 
signal together with the fitted signal is shown in 
Fig. 5(c). FigureoXd) shows that an optical depth 
of 1.2 is measured through the layer. Because the 
cross talk between channels can be accurately cor- 
rected and because the 160-/*rad field of view of the 
HSRL effectively suppresses multiple scattering, the 
optical depths inside a cloud can be measured. Our 
first measurements with the iodine-absorption-based 
HSRL have been so successful that we no longer use 
the high-resolution eialon. 

This study was supported by the Naval Research 
Laboratory, U.S. Department of the Navy, under 
grant N00014-93-1-G013 and by the University of 
Joensuu, Finland. 
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Abstract 

During the period of 26 October 1989 through 6 December 1989 
a unique complement of measurements was made at the University 
of Wisconsin—Madison to study the radiative properties of cirrus 
clouds. Simultaneous observations were obtained from a scanning 
lidar, two interferometers, a high spectral resolution lidar, geosta- 
tionary and polar orbiting satellites, radiosonde launches, and a 
whole-sky imager. This paper describes the experiment, the instru- 
ments deployed, and, as an example, the data collected during one 
day of the experiment. 

1. Introduction 

Uncertainties in model predictions of the climate 
response to increased greenhouse gas concentra- 
tions are largely due to inadequate parameterization 
of clouds and cloud-climate feedbacks (Cess et al. 
1989). Clouds affect climate by exerting a strong 
influence on radiative heating and cooling distribution 
within the atmosphere and at the earth's surface. 
There is an urgent need for measurements that guide 
and verify for the development of improved methods of 
treating cloud radiative properties in climate models. 
This paper describes the University of Wisconsin 
Cirrus Remote Sensing Pilot Experiment, designed to 
investigate visible and infrared (IR) optical properties 
of cirrus clouds and the effects of cloud spatial distri- 
bution on the scaling of point measurements to satel- 
lite and general circulation model (GCM) grid-scale 
averages. 

Clouds affect the radiative balancer of the earth/ 
atmosphere system by reflecting incoming solar radia- 
tion and by trapping outgoing longwave radiation. The 
difference between a clear-sky and a cloudy-sky ra- 

•Cooperative Institute for Meteorological Satellite Studies, Madison 
Wisconsin. 
♦Space Science and Engineering Center, Madison, Wisconsin. 
"Department of Meteorology, University of Wisconsin, Madison Wl 
53706 
~NOAA/ERL Wave Propagation Laboratory, Boulder, Colorado 
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diative energy budget is termed cloud radiative forc- 
ing. Observations from the Earth Radiation Budget 
Experiment (ERBE) recently provided estimates of 
shortwave and longwave cloud radiative forcing 
(Ramanathan et al. 1989). For the global mean, short- 
wave cloud radiative forcing is approximately -48 W 
m-2, while the longwave cloud radiative forcing is 
approximately 31 W rrr2. Thus, the present average 
cloud cover produces a net radiative cooling of ap- 
proximately 17 W nr2. In contrast, models suggest that 
an instantaneous doubling of C02 would produce a 
radiative heating of approximately 4 W nr2. By 
modificaion of radiative heating distribution, the in- 
creased greenhouse gas concentrations in the atmo- 
sphere are likely to change planetary circulation pat- 
terns and result in a redistribution of moisture and 
cloudiness. Thus, greenhouse warming trends could 
produce substantial cloud feedbacks that may serve 
to moderate or augment the actual global thermal 
response. Understanding the radiative effects of clouds 
is therefore crucial to the evaluation of greenhouse 
gas impacts on climate. In addition to modifying the 
radiative energy budget at the top of the atmosphere, 
clouds also modify the radiative heating of the atmo- 
sphere and surface. 

Cirrus clouds are important modulators of earth's 
radiative balance because of their large areal extent, 
seasonal persistence, and typically high-altitude loca- 
tion. These clouds have only recently been subject to 
detailed measurements (Mon. Wea. Rev., 118,2259- 
2248). Climate models suggest that cirrus may pro- 
duce a positive or a negative feedback response to 
global warming depending on cloud optical depth, 
altitude, and particle size distribution (Roeckner et al.' 
1987; Stephens et al. 1990). In order to address some 
specific issues concerning the remote sensing and 
radiative parameterizations of cirrus clouds, simulta- 
neous observations were made at the University of 
Wisconsin—Madison during the Cirrus Remote Sens- 
ing Pilot Experiment (CRSPE). CRSPE employed a 
unique complement of instruments in conjunction with 
satellite and National Weather Service meteorological 
observations. Section 2 describes CRSPE science 
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objectives and section 3 gives a brief description of 
instruments deployed. Section 4 presents a qualitative 
description of how the data support the scientific 
objectives by presenting examples of data collected 
on 1 December 1989. 

2. Science objectives 

Development of cirrus radiative parameterizations 
for model applications is particularly challenging for 
several reasons. Cirrus are composed largely of ice 
crystals exhibiting a wide range of shapes, sizes, and 
orientations. Cirrus are spatially inhomogeneous and 
often exhibit coherent structures in all size regimes, 
from tens of meters to the synoptic scale. While 

section) will provide "point" observations of the cirrus 
cloud with a field of view (FOV) of less than 1 km. The 
combination of scanning lidarand satellite data will be 
used to describe the horizontal and vertical structure 
of the cloud on the mesoscale, the portion of the cloud 
that passed over the central site, and the changes in 
the clouds during the period of the observations. 

2) Parameterization of visible and infrared cirrus 
optical properties. Cloud radiative parameterizations 
will be developed from the measured visible proper- 
ties and the infrared emissivities derived from the 
ground- and satellite-based observations from a vari- 
ety of cirrus cloud types. The effects of cloud 
inhomogeneities on these relationships will be inves- 
tigated. 

3) Verification of satellite cloud retrieval methods. 
Satellite- and ground- 

Ultimately, global measurement and monitoring of cirrus cloud cover 
and radiative properties are necessary. Current satellite-borne 

instrumentation can provide the needed global coverage, b\ 
property retrieval techniques require verification and call 

accurate and detailed measurements of the radiative, 
microphysical, and morphological properties of cirrus 
are needed, cloud variability and high cloud altitudes 
hamper in situ particle and radiation measurements. 

Ultimately, global measurement and monitoring of 
cirrus cloud cover and radiative properties are neces- 
sary. Current satellite-borne passive instrumentation 
can provide the needed global coverage, but cloud 
property retrieval techniques require verification and 
calibration. 

Interpretation of satellite radiometric measurements 
is often based on simplified model calculations or 
ground-based point observations. Scaling point mea- 
surements or theoretical calculations of cloud optical 
properties to satellite pixel-sized areal averages, or to 
GCM grid volumes, are not trivial due to spatial and 
temporal inhomogeneity of cirrus. To improve the 
radiation parameterization in global climate models 
using information from a densely instrumented site, an 
estimation of radiation fields averaged over GCM grid 
boxes must be produced from the point measure- 
ments. CRSPE was designed to provide a database 
suitable for addressing the problems of extrapolating 
point measurements to the GCM scales. Specific 
science objectives are listed below. 

1) Characterization of the effect of horizontal and 
vertical cloud inhomogeneities on satellite- and ground- 
based observations. The ground-based high spectral 
resolution lidar and the interferometers (see next 

based cloud detection 
schemes will be com- 
pared and verified with 
lidar observations. 
Cloud optical properties 
derived from satellite 
and ground-based ra- 
diometric observations 
will be cross validated. 

4) Statistical description of cirrus spatial scales. 
Autocorrelations of lidar backscatter will be used to 
determine statistics of cirrus cloud spatial characteris- 
tics. 

5) Database for comparisons with radiative transfer 
models. The interferometers provide accurate mea- 
surements of downward infrared radiance spectra 
under clear-sky conditions for comparison with radia- 
tive transfer model calculations. Pristine skies are not 
observed in nature and the lidars therefore play a vital 
role in detecting and locating aerosol and subvisible 
cirrus. Radiosonde observations provide in situ mea- 
surements necessary to define the detailed atmo- 
spheric temperature and moisture structure required 
for radiative calculations. 

3. The field experiment 

The experiment was conducted over south-central 
Wisconsin from 1 November to 6 December 1989. 
This was also the location of the FIRE-Cirrus IFO in 
October 1986 (Cox et al. 1987; Starr 1987). Ground- 
and satellite-based observations of clear skies and 
various cirrus cloud systems were made during this 
one-month period. At the central site, located on the 
University of Wisconsin—Madison campus, four pri- 
mary instrument systems operated: two calibrated 
interferometers with a spectral resolution of approxi- 
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mately 1 cm-1, the high spectral resolution lidar, a 
Scripps Whole-Sky Imager (WSI), and an NCAR 
CLASS radiosonde system. Located 24 km west of the 
central site, the volume imaging lidar (VIL) was oper- 
ated with a clear line of sight over the central site. 
Satellite-based observations over the region were 
captured in real time by the MclDAS system (Suomi et 
al. 1983), located at the central site. These instru- 
ments are discussed in detail below. 

High Spectral Resolution Lidar (HSRL) provides 
calibrated measurements of the vertical profile of the 
cirrus backscatter cross section, optical depth, and 
backscatter phase function at a wavelength of 0.532 
m. Using a two-channel multietalon receiver, the HSRL 
spectrally separates molecular backscatter from cloud 
particle and aerosol backscatter. The separation is 
possible because the thermal motions of molecules 
Doppler broadens the molecular backscatter spec- 
trum, while the Brownian motions of particles produce 
insignificant broadening of the particle backscatter 
spectrum (Grund and Eloranta 1991). HSRL observa- 
tions are also used for diagnosing cloud-base altitude, 
geometric thickness (for optically thin cloud), and 
vertical distribution. 

High-Spectral Resolution Interierometer Sounder 
(HIS). Two Michelson interferometers were located at 
the ground site. The first was the aircraft version that 
was flown on the NASA ER-2 during FIRE I (Revercomb 
1987). The second was based on a Bomem M-120 
spectrometer that was being developed for use in the 
Department of Energy's Atmospheric Radiation Mea- 
surement (ARM) Program. A motor-driven mirror di- 
rects infrared energy into the M-120 from one of three 
sources: an ambient blackbody cavity, a cold black- 
body source, or the atmosphere. The blackbody views 
are used to remove the effect of instrument emission 
from sky radiance through the use of a standard linear 
calibration. The demonstrated rms noise is approxi- 
mately 0.1% of ambient temperature. The interferom- 
eters provide high spectral resolution (on the order of 
1 cm-1) observations of cirrus clouds in the 3.5-20-fim 
spectral band. The observed spectra allow detailed 
comparisons with line-by-line radiative transfer mod- 
els such as FASCOD (Clough et al. 1988; Revercomb 
et al. 1989). Observations also provide variability 
estimates of the infrared spectral emissivity of clouds. 
Atmospheric temperature and moisture profiles are 
also retrieved from these observations. 

Volume Imaging Lidar (VIL) produces 3D recon- 
structions of cirrus cloud backscatter by assembling 
successive 2D crosswind scans. The VIL scans 120- 
km-wide segments of cirrus at a resolution of approxi- 
mately 60 m in 20 s. During the experiment, one scan 
plane was oriented above the central site, while a 
second scan plane was oriented perpendicular to the 

mean wind direction or perpendicular to the central 
site scan plane. During CRSPE, the VIL scan over the 
central site provided a 2D view of cirrus clouds with 
100-m resolution. Time composites of the VIL cross- 
wind scans provide the 3D structure of the cloud, thus 
describing vertical and horizontal variations of the 
cirrus cloud backscatter. The VIL observations pro- 
vide a means for investigating effects of subpixel- 
scale variability and cloud vertical distribution on the 
retrieval of cloud height and optical properties from 
current meteorological satellite sensors and ground- 
based instruments. 

Satellite observations include multispectral data 
from the polar-orbiting NOAA AVHRR (both GAC and 
HRPT), HIRS/2 and MSU, and GOES-7 VISSR and 
VAS data captured in real time by the MclDAS system. 
These radiometers produce multispectral images of 
the earth's upwelling radiance with resolutions of 1-8 
km depending on wavelength and instrument. The 
meteorological satellites observe clouds on the scale 
of tens to thousands of kilometers, thus bridging the 
gap between the scale of site observations and the 
regional scales used in GCMs. Satellite visible and 
infrared observations can be used for diagnos- 
ing large-scale geometric and radiative cloud struc- 
ture. 

NCAR Cross-chain Loran Atmospheric Sounding 
System (CLASS) produces accurate in situ radio- 
sonde determination of atmospheric profiles of tem- 
perature, water vapor, and wind speed and direction. 
A unique feature of the CLASS is that it uses the Loran- 
C navigation system to determine accurate positions 
from which to calculate wind speed and direction as a 
function of altitude during the balloon ascents. The 
CLASS soundings of temperature and moisture repre- 
sent point measurements along the balloon flight path 
but possess the vertical resolution and accuracy re- 
quired for comparing infrared radiance observations 
with theoretical calculations from atmospheric radia- 
tion models. The temperature and moisture profiles 
provide thermodynamic properties of the cloud and 
the surrounding atmosphere as well as density pro- 
files to calibrate HSRL optical depths. Wind speed and 
direction profiles from the CLASS are used to con- 
struct the 3D images from VIL scans. 

SCRIPPS Whole-Sky Imager (WSI) generates a 
time record of sky conditions through a 170° FOV fish- 
eye CCD camera. Regularly spaced digital "snap- 
shots" through red, blue, and neutral density filters are 
provided to facilitate cloud detection and accommo- 
date varying light conditions (Johnson et al. 1989). 

National Weather Service surface and radiosonde 
observations. These routine observations are avail- 
able through MclDAS and describe the synoptic con- 
dition associated with the cirrus clouds. 
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FIG. 1. HSRL-observed backscatter cross section as a function of altitude on 1 December 1989. 

4. Case study (1 December 1989) 

This section illustrates types of data collected dur- 
ing CRSPE from examples collected on 1 December 
1989. The two interferometers (results are shown only 
for the Bomem M-120) collected data from approxi- 
mately 1400 to 2400 UTG; the HSRL operated from 
1345 to 0110 UTC and the VIL from 1800 to 2330 UTC. 
Four CLASS sondes were launched and the WSI 
imaged the sky throughout the day. The NOAA-11 
satellite flew over Madison at approximately 1350 
UTC. Examples of data products are first presented 
separately for each instrument; an integrated example 
of the data is presented at the end of the section. 

Figure 1 depicts the HSRL-measured backscatter 
cross section as a function of altitude for eight hours on 
1 December 1989. Contour intervals are 2x10~5 

rrr'str1. The dashed line marks the optical midcloud 
altitude (midpoint in optical depth). Between approx- 
imately 1930 and 2015 UTC, the HSRL backscatter 
measurements indicate that the upper troposphere is 
essentially free of cirrus and aerosol. No clouds were 
observed visually during this time. Prior to 1930 UTC, 
the HSRL backscatter cross-section measurements 
indicate the presence of a cirrus cloud or aerosol layers 
with backscatter cross sections ranging from approx- 
imately 1 xl0-7 to 12X10~5 rrr1str\ and optical 
midcloud altitude ranging from 5.5 to 10 km. Visual 
observations of sky conditions during this period indi- 
cated the presence of thin cirrus fibratus. These visual 
cirrus are associated with regions of high backscatter 
cross section at approximately 1815 and 1910 UTC. 
After approximately 2020 UTC, the HSRL backscatter 
cross-section measurements coincide with a visually 
observed cirrus cloud layer. The HSRL-measured 
cloud top is above 9 km with cloud base at approxi- 
mately 6.5 km, which begins to descend around 2330 

UTC. As the cloud base descends, the cloud optical 
depth increases so that at approximately 2340 UTC 
the HSRL lidar beam cannot penetrate through the 
cloud (optical depth greater than 2.7, indicated by 
vertical hatching). 

The temperature and moisture profiles measured 
by the CLASS are depicted in Fig. 2, for launch times 
of 1445, 1800, 2124, and 2356 UTC. Between 1445 
and 2124 there is a general warming trend below 800 
mb, while a cooling trend exists between 2124 and 
2356 UTC. During the period 1445 to 1800 UTC, a 
significant moistening of the atmospheric layer be- 
tween 300 and 500 mb occurs. The existence of a 
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cirrus cloud is suggested from an increase in the 
dewpoint at approximately 5.6 km (497 mb) at 1800 
UTC, 7.3 km (390 mb) at 2124 UTC, and 5.9 km (475 
mb) at 2356 UTC. The radiosonde cloud-base alti- 
tudes are higher than indicated by the lidardue in part 
to the time response lag of the hygristor. Similarly, the 
cloud-top altitude inferred from the radiosonde tem- 
perature and moisture profile is higher than indicated 
by the lidar backscatter signal. Some difference in 
cloud-top height may also be due to the CLASS sonde 
sampling a different portion of the atmosphere than 
the lidar, as well as measurement errors associated 
with the low humidities of the upper troposphere 
(Finger and Schmidlin 1991; Elliott and Gaffen 1991). 

An example of the observed infrared spectra is 
depicted in Fig. 3 in terms of brightness temperature 
as a function of wavenumber. These spectra were 
collected over a 5-min sampling period at 2006,2043, 
2138, and 2337 UTC (these times are depicted on the 
HSRL backscatter cross-section time series of Fig. 1). 
Several gaseous absorption bands are denoted in Fig. 
3. The 620-700-cnrr1 carbon dioxide band is a strong 
absorption band that indicates changes is surface air 
temperature. This band has been used to retrieve low- 
level temperature inversions (Smith et al. 1990). The 
1040-crrr1 (9.6-/im) ozone band is clearly evident in 
the clear-sky spectra, but as the cloud opacity in- 
creases the signature weakens as the emission from 
stratospheric ozone is attenuated by the cloud. Sev- 
eral water vapor absorption bands are clearly evident 
in the 800-1200-cm -1 (8-12-/xm) window region. Fig- 
ure 4 is an enlargement of Fig. 3 for the 800-1000- 
cirr1 region, a common spectral interval covered by 
narrowband radiometers. Techniques for retrieving 
cirrus cloud properties from narrowband radiometer 
observations must remove the effects of these ab- 
sorption lines by using coincident atmospheric tem- 
perature and moisture profiles along with model calcu- 
lations. An advantage of highspectral resolution ob- 
servations is that analysis can be done between the 
absorption lines; however, absorption due to the water 
vapor continuum must still be accounted for. 

The HSRL and CLASS observations are point 
measurements of the atmospheric vertical structure. 
While time series analyses give some indication of 
atmospheric variability, scene variability within the 
HSRL and the interferometer field of view is unknown. 
The horizontal and vertical variability of the cirrus 
cloud observed at 2153 UTC is depicted from the VIL 
observations in Fig. 5. The top portion of the figure 
depicts the scan perpendicular to the wind direction 
and the bottom portion is for the scan in the direction 
of the ground site. The location of the central site (24 
km from the VIL) is depicted in the lower portion of the 
figure. The VIL scans clearly indicate the heteroge- 

DECEMBER  1,   1989 
280 

150, 
500 700    900   1100   1300 

WAVENUMBER (cm-) 
1500 

FIG. 3. Five BOMEM-120-observed infrared spectra, in terms of 
brightness temperature, for the 500-1500 cm-' (wavelength in 
microns is also- shown). Cloud cover increases during this time 
period. 
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FIG. 4. Enlargement of the 800-1000-cnr' sp"fectral region for the 
five spectra depicted in Fig. 3. 

neous nature of cirrus cloud, which appears to consist 
of several individual layers. The VIL data also indicate 
that ice crystals are falling out of the cloud base at 
approximately 6.5 km and evaporating. Images from 
the VIL suggest that single point measurements (e.g., 
HSRL or M-120) of mean quantities may exhibit large 
fluctuations due to the heterogeneous nature of the 
cloud. Temporal averaging of the data may not reduce 
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F.Q 5 VIL observations of the cloud field at 2153 UTC (1553 CST). The ordinate is altitude and the abscissa is distance from the VIL 
The top portion of the figure depicts the scan perpendicular to the wind direction and the bottom portion is for the scan in the direction of 

the ground site, located 24 km from the VIL. 

this variability due to the large spatial scales and 
temporal evolution of the cloud. 

This sampling problem is graphically illustrated in 
Fig. 6, which shows a top-down reconstruction of a 
portion of the cirrus cloud field observed by the VIL. 
The field is analyzed in terms of observed cloud 
fraction in two separate 1-h periods, as would be 
observed by vertically oriented point sensors spaced 
approximately 10 km apart. This image presents north- 
south distance on the vertical axis and observation 
time along the sloping lines. The rectangular grid 
squares represent 50 km each. In the north-south 
direction, these are actual measured distances. The 
distances on the xaxis have been computed from wind 
velocities measured by the CLASS radiosonde. The 
lidar data used to generate this image consists of 
approximately 120 north-south lidar scans, each com- 
posed of approximately 900 profiles each containing 

1024 data points. A signal threshold is chosen and a 
surface is drawn such that backscatter regions larger 
than the cloud threshold are enclosed by the surface. 
The cloud cover figures are shown for 12 different 
observation points placed at 10-km intervals along a 
north-south line. The cloud cover percentages on the 
left of the figure are for times between 14:30 and 15:30 
CST and the percentages on the right for the times 
between 13:30 and 14:30 CST. Notice that even for 1 - 
h averages, cloud cover percentages are highly vari- 
able between closely spaced observations points. For 
the period 13:30 to 14:30, cloud cover varies between 
36% and 87%, while in the next hour cloud cover 
varies spatially between 0% and 73%. These varia- 
tions make point measurements difficult to compare 
with area averages over a satellite pixel. Coincident 
HSRL, interferometer, and VIL data allow the capabil- 
ity to characterize the effect of the cloud horizontal and 
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vertical inhomogeneities on 
single, time-averaged point 
measurements. 

Satellite observations depict 
large-scale structure of the cir- 
rus cloud system. Figure 7 is an 
example of a GOES visible and 
infrared image at approximately 
2100 UTC. Also shown in Fig. 7 
is the VIL scan pattern (cross) 
as well as the central site loca- 
tion (box). Time series analysis 
of the GOES imagery, at half- 
hourtime intervals, indicates that 
the cloud system in northern 
Wisconsin moves to the south 
and southeast and arrives over 
Madison sometime between 
2000 and 2100 UTC. 

While it is not the intent of this 
paper to present the type of 
analysis required to achieve the 
objectives outlined in section 2, 
it is, however, useful to present 
an integrated picture of the vari- 
ous datasets. The first question 
to address is the capability of 
the VIL to simulate cloud struc- 
ture within the field of view (FOV) 
of the single-point measure- 
ments. This is crucial to our first ===== 
science objective and is best 
demonstrated by comparing a time series of the ob- 
served HSRL backscatter with a simulated time series 
generated by the VIL observation over and within the 
HSRL FOV. This comparison is depicted in the top two 
panels of Fig. 8. There is an excellent correlation 

FIG. 6. Top-down view of cirrus clouds constructed from VIL observations. This image 
presents north-south distance on the vertical axis and observation time along the sloping lines. 
The rectangular grid squares represent 50 km each. Presented on this figure are the percentages 
of the time an observer would see cirrus cloud cover at zenith during two separate 1-h time 
intervals. Cloud cover figures are shown for 12 different observations points placed at 10-km 
intervals along a north-south line. Cloud cover percentages on the left of the figure are for times 
between 14:30 and 15:30 CST and the percentages on the right for the times between 13:30 and 
14:30 CST. 

between the VIL-simulated and HSRL time series. The 
capability of the VIL to simulate the HSRL signals 
demonstrates that the VIL can be used to characterize 
temporal and spatial variations within the FOV of the 
point observations. It also lends confidence in using 

&%£&%&&£ £i^4t'4iwi s^^2i»££Sk£' 

FIG. 7. GOES imagery at 1900 UTC. Also shown is the VIL scan pattern as well as the central site location. 
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FIG. 8. An integrated depiction of the various datasets. See text for details. 

the VIL for statistical descriptions of cirrus spatial 
scales (objective 4). 

Analysis of GOES data is best visualized by animat- 
ing the satellite imagery. Depicted in the third panel of 
Fig. 8 is a time series of GOES VISSR 11-^m bright- 
ness temperature for the pixel nearest to the central 

site. As seen in the satellite ani- 
mation, decrease in brightness 
temperature beyond 2030 UTC 
is due to development of a thick 
cirrus deck over the central site. 
The cloud system appeared to 
be moving from the north-north- 
west, and therefore its move- 
ment was nearly perpendicular 
to the VIL scan over the central 
site. The satellite-observed 
brightness temperature de- 
creases as the observed energy 
becomes more characteristic of 
cloud emission rather than sur- 
face emission. This can be mani- 
fested by an increase in cloud 
areal coverage within the 8-km 
satellite footprint, an increase in 
the cloud opacity, or a combina- 
tion of both. Again, scanning 
lidar observations will be used 
to quantify spatial variability 
within the satellite pixel FOV and 
its effect on the satellite retrieval 
algorithm (objective 3). 

Emissivity is often used to 
parameterize the infrared radia- 
tive properties of clouds (objec- 
tive 2) and is defined as cloud 
radiance normalized by equiva- 
lent radiance of a blackbody at 
the cloud temperature. The sat- 
ellite-derived cloud emissivity, 
derived after the method pre- 
sented by Wylie and Menzel 
(1989), is denoted by the "S's" in 
the fourth panel of Fig. 8. Also 
shown in this panel are emissivi- 
ties derived from ground-based 
interferometer measurements, 
denoted by two horizontal lines. 
The interferometer emissivity 
was derived between absorp- 
tion lines for the 8-12-/xm re- 
gion, correcting for the water 
vapor continuum. The spectral 

=====: variation of emissivity across this 
band is denoted by the vertical 

spacing of the two bars, while the length of the two bars 
denotes the time period over which the measurements 
were averaged. Comparison of these line widths with 
the lidar images at the top of the figure gives some 
indication of the temporal variability of the scene. 
Spectral variability in emissivity is on the order of 10%- 
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15% of the 8-12-^m band mean emissivity. Differ- 
ences between satellite-derived emissivity and spec- 
tral emissivity are due to the different FOV of the two 
observations. 

In parameterizing radiative properties of clouds, it is 
important to properly couple the shortwave and 
longwave properties. One such method is a functional 
relationship between visible optical thickness and 
window infrared emissivity. A time series plot of the 
HSRL-observed visible optical thickness is shown in 
panel 5 of Fig. 8, for2-min averages. This relationship 
between the HSRL visible optical thickness and the 
infrared emissivity will be the basis of the parameter- 
ization discussed in objective 2. 

The final panel of Fig. 8 depicts the time series of 
HIS-observed equivalent blackbody temperatures in 
the 620-700-crrr1 spectral band and is representative 
of the air temperature in the vicinity of the instrument. 
The "C" represents the corresponding CLASS mea- 
surement. The satellite observed 11 -jam brightness 
temperature is also plotted for reference. The agree- 
ment between the CLASS and the 620-700-cm-1 

spectral channel temperatures indicates thatthis chan- 
nel can be used to monitor low-level atmospheric 
temperature changes between CLASS sonde 
launches. This is important for determining the effects 
of the lower atmosphere on deriving cloud radiative 
properties. The coincident CLASS, lidar, and inter- 
ferometer observations will also be used to improve 
radiation calculations under clear- and cloudy-sky 
conditions (objective 5). 

5. Summary 

An experiment to improve radiative para- 
meterizations of clear and cloudy atmospheres was 
carried out at the University of Wisconsin in November 
and December 1989. This experiment consisted of 
simultaneous observations from a unique compliment 
of instruments, designed to address important issues 
concerning the parameterization of radiation in global 
climate models. This paper presented an example of 
data collected during one day of the experiment. It is 
clear that a larger dataset needs to be obtained before 
all science objectives can be fully met. In addition to 
the observations from CRSPE, these instruments 
participated in the cirrus FIRE II experiment in Novem- 
ber 1992 in Kansas. 
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1    Introduction 

The climate models used for modeling the transport of the short and longwave radia- 

tion in the atmosphere require a knowledge of the aerosol and cloud optical properties. 

Because the optical properties of cirrus clouds are not well known, the measurements 

of cloud optical depth, phase function, and particle size provide important informa- 

tion. Clouds affect the radiative balance of the earth and its atmosphere by reflecting 

incoming solar radiation and trapping outgoing longwave radiation. Cirrus clouds 

have been found to have an important role on this process1'2. Cirrus clouds consist 

of large, nonspherical ice crystals and they are generally found between altitudes of 

4 and 15 km. Compared to water clouds, cirrus clouds are generally optically thin. 

Studies based on climate models suggest that presence of cirrus may produce either 

a heating or cooling effect depending on the cloud optical properties and altitude1'2. 

The University of Wisconsin High Spectral Resolution Lidar (HSRL) measures 

optical properties of the atmosphere by separating the Doppler-broadened molecu- 

lar backscatter return from the unbroadened aerosol return. The molecular signal is 

then used as a calibration target which is available at each point in the lidar pro- 

file. This calibration allows unambiguous measurements of aerosol scattering cross 

section, optical depth, and backscatter phase function. Also measurements of depo- 

larization and multiple scattering can be performed. In this study, clear air aerosols, 

stratospheric aerosols, and cloud particles are all referred to as aerosols. Similar 

measurements of cloud optical parameters can be made with a Raman-lidar3,4, but 

because the Raman backscatter cross section is about 1000 times smaller tham the 

Rayleigh backscatter cross section, the HSRL has a signirkainit signal! strength ad- 

vantage over the Raman-technique. Another advantage of the HSRL is that it can 

provide daytime measurements while sky n»orse background limits the measurements 

of the weak Raman signal to night time. 

The basic idea of an HSRL was originally presented by Fiocco and DeWolf5. 

They proposed the measurements of atmospheric aerosols by interferometrically sep- 

arating the backscatter signal. They demonstrated the principle of an HSRL with 

laboratory measurements of scattering from natural aerosols and artificially produced 

dense fog. A later experiment with the HSRL technique was performed by Schwiesow 



and Lading6, who used Michelson interferometers in an attempt to measure atmo- 

spheric temperature. Their evaluation showed that a Michelson interferometer based 

measurements would theoretically produce accurate measurements of atmospheric 

temperature, but development of a functional system was limited by the quality of 

available optical components. 

An investigation done by Shipley et a/7 for a shuttle borne lidar experiment to 

measure global distribution of aerosols and their effects on the atmospheric heat 

budget started the University of Wisconsin HSRL research.  The demonstration of 

the first University of Wisconsin HSRL was published by Shipley et a/.8. The paper 

by Sroga et a/.9 presented the first results measured with the same system.   The 

transmitter was based on a dye laser that operated at 476.8 nm wavelength.  This 

laser provided only a 2-4 mW output and it operated at 100 Hz repetition rate. The 

backscatter signal was collected by a 0.35 telescope with a 320 /xrad receiver field of 

view. The filtering of the solar background was performed by using an interference 

filter and three low resolution etalons with a total bandpass of 2 pm. The separation 

between aerosol and molecular backscatter signals was based on a high resolution 

etalon with ~ 0.5 pm bandpass. The HSRL was mounted in an aircraft. The system 

pointed down to ground and it therefore covered only about 2 km measurement range. 

The range dependence of the receiver spectrometer bandpass due to the angular 

sensitivity of the etalon transmission complicated the measurements. 

The aircraft system was later modified for ground based operations and the 

changes were reported by Grund". The problems due to the range dependence of 

the spectrometer bandpass were reduced by using a fiber optics scrambler12. The 

transmitter laser was changed to a CuCl laser operating at 510.6 nm wavelength. 

The laser output power was 50 mW at 8 kHz repetition rate. The receiver telescope 

and the high resolution etalon remained the same, but the number of low resolution 

etalons was decreased to two providing a 2.5 pm bandpass. This system was ca- 

pable of measuring cirrus cloud optical parameters up to ~ 12 km altitude. Later, 

the development of lasers enabled the use of an injection seeded, frequency doubled 

Nd:YAG-laser (532 nm) as the HSRL transmitter. The new laser provided a 0.7 W 

output at 4 KHz repetition rate. This change was reported by Grund and Eloranta». 



After all the development in the HSRL, problems with the insufficient calibration 

accuracy and environmental sensitivity of the system operation remained. The HSRL 

produced accurate measurements of clear air and thin cirrus, but the measurement 

accuracy was not sufficient for the cases where the aerosol signal was large compared 

to the molecular signal. Eventhough the measurement accuracy was not high enough 

to provide direct measurements of the optical depth profile inside a cloud, the total 

cloud optical depth was obtained. The cloud optical depth was determined from 

the decrease in the molecular signal across the cloud. The calculations of optical 

depth profile inside a cloud were made by assuming a constant backscatter phase 

function with altitude. The measured molecular profile was fitted with a profile 

derived from the known molecular backscatter cross section that had been corrected 

for the atmospheric extinction. The extinction profile was obtained by applying the 

Bernoulli solution to the aerosol backscatter profile12. The measured optical depth 

was used as a constraint. 

The accuracy of the HSRL calibration was improved and the sensitivity for envi- 

ronmental changes was reduced in the next University of Wisconsin HSRL (Eloranta 

and Piironen13 ). In order to make the system operation more stable, the system was 

moved to a temperature controlled and vibrationally isolated environment. Partici- 

pation in field experiments was made possible by moving the lidar to a semitrailer. 

The diameter of the receiver telescope was increased to a 0.5 m and the field of view 

was decreased to 160 /zrad. A new photon counting data system was designed and ex- 

tensive computer control of the system operations was implemented. Depolarization 

and multiple scattering measurement capabilities were added. With the improved 

system, the measurements of cloud optical properties were performed at altitudes up 

to ~ 30 km. 

During the 18 first years of the University of Wisconsin HSRL, the separation be- 

tween aerosol and molecular scattering was based on a Fabry-Perot etalon with a 0.5 

pm bandpass. With this etalon, the signal was divided into two channels. The signal 

reflected from the etalon surface was measured with one channel. This channel con- 

tained the the wings of the molecular spectrum and the part of the aerosol spectrum 

that did not pass the high resolution etalon. The other channel was used to measure 



the part of the aerosol spectrum and the central part of the molecular spectrum that 

transmitted through the etalon. The basic idea of the spectral separation of a high 

resolution etalon based HSRL is presented in Fig 1. 

Etalon Transmritance Transmitted Spectrum 

detector 

1. Unbroadened Aerosol 
Spectrum 

2. Doppler Broadened 
Molecular Spectrum 

♦detector 

Figure 1. The spectral response of a high resolution etalon based HSRL. The received 
signal „ a combination of the Doppler-broadened molecular backscatter spectrum and the 
unbroadened d spectrum.  The aerosol signal and the center of the molecular signal 

rSÄ£2Lh detected with one channeL The other channel detLs 

For the aerosol backscatter signal, only a ~ 2:1 separation ratio between aerosol 

and molecular channel is achieved by a etalon. The Fabry-Perot etalon based HSRL 

produces accurate measurements of clear air, thin cirrus, and stratospheric aerosols. 

However, when the system is used to probe dense water clouds, the aerosol signal 

becomes on the order of 103 larger than the molecular return. Therefore, the inversion 

coefficients used to separate the aerosol and molecular signals must be known with 

better than 0.01% accuracy or otherwise some of the aerosol return will appear in 

the separated molecular return. Since the inversion coefficients for the etalon based 

system are known with only ~ 0.1% accuracy, the measurements of dense water 

clouds are subject to error. The performance of a Fabry-Perot etalon is limited by its 

finesse and the angular distribution of incoming light. The etalon must be operated 

in pressure and temperature controlled environment, since better than a 0.1 mbar 



pressure tuning accuracy and 0.1 °C temperature stability are required to keep the 

filter performance stable. 

Shimizu et ai.14 proposed the use of an narrow-band atomic absorption filter in an 

HSRL and She et ai.15 reported high spectral resolution lidar measurements of tem- 

perature and aerosol extinction coefficient made by using a barium atomic absorption 

filter. These studies, and later studies from the same group16'17, have shown, that 

an absorption filter provides a high rejection against aerosol scattering and therefore 

it makes the separation between molecular and aerosol scattering easier. Another 

advantage of an absorption filter is the stability of the absorption characteristics14. 

Furthermore, the transmission characteristics of an absorption filter are not depen- 

dent on the mechanical alignment of the filter14 or the angular dependence of the 

incoming light. Also, a wide dynamic range in rejection against aerosol scattering is 

achieved by simply changing the vapor pressure14 or the length of the cell. 

This study presents an HSRL employing an iodine absorption filter. The spectrum 

of the J93n+, -► XJE+ electronic transition in molecular iodine has more than 22 000 

absorption lines in the visible wavelengths18, and 8 of them are easily reached by 

thermally tuning a frequency doubled Nd:YAG laser output19. Compared to the 

barium, the advantage of iodine is that instead of requiring a dye laser, a narrow 

bandwidth, frequency doubled Nd:YAG laser can be used. Also, a strong absorption 

is obtained in a short cell at room temperature. Even though iodine has extensive 

hyperfine structure, the absorption line width is similar to the barium line width, 

which is broadened by operating at a temperature of ~500 °C. 

A large number of iodine absorption lines have been used as reference for Doppler- 

limited spectroscopy studies and also numerous spectroscopic studies of the line struc- 

ture and hyperfine structure have been performed. Liao and Gupta20 reported a use of 

an iodine absorption vapor cell as a narrow band filter for fluorescence spectroscopy. 

Lately Miles et a/.21 reported the measurements of flow field properties based on an 

iodine absorption filter and Filtered Rayleigh Scattering technique. The first iodine 

absorption filter based HSRL is presented here. 

The basic idea of an iodine absorption filter based HSRL is presented in Figure 

2. The received backscatter signal is divided to two channels. One channel detecting 
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use of an iodine absorption filter enables accurate measurements of cloud optical pa- 

rameters. Because the cross talk between channels can be accurately corrected and 

because the 160 /uad field of view of the HSRL effectively suppresses multiple scat- 

tering, the optical depth inside a cloud can be measured. This makes future studies of 

scattering phase function possible. As a final example from the HSRL measurements 

the Chapter 6 shows an atmospheric temperature profile obtained by the HSRL. The 

accuracy of the HSRL measurements is discussed in Chapter 7 and the error analysis 

is presented. 



2    Lidar theory of the HSRL 

The lidar equation of a monostatic lidar system can be presented in the followiM 

form 

"W = f yWW^S +X(Ä)«^Ie-M«, + Mm + Bi    (1, 

where 

^(^) = number of photons incident on the receiver field of 

view from range R per data bin length, 

No = number of transmitted photons, 

c = speed of light, 

A. = area of the receiver telescope, 

ßa(R),ßm(R)       = aerosol and molecular scattering cross sections per 

unit volume, respectively, 
Pa(*,R)   Pm{*,R) ,.      , ,      . 

4JT    '     tT~      ~ normalized backscatter phase function due to aerosol and 

molecular scattering, respectively, 

T(R) = °ne way optical depth between lidar and backscatter 

volume at range R, 

= J0
Rßt(r')dr', where 

ßi{R) = total extinction cross section per unit volume, 

M(R) = multiple scattering contribution incident on the receiver 

per data bin length, 

B = number of background photons incident on the receiver 

per data bin length. 

Equation (1) demonstrates that the lidar return depends on both the local value o 

the backscatter cross section and on the optical depth between the lidar and backseat 

tering volume at range R. A conventional single channel lidar provides a single mea 

surement of N(R) at each range, and therefore it does not provide enough information 

to solve the lidar equation for extinction or backscatter cross section. The knowledge 

about the relationship between the backscatter cross section and extinction has to 



be known or assumed and an estimate of a boundary value has to be given (see for 

example Klett23). 

In order to make measurements of extinction and backscatter cross section, the 

HSRL measures two signals which can be processed to present lidar returns from 

aerosol and molecule backscattering. The separation between the aerosol and molec- 

ular scattering is possible, because the signal backscattered from air molecules is 

Doppler-broadened, while the signal from more massive, slowly moving aerosols re- 

mains spectrally unbroadened. 

In the case of the HSRL, two separate lidar equations can be written: 

1) For aerosols: 

*.(*) = F(R)^ßa(R)?^-e->C^' (2) 
Lit 47T 

2) For molecules: 

Nm(R) = F(R)^ßm(R)±e->foR^\ (3) 

The molecular backscatter phase function is here replaced with its analytical value 

1^. The term F(R) is an overlap term, that is a function of receiver and transmitter 

geometry8. Because the molecular scattering cross section is a function of the air 

density and can be calculated from the Rayleigh scattering theory using an indepen- 

dently measured atmospheric density profile, the equation (3) is well defined and it 

can be solved for the extinction. The molecular scattering cross section provides a 

calibration target which is available at each point of the lidar return. 

Following optical parameters can be obtained from the separated lidar signals: 

1) Aerosol to molecular backscatter ratio (scattering ratio) SR(R) 

SR{R) ~ TÜTy (4) 

Notice that, the backscatter ratio measurement is not dependent from the overlap 

term, and therefore measurements of backscatter ratio for the overlap region can be 

performed. The same effect can be seen later on the aerosol backscatter cross section 

and depolarization ratio determination. 
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2) Aerosol backscatter cross section 

The properties of the molecular scattering are well known and therefore, the at- 

mospheric density can be used to compute the molecular scattering cross section per 

unit volume ßm. From Rayleigh scattering theory24, the molecular scattering cross 
section per unit volume is 

ßm(R)=Af:(R)d-^l, (5) 

where 

Am        = number of gas molecules per unit volume 

dU*      = differential Rayleigh scattering cross section at scattering angle x 

per average gas molecule 

For mixture of atmospheric gases below 100 km altitude24, 

"^r = 5-45tTo5] 10 cmV_1- (6) 

The number of gas molecules per unit volume can be calculated from the atmo- 

spheric pressure P(R) and temperature T(R). 

j. P(R)NA 

where 

P(R) = atmospheric pressure at range R 

T(R) = atmospheric temperature at range R 

NA = Avogadro's number 

Ra = gas constant of dry air 

Thus, by using the previous equations, the molecular scattering cross section per 

unit volume can be written in the following form. 

where 

R     — CaiTP\R) 
Pm ~    T(R)    ' (8) 
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Coir       = 3.786 x \Q-*KhPa-lm-A at 532 nm (from Eq. 5) 

P(R)     = atmospheric pressure 

T(R)     = atmospheric temperature 

The aerosol backscatter cross section can be calculated by using the backscatter 

ratio and the calculated value of ßm 

ßa(R)^^- = SR(R)ßm(R)^. (9) 

3) The optical depth of a layer between ranges Ri and R2: 

-(fi2)-r(i?1)= [R3ß<(r')dr' = hn 
ßm{R3) 1% NM) F{Ri) 
ßm(R1)RlNm(R2)F(R2)\ 

(10) 

4) Total extinction cross section 

The average value of total extinction cross section is a range derivative of the 

optical depth 

< ft > = < M£)  >r-  T(ifr)-T(fr) 
dR R2 

— ill (11) 

5) Backscatter phase function 

The backscatter phase function,   °^' ', can be calculated from the following equa- 

tion 
/ 

P^IlMn(m-ß im 3 SR{R) 
-^—a(R)-ßm(R)-7^-, (12) 

where 

a(R)     = single scattering albedo. 

For water and ice clouds and most aerosols, the single scattering albedo at the 

wavelength of 532 nm can be assumed to be unity and therefore the backscatter phase 

function can be measured. 
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6) Linear depolarization ratio 

The discrimination between water and ice clouds can be made from the depolar- 

.zation properties of the backscatter signal. The linear depolarization ratio can be 
given as follows. 

*.,m(Ä) = AW(Ä)/%m)||(Ä), (13) 

where N± and Aj, are the number of incident on the receiver perpendicular and 

parallel to the receiver polarization axis, respectively. In the case of the HSRL, 

separate depolarizations of aerosol and molecular backscattering can be measured. ' 

7) Cloud particle size 

By measuring the signal strength variations as a function of field of view, the size of 

the cloud particles can be measured. The multiple scattered lidar return is a function 

of receiver field of view, particle size, range from lidar and the optical depth of the 

cloud. In the HSRL, the multiple scattering information along with the simultaneous 

single scattering measurement are used to calculate the cloud particle size.A detailed 

description of the multiple scattering approximation used for the HSRL measurements 

is presented by Eloranta25'26 and Eloranta and Shipley27. 
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3    Instrumentation 

3.1    Introduction 

3.1.1    An overview of the high resolution etalon based system 

In the earlier versions of the University of Wisconsin HSRL, the separation between 

aerosol and molecular backscatter signals was made with a high resolution etalon with 

~ 0.5 pm bandpass. The Figure 3 shows the receiver of the etalon based system13. The 

backscattered light was collected by the receiver telescope and directed through a fiber 

optics scrambler. The fiber optics scrambler was used to reduce the range dependence 

of the receiver spectrometer bandpass due to the angular sensitivity of the etalon 

transmission12. After collimation, the signal was prefiltered with an interference filter 

and a pair of low resolution etalons. After passing the dual aperture, the light was 

directed to the high resolution etalon. The high resolution etalon was slightly tilted 

with respect to the optical axis. This allowed the light that did not pass through 

the etalon to be reflected back to the dual aperture and to the molecular channel 

photodetector (PMT1). The light that passed through the high resolution etalon was 

detected with the aerosol channel photodetector (PMT2). The signal detected with 

the aerosol channel was a combination of aerosol backscatter spectrum and the center 

of molecular backscatter spectrum. The signal detected with the molecular channel 

was a combination of the wings of the molecular spectrum and the part of the aerosol 

backscatter spectrum that did not pass the high resolution etalon. 
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Figure 3. The receiver of the high resolution etalon based system. The backscatter signal is 
collected with a telescope. The fiber optics scrambler reduces the range dependence of the 
receiver spectrometer bandpass due to the angular sensitivity of the etalon transmission. 
The signal is background filtered with a interference filter and a pair of low resolution 
etalons. The separation between aerosol and molecular backscatter signals is done in the 
high resolution etalon. The part of the spectrum that transmits the etalon is combination 
of aerosol backscatter spectrum and the center of molecular backscatter spectrum (PMT2). 
The signal detected with PMT1 is a combination of the wings of the molecular spectrum and 
the part of the aerosol backscatter spectrum that did not pass the high resolution etalon. 

3.1.2    A short introduction to the improvements 

The instrument has been modified to measure polarization and a separate channel has 

been added to measure both polarization and signal amplitude variations as function 

of receiver field of view. These modifications allow discrimination between ice and 

water clouds and measurements of multiple scattering. Along with these modifica- 

tions, the high resolution etalon, used in the earlier versions of the HSRL, has been 
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replaced with an iodine absorption filter. Also, the system has been redesigned for 

use in a semitrailer. Other changes include new data acquisition system, tempera- 

ture controlled environment for the receiver optics, and improved optical design. The 

system parameters of the HSRL are summarized in Table 1. 

The changes to the HSRL have improved the measurement capabilities of the 

HSRL. With the new HSRL, the measurements of the optical parameters of the 

atmosphere below 35 km can be made and therefore, the measurements can cover 

clouds from water clouds to high altitude cirrus clouds and also measurements of 

stratospheric aerosol layers can be performed. Clouds with optical depths up to ~ 3 

can be measured. This means that most of the cirrus cloud cases can be fully observed 

and the cloud bases of the thick water clouds can be measured up to 300-500 m 

inside the cloud. This has been achieved by using a high pulse repetition rate, small 

pulse energy per laser pulse, and very fast photon counting electronics. Furthermore, 

the averaging time required for a good signal to noise ratio has been decreased by 

improving the optical transmission of the system. The use of the iodine filter, the 

controlling of the pressure of the etalons and the temperature of the optics, and 

the locking of the laser wavelength to an iodine absorption peak have increased the 

stability and the reliability of the system. Therefore, the need for frequent calibrations 

is eliminated and a stable operation can be maintained over a long period of time. The 

enhanced calibration technique has improved the accuracy of the HSRL calibrations. 
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Wavelength 
Pulse duration 
Pulse repetition rate 
Average power 
Frequency stability: 
Without J2-locking 
With J2-locking 

Table 1. HSRL specifications (April 26, 1994) 
  Transmitter 

532 nm 
~ 130 ns 
4 kHz 
~ 0.2 W (seeded) 

^ 100 MHz/hour (= 0.09 pm/h) 
A± 0.052 pm 

Receiver 
Telescope 
Type Dall-Kirkham 
Diameter 0.5 m 
Focal length 5.08 m 

Wide field of view channel 
Filter bandwidth 
Field of view 
Polarization rejection 

Aerosol+molecular channel 
Filter bandwidth 
Field of view 
Polarization rejection 

Molecular channel 
Filter bandwidth 
Field of view 
Polarization rejection 

Photon counting data system 
Number of counters 
Number of data buffers 
Minimum bin width 
Number of bins 
Max. rate of counters 
Embedded computer 
System control 

1.0 nm 
computer adjustable 0.21 
~lxl0~3 

8 pm 
0.160 mrad 

4.0 mrad 

-3 1x10 

1.8 pm 
0.160 mrad 
~lxl0~3 

3 (wfov, aerosol+molec., molec. 
6 (2 polarizations per channel) 
100 ns 
8192/channel 
~ 109 Hz, tested to 350 MHz 
Intel i960CA 
Sun Sparc II 
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3.2    Transmitter 

3.2.1    Transmitter laser 

As a transmitter, the University of Wisconsin HSRL uses a continuously pumped, 

Q-switched, injection seeded, frequency doubled NdrYAG laser operating at a 4 kHz 

pulse repetition rate12 (Figure 4). The host cavity is based on a Quantronix model 116 

laser. The quarter waveplates on either side of the Nd:YAG-rod are used to generate 

circularly polarized light in the rod in order to eliminate the spatial hole burning. 

The narrow bandwidth single frequency operation is achieved by injecting the cw- 

output of a diode pumped monolithic NdrYAG ring laser (a modified Lightwave model 

S-100 seedlaser) into the host cavity through a partially transmitting rear mirror. 

Measurements have shown, that less than 100 MHz/h frequency drift is achieved. 

The 4 kHz pulse repetition rate is achieved by using an acousto-optic Q-switch. 

The output of the laser is externally doubled by a KTP crystal. The frequency 

doubled output of the laser is tunable over a 124 GHz frequency range by controlling 

the temperature of the seedlaser diode. The original analog temperature controlling 

circuit of the seedlaser has been modified and connected to the microprocessor to 

allow remote control of the seedlaser Nd:YAG crystal temperature. 

Cavity 
Mirror 

Krypton 
Pump Cavity    Focusing 
Lamp Polarizer Q-Switch    Mirror       Lens 

Mirror ,/f- 

Piezp 
Stack 

Mirror ̂ : 

^CZD:::^:::::^::::!}:::^::^.^«^^ 
A/4     NdrYAG    A/4 

Rod I A/2     Frequency 
Doubler 

A/2 

Q-switch 
Driver 
4 kHz 

Seed Laser   $ 
Laser 

Controller 
RS232 T° RS232 Serial Interface 
 »   at Intel 80960CA Central 

Processing Unit 

Data System Sync. 

Figure 4. The HSRL transmitter laser. 
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After frequency doubling, the 532 nm and 1064 nm beams are separated by a 

harmonic beam separator. Because up to 15% of the residual 1064 nm beam is 

reflected from the beam separator, a second harmonic beam separator in the laser 

output (Figure 5) is used to provide more efficient filtering. The remaining 1064 nm 

beam is cleaned by a spatial filter. The spatial filter also cleans a halo of broader 

bandpass radiation. 

Successful injection seeding requires that overlap between seedlaser resonance fre- 

quency and the frequency of a host cavity longitudinal mode is achieved. When the 

frequency of a host cavity longitudinal mode is locked to the seedlaser resonance 

frequency, the pulse developing out from the seedlaser signal will saturate the homo- 

geneously broadened gain medium preventing development of any other axial modes 

from the spontaneous emission. Therefore, because one longitudinal mode is ampli- 

fied more than any other mode, a spectrally narrow bandwidth pulse is generated. 

Since the seedlaser emissions used for injection seeding are generally ~ 10 orders of 

magnitude stronger than the spontaneous emission, the Q-switched pulse builds up 

sooner out of the seed emission than the spontaneous emission. The frequency lock- 

ing between seedlaser and host cavity is realized by controlling the host cavity length 

with a piezoelectric translator. 

Because the seeded pulse builds up more rapidly when the host cavity is tuned to 

the seed laser frequency, the time between the Q-switch opening and the subsequent 

laser pulse (the Q-switch buildup time) can be used to servo control the tuning of 

the host cavity28. The spectral purity of the outgoing laser pulse can also be moni- 

tored using the Q-switch buildup time. A microcontroller based feedback loop seeks to 

maintain the cavity length by dithering the rear mirror so that the minimum Q-switch 

buildup time is obtained. For each laser pulse, a small offset voltage is applied to the 

piezoelectric translator and the effects to the Q-switch buildup time are simultane- 

ously monitored. Based on the Q-switch buildup time the mirror position is driven 

towards the minimum time. Statistics on the Q-switch buildup time is collected at 

4 kHz rate, but the mirror position is dithered at ~ 140 Hz. The amount of dither 

is calculated based on the seeding percentage. The observed Q-switch build up time 

is ~ 4.5 (is and the difference between seeded and unseeded conditions is typically 
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~ 500 ns. Because the spectral purity of the transmitted laser beam is important for 

HSRL measurements and because some shots are unseeded, the information from the 

Q-switch build up time is used to trigger the data system only for seeded shots. 

The frequency stability of a single-frequency laser is determined by the seedlaser 

and the stability of the frequency locking is affected by the environment. The injection 

seeded operation is easily interrupted by mechanical vibrations transmitted through 

the support structure or through the cooling water or hoses. The effects of change in 

the optical length of the cavity due to thermal expansions of the support structure 

and temperature changes in the laser rod are compensated by the active controlling 

of the main cavity length. The laser is installed on a Super-Invar breadboard sup- 

ported by a thick honey comb table that is mounted into a vibration insulated frame. 

The invar breadboard and the honey comb table are isolated from each other by a 

rubber pad. The laser was delivered with a Super-Invar table, which is thermally 

stable, but it is found to be acoustically sensitive. The active controlling of the main 

cavity length already minimizes the effects of changing environmental temperature 

so that an acoustically more insensitive table might provide a better performance. 

The mechanical vibrations coming from the laser cooling pump and transmitted into 

the cavity by hoses and water are isolated by a pressure dumper in the cooling water 

line. Because the original pressure dumper did not offer enough isolation, an extra 

damping system was installed. Also extra long elastic plastic water hoses are used to 

further attenuate the vibrations coming from the laser cooling pump. Furthermore, 

the temperature of the surrounding environment is stabilized by controlling the air 

temperature around the laser. The wavelength locking of the laser output to a iodine 

absorption line is demonstrated later in Chapter 5.2. 
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3.2.2    Optics 

A small amount (~2 %) of each transmitted laser pulse is directed into a pair of 100 m 

long optical fibers, delayed, and injected back to the receiver for system calibrations 

(see Figure 5). Since some of the laser shots are unseeded, the delay is necessary 

so that the measured Q-switch buildup time of each pulse can be used as a quality 

control to trigger the data system only for seeded shots. The length of the fibers is 
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set so that the time-separated pulses can be recorded in the data profile. The other 

ends of the calibration fibers are connected to a diffuse cylinder, which is located 

at the receiver such that the calibration light signals can be used to monitor system 

performance during data taking. Another 2 % of the laser light is taken into an energy 

monitor. The energy normalization of the received signal is realized by storing the 

energy of each laser pulse into the data record. A 4 cm long iodine cell is used for 

frequency locking of the laser. This cell provides ~ 50 % absorption when the laser is 

tuned to the absorption peak. The frequency locking to the iodine peak is described 

later in Chapter 5.2. 

Because the HSRL measures depolarization of the clouds and uses this information 

to separate between water and ice clouds, the polarization stage of the outgoing laser 

beam has to be well controlled. The output of the laser is linearly polarized and 

the orientation of the polarization vector is set perpendicular to the plane of the 

hypotenuse of the polarization cube. The use of the polarization cube guarantees 

that the residual cross-polarized component is cleaned out from the outgoing laser 

beam. In order to be able to use the same receiver optics and the same detector for 

both polarization components, the polarization of the outgoing laser pulse is rotated 

by 90 degrees for alternative laser pulses by a Pockels cell. The accuracy of the Pockels 

cell rotation is measured by observing the light coming from the Pockels cell through 

a polarizing cube with a photodetector. These calibrations show that the residual 

cross polarization can be reduced to 0.1 % of the parallel component. The calibration 

accuracy is limited by the 0.1 % rejection accuracy of the polarizing cube. The timing 

of the voltage switching between laser pulses is synchronized with the Q-switch signal 

and the controller electronics assures that the proper Pockels cell voltage is applied 

in time before the next laser snot. The final alignment between the transmitter and 

receiver polarization axes is performed by adjusting a half-waveplate and by using 

the atmosphere as a calibration target. 

The use of small receiver field of views is made possible by decreasing the diver- 

gence of the outgoing laser beam with a beam expanding telescope (magnification 

4x). 
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3.3    Receiver ' 

3.3.1    Optics I 

The backscattered light is collected using a 50 cm diameter telescope (see Figu« 

6).  To avoid specular reflection from horizontally oriented ice crystals, the systeJS 

pointing direction is tilted by 4 degrees from the zenith. The signal polarized parallaL 

to the receiver polarization axis and the signal perpendicular to that are separated b| 

using a polarization cube (see Figure 6). This cube separates the signal to the WFOV- 

channel (PMT 3) and to the spectrometer-channels (combined aerosol+moleculJj 

channel (PMTl) and molecular channel (PMT 2)).  An extra polarization cube for 

both channels is used to clean up the cross polarization component of the receive« 

signal down to a level that makes accurate depolarization measurements possible.   ' 

The multiple scattering properties can be studied by using the WFOV-channeta 

while simultaneously measuring the single scattering return with the spectrometeP 

channels.  A stepper motor driven aperture for the WFOV-channel enables field of 

view variations between 0.224 and 4 mrad. An interference filter with 1 nm bandpasl 

is used for the background filtering. Because the field of view can be wide and the 

filter bandpass is broad, the WFOV measurements are currently limited to night timeB 

The field of view of the spectrometer channels is 160 ^rad, which further decrease™ 

the background sky noise and multiple scattering effects to the measured signal.      ■ 

In order to achieve daytime measurements with the spectrometer channels, a lovP 

resolution etalon pair and an 1 nm interference filter are used to suppress the back« 

ground solar radiance. The bandpass of the etalon pair is ~9 pm, which is about M 

times the width of the expected Doppler broadened molecular spectrum. The length 

of the spacers is chosen so that only one common transmission order for the etaloJ 

pair occurs inside the interference filter bandpass.  The bandpass of the low resolu- 

tion etalon pair is wider than in earlier systems8-12 in order to decrease the systenB 

sensitivity for the drift between transmitter wavelength and the etalon transmission" 

maximum. The effects of environmental changes to the etalon performance are elim« 

inated by mounting each etalon into a separate pressure and temperature controlled 

chamber. A third etalon chamber is used as a pressure reference. The absolute pres- 

I 
I 
I 
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sure in reference chamber and the differential pressures in each etalon chamber are 

maintained by a computer controlled servo loop. The etalons are operated near the 

pressure where the changes in tuning gas density with temperature are cancelled by 

the thermal expansion of the etalon spacers29. Nitrogen is used as a tuning gas. 
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Figure 6. A polarizing prism at the output of the telescope separates the orthogonally 
polarized signals between wide field of view channel (PMT3) and the spectrometer channels 

(PMT1 and PMT2). Since the polarization of the transmitted laser pulse is rotated by 

90° between laser pulses, each channel alternatively receives perpendicular and parallel 

components. The received backscatter signal is prefiltered with an interference filter and a 
low resolution etalon pair before being directed into a beam splitter. The signal detected 

with PMT1 contains the information about the total aerosol and molecular backscatter 
signal. The signal directed through the iodine cell and detected by PMT2 is a combination 

of a amount of aerosol backscatter signal which passes through the absorption cell and the 
wings of the molecular backscatter signal. 
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After background filtering, the signal is divided into two channels by a beam 

splitter. The signal detected with the PMT1 (combined aerosol+molecular channel 

contains the information about the total aerosol and molecular backscatter signal 

The signal directed through the 43 cm long iodine cell and detected by the PMT2 

(molecular channel) is a combination of the small amount of aerosol backscatter signal, 

which passes through the absorption cell, and the wings of the molecular backscatter 

signal (see Figure 7). The iodine absorption cell is described in more detail in Chapter 

4. 

A beamsplitter with a 30/70 (trans./refl.) splitting ratio is used to divide the 

signal between PMT1 and PMT2. The beam splitting ratio is chosen from the com- 

mercially available beamsplitters so that a good photon counting statistics with both 

channels is achieved when the system is tuned to the iodine absorption peak. Some 

beamsplitter types have poor transmission and reflection efficiencies and therefore 

part of the signal is lost in the beamsplitting process. Because good system transmis- 

sion is important, a beam splitter with a high transmission and reflection efficiencies 

was chosen. 

The beam splitters are highly polarization sensitive elements. When linearly po- 

larized laser beam interacts with atmospheric aerosols and molecules, the backscatter 

signal consist of two perpendicularly polarized components. Therefore, the polariza- 

tion sensitivity of the beamsplitter transmission and reflection has to be taken into 

account. The polarization sensitivity of the beamsplitter performance is noted as a 

problem in a system described by Krueger et al.17. The advantage of the HSRL is 

that the received signal is polarization filtered and therefore the light coming from 

the atmosphere to the beam splitter is always incident with the same polarization. 

On the contrary, the light from the current calibration light source is polarized or- 

thogonally to the lidar signal and therefore the polarization sensitivity of the beam 

splitter creates a problem. This problem is solved by generating a circularly polarized 

light for the beamsplitter with a ^-waveplate. 
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Figure 7. The spectral response of the HSRL receiver. The insert figure at the upper right 
corner shows a simplified setup of the spectrometer channels. The light that passes the 
field stop contains information about the Doppler-broadened molecular spectrum and the 
aerosol backscatter spectrum. The signal is divided into two parts with the beam splitter. 
The signal, which is transmitted through the beam splitter is detected with PMT1 and it 
contains information from the total backscatter signal. The signal, that reflects from the 
beam splitter is directed through an iodine absorption cell. In this process, the aerosol 
backscatter signal is attenuated in the iodine absorption line. Also the central parts of 
the molecular spectrum are filtered out and therefore the signal detected with PMT2 is a 
combination of the wings of the molecular spectrum and that part of the aerosol backscatter 
signal that passes through the cell. 
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8.3.2    Data system 

In order to increase the dynamical range of the HSRL, new photon counting electronics 

were designed (Figure 8). The photon counting data system has three counters and 

each counter has 2 buffers, one for each polarization. Counting rates have been tested 

up to 350 MHz, but counters are designed to operate up to ~1 GHz. The 100 ns bin 

width enables a 15 m range resolution. The 4 kHz laser repetition rate enables the 

use of 2333 range bins, which can be used to probe the atmosphere up to 35 km. The 

limiting factor of the data system is the photomultipliers (EMI 9863B/100), which 

allow counting only up to 15 MHz without significant pile-up effects. The PMT's are 

pile-up and afterpulse tested and both corrections are included to the data processing. 

The corrections are discussed later in this chapter. 

Computer control of the system is made by using Intel 80960CA embedded pro- 

cessor. The user interface is realized by using a Sun Sparc Station II. In addition to 

the data taking and the communication with the Sun, the system processor is used 

to control HSRL operation including pressure controlling of the etalons, timing of 

the Pockels cell voltage, controlling of the seedlaser temperature, controlling of the 

system shutters and relays, and controlling of the WFOV aperture. 

Most of the HSRL-operations are computer controllable from a menu interface. 

System performance can be followed from real time displays. The real time Range 

Time Indicator (RTI) displays for the raw and/or inverted data are used to display the 

incoming data so that altitude, variability, thickness and depolarization of the cloud 

layer can be observed when the clouds move over the lidar site. Similar displays for 

the cloud optical properties (optical depth, aerosol backscatter cross section, phase 

function) can be shown. 
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Figure 8. The HSRL data acquisition system. 

The new counter design has improved the background light measurement accuracy 

of the HSRL. Instead of interrupting the data taking every 3.5-7 min for background 

and calibration checks (as was made with the system described by Grund10), the new 

HSRL is capable of measuring the background light simultaneously with the data. 

The maximum resolution of the data system is increased from 256 to 4096 range bins 

per channel.  In the HSRL, the amount of background light in the measurement is 

calculated from the measured profile by using the upper altitudes of the lidar profile. 

The signal together with the background light is saved and therefore different kind of 

background corrections can be studied.  Currently, the measured HSRL profiles are 

background corrected by assuming the signal above -33 km to be background.  By 

averaging the upper range bins together, the average amount of background in the 

measurement is calculated. The disadvantage of the current background correction 

method is that some of the signal can still be originated from Rayleigh scattering 
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leading into an overestimate of the amount of background light for altitudes 33 km <| 

higher. A development of a background correction method that removes the Rayleigh 

scattering contribution from the background is currently in progress. I 

Photomultiplier afterpulsing can be seen as multiple output counts for a single 

input photon30. The afterpulsing could be caused by positive electron productiol 

in the dynode chain. The afterpulse pulses are time delayed compared to the sign" 

from incident photon and the time delay is proportional to the path length for electro« 

propagation. The signal originated from a short light pulse and measured with thl 

HSRL can be presented in following form 

I 
ft+dt 

<S(t)>=jo      S(t')$(t-t')dt', (i4| 

where 

< S{t) >     = signal measured with the HSRL I 

S(t') = signal incident on the receiver 

$ = signal responce function, that contains the laser pulse width, I 

datasystem bin width and afterpulsing of the photomultiplier 

The afterpulse probability distributions were measured by illuminating the photo-! 

multiplier photocathode with a short duration laser light pulse. Pulse counting rates 

less than one count per 100 ns long data bin per pulse were used.  A large number| 

of laser pulses were averaged (~1 hour average). The probability distributions were 

calculated from the background corrected data. The amount of background light was! 

calculated from the end of data record and the average value was subtracted from 

data. The measured afterpulse probability distributions of two photomultiplier tubes» 

are presented in Figure 9.  The afterpulse probability distribution was found to be" 

different for each tube and therefore a separate correction for each tube had to be 

implemented to the signal analysis program.  With a known afterpulse probability| 

distribution function, the afterpulse contribution can be removed from the measured 

signal by using deconvolution.  The effect of afterpulse correction to the measured! 

signal is presented in Figure 10. ™■ 

I 
I 
I 
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Figure 10. The effect of afterpulse correction to the measured aerosol signal in the case of 
thick water cloud (at 5.6 km) with an ice crystal precipitation at 5.1 km. The afterpulsing 
increases the aerosol signal at the end of the cloud, and therefore the geometrical thickness 
of the clouds is underestimated. The effect of afterpulsing to the molecular signal is similar, 
and thus a slight overestimate of the optical depth of the cloud is made, if the afterpulse 
correction is not performed. 

The pulse pile-up is seen when all time separated photons are not distinguishable 

and they overlap. This causes a nonlinear response. In order to be able to separate 

between counts, a minimum separation time between two pulses is required for them 

to be distinguished. This time is called resolving time (or dead time). Since the 

time interval distribution of photons that reach the photomultiplier follow a Poisson 

distribution, the probability P0 that a pulse overlaps with another pulse inside a 

certain time interval is given by the following formula31 

Po = 1 - e 
-AT (15) 
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where 

T      = resolving time 

R     = average count rate 

In order to obtain the resolving time (dead time) of the photomultipliers, the 

photomultiplier responses to different count rates were tested. First, light level is set 

to level which is high enough to generate a pile-up. Then the photomultiplier response 

to different light levels is measured by changing the light intensity with neutral density 

filters and recording the signal change.  In order to be able to define the resolving 

time of the photomultiplier, the photon counting was modeled. The pulses coming 

from the photomultiplier were treated as Poisson distributed signals. The resolving 

time that produced the best fit between simulated and measured results was used 

for the pile-up correction. All photomultipliers were found to have ~ 13 ns resolving 

time. The pile-up correction has to be performed before the afterpulse correction or 

any other corrections, because the pile-up effect is nonlinear. The pile-up is affected 

by the signal strength, signal background and afterpulsing and therefore, data has 

to contain the information from all these factors when the correction for pile-up is 

performed. 

In order to make the pile-up correction for data, the following equation was used 

N = N0e-RT (16) 

where 

N = measured counts 

N„ = actual counts 

T = resolving time 

R. = average count rate = dt 
Na 

This equation is solved iteratively for N0, so that 

1. JV0(1) = N 

2. New N0{i + 1) = JVe^T, where dt = bin length [s] 
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3. Step 2 is repeated until N0 converges 

The effect of pile-up correction to 
the measured signal is presented in Figure 11. 
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4    Iodine absorption filter 

In order to overcome the limited capability of the high resolution etalon to separate 

between aerosol and molecular scattering and to increase the system stability and 

reliability, an iodine absorption filter was constructed. For the first HSRL measure- 

ments a 43 cm long cell was made.   The cell was made from glass tubing with an 

attached side arm.   Optical quality end windows with anti-reflection coatings were 

epoxed to the ends. The cell with iodine crystals in a side arm was evacuated and 

kept at 27 °C. Transferring of the iodine from the absorption cell into the vacuum 

pump was prevented by evacuating the cell through a cold trap and cooling the side 

arm with liquid nitrogen. Although the iodine cell can be operated at room temper- 

ature, the operating temperature of the cell has to be controlled, because the vapor 

pressure of iodine is very temperature sensitive32. In the HSRL, the cell temperature 

is maintained with ±0.1 °C accuracy by operating the cell in temperature controlled 

environment. 

The iodine spectrum is measured by scanning the laser wavelength by changing 

the temperature of the seedlaser under computer control.  A small amount of laser 

light is directed into a 100 m long fiber optic delay (Fiber 1 in Figure 4) and sent 

to the receiver to create a calibration light source.    The temperature-wavelength 

dependence of the scan was determined by using the free spectral range of the high 

resolution etalon as a reference. This could be made, because the free spectral range 

of the etalon can be calculated when the length of the etalon spacers is known and 

the spacing of two (or more) etalon transmission peaks in temperature units can be 

measured. The calibration was made by simultaneously measuring the transmission 

spectrum of the high resolution etalon and iodine absorption filter. The simultaneous 

measurement of the high resolution etalon and iodine absorption filter transmissions 

was made by measuring the signal reflected from the high resolution etalon (Figure 

12) and the signal transmitted through the absorption cell. The pressure in etalon was 

held constant while the laser wavelength was scanned. The spectrum was normalized 

by measuring the cell transmittance without the iodine cell. 

A part of the measured iodine spectrum is presented in Figure 13. The measured 

spectrum was compared with a published spectrum18 and an -0.01 pm wavelength 
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agreement in relative line positions was observed. The linearity of the temperature 

scan was confirmed from the free spectral range information of high resolution etalon 

by performing the scan over more than one free spectral range. Single mode operation 

between two seedlaser mode hops can be maintained over 20 GHz range (at 1064 nm) 

and within this range two high resolution etalon free spectral ranges can be covered. 

During a mode hop the laser frequency jumps back about 10 GHz. 
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Figure 12. The HSRL receiver used for iodine spectrum calibrations. The same receiver 
setup was used for the first HSRL measurements with the iodine absorption filter. For data 
taking the transmission of the high resolution etalon was tuned out from the peak and the 
etalon was used as a reflector. When the beamsplitter and the mirror 4 are removed from 
the system, the system returns back to the old HSRL receiver. 
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Figure 13. Transmission of a 4 cm and 43 cm iodine cells as a function of wavelength shift. 
The identification line numbers are from Gerstenkorn and Luc18. 

For initial HSRL measurements the line 1109 (peak wavelength 532.26 nm)18, 

which is well isolated from the neighboring lines, was chosen. The full width half 

maximum width of the line is ~1.8 pm and the peak transmission is ~ 0.08%. The 

hyperfine structure of the peak 1109 defines the asymmetric shape of the absorption 

peak33. In fact, the line 1109 is a combination of two rotational vibrational transitions 

with different hyperfine structures. 

The iodine absorption cell provides a robust filter for the HSRL, because it is not 

dependent on the mechanical alignment of the filter or the angular dependence of the 

incoming light. Another advantage is the stability of the absorption characteristics. 

This provides a stable long term operation. The strength of observed absorption line is 

dependent on the line strength, and the length, temperature, and pressure of the cell. 

By controlling the operating environment and with a nearly leak proof system, the 
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current iodine cell is operated for several months without any maintenance. During 

this time, a small change in absorption strength and line width were observed due 

to a small leak that was caused by the iodine penetrating through a hose. Also the 

iodine was found to condense into the walls of the cell, but even during a long period 

of time, the amount of condensation has been small and ~ 10% extra absorption 

is observed. The condensation can be prevented by operating the tip of the side 

arm couple degrees below the cell temperature. The problems with reactive iodine 

penetrating through the hoses can be prevented by using a sealed all-glass cell. In 

a short term operation, the stability of the absorption characteristics has proven to 

be so good that a system calibration scans from different days can be used for the 

calculations of the system calibration coefficients. This requires, that the alignment 

of the receiver optics is stable. 

An absorption filter offers a high rejection against aerosol scattering and therefore 

it makes the separation between aerosol and molecular scattering easier. Also, a wide 

dynamic range in rejection against aerosol scattering is achieved by simply changing 

the vapor pressure or the length of the cell. Comparison between high resolution 

etalon and iodine absorption filter performance is presented in Figure 14. A 2:1 

separation between molecular and aerosol scattering by the etalon (Figure 14.b) is 

measured compared to a 1000:1 separation in the iodine cell when operated at 27 °C 

(Figure 14.a). The molecular transmission in Figure 14.a and Figure 14.b is calculated 

by using the Doppler-broadened molecular spectrum at -65 °C. This temperature is 

close to the lowest temperature measured at the tropopause and this gives the smallest 

transmission through the iodine absorption cell. The molecular transmission of the 

high resolution etalon and the iodine absorption filter are similar (Figure 14.c). Due 

to wide absorption line width, the molecular transmission of the iodine filter is more 

dependent on the air temperature than the etalon. The temperature dependence of 

the cell transmission is modeled by using the table values of iodine vapor pressure32 

(Figure 14.d). Calculations show, that by changing the cell temperature from 27 °C 

to 0 °C, the online transmission can be tuned from 0.08% to 60%. 
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Figure 14. (a) Transmission of 43 cm cell (solid line) together with the molecular transmis- 
sion (dashed line) at -65 °C air temperature as a function of wavelength shift. Dot-dashed 
line shows the calculated molecular spectrum at -65 °C. (b) Etalon transmission (solid line) 
and calculated molecular transmission (dashed line) as a function of wavelength shift. Dot- 
dashed line shows the calculated molecular spectrum at -65 °C. (c) Comparison of molecular 
transmission of high resolution etalon and iodine cell as a function of air temperature, (d) 
Iodine cell aerosol and molecular transmission as a function of cell temperature. 
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5     Calibration and tuning 

5.1    Calibration theory 

The HSRL measures optical properties of aerosols by using the backscatter from 

atmospheric molecules as a calibration target. In the receiver the signal is separated 

into two separate signals: one proportional to total aerosol and molecular scattering 

and the other containing the molecular backscattering together with a small aerosol 

cross talk component. The measured signals are 

Sa+m(R) = ri[Na(R) + Nm(R)} 

Sm(R) = v[CamNa(R) + Cmm(R)Nm(R)}, 

(17) 

(18) 

where 

N.,N, 

= signal measured with the combined channel (PMTl in Figure 6) 

= signal measured with molecular channel (PMT 2 in Figure 6) 

= total number of aerosol and molecular backscatter photons 

incident on the receiver field of view 

Cam — aerosol transmission of the molecular channel relative to 

the combined channel 

Cmm = molecular transmission of the molecular channel relative to 

the combined channel 

?/ = system efficiency factor that includes the optical transmission 

of the combined channel and its photomultiplier quantum efficiency 

These two equations can be solved to present the separated aerosol and molecular 

backscatter signals. 

Nm(R) = 

Na(R) 

Sm(R) — CamSa+m(R) 

*?(Cmm(Ä) — Com) 

Sa+m(R) - T,Nm(R) 

(19) 

(20) 

The calibration coefficients Cam and Cmm are obtained from a system calibration 

scan. For calibration the system input aperture is uniformly illuminated with a diffuse 

I 
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light. The receiver spectral transmission function is measured by scanning the laser 

wavelength over an 11 pm wavelength range around the selected iodine absorption 

peak and recording the signals (originated from calibration fiber 1 and calibration fiber 

2) with both spectrometer channels (PMT1 and PMT2 in Figure 6).  A calibration 

scan is performed before and after each dataset. When system is running for a long 

period of time (time ~ 3 hours) the system operation is interrupted and a calibration 

scan is performed.   An example from a calibration scan is presented in Figure 15. 

In addition to the information on the system spectral transmission, the calibration 

signals contain information on the beamsplitting ratio between channels.  Since the 

signal measured through the iodine cell is flat at the top of the iodine absorption 

peak, the determination of the wavelength of the absorption maximum is based on 

the signal from the reference iodine cell (4 cm cell in Figure 5, calibration fiber 2) 

and measured with the PMT1. Otherwise, the signals from the first calibration fiber 

are used for the calibration coefficient calculations. 

-2-1012 
Wavelength Shift (pm) 

Figure 15. An HSRL calibration scan. The calibration fiber 1 signal that is detected with 
PMT2 shows the iodine absorption spectrum of the 43 cm long iodine cell. The calibration 
fiber 2 signal detected with PMT1 presents the absorption spectrum of the 4 cm long 
reference cell. The signal from calibration fiber 1 and detected with PMT1 is used as a 

reference. 
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Since the Doppler-broadening of the aerosol backscatter is negligible, the spectral 

distribution of the aerosol backscatter can be assumed to be similar to the spectral 

distribution of the transmitter laser. The measured calibration signals can be pre- 

sented as a convolution between laser spectral distribution and spectral bandpass of 

each channel. Therefore, the fraction of the total aerosol backscatter detected by the 

molecular channel (Cam) can be directly obtained from the calibration signals. 

Cm-   5"(atPeak) /21) 
5'a+m(at peak)' 

where 

Sm =      calibration fiber 1 signal detected with the PMT2 at the 

iodine absorption peak 

Sam =     calibration fiber 1 signal detected with the PMT1 at the 

iodine absorption peak. 

The fraction of the total molecular backscatter measured by the molecular channel 

(Cmra) is calculated by convoluting the measured filter function with the calculated 

molecular spectrum. 

£?=1S0+m(An)M,ped(An)AA' [Z2) 

where 

Sm = calibration fiber 1 signal detected with the PMT2 

(filter function for molecular channel convoluted with the 

laser spectrum) 

Sa+m      = calibration fiber 1 signal detected with the PMTl 

(filter function for aerosol + molecular channel convoluted with the 

laser spectrum) 

M,pect     = calculated molecular spectrum 

N = number of points in calibration scan 

A = wavelength 
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AA = the wavelength difference between two points in the calibration scan 

The divisor on the Eq.   22 is presented as a convolution aerosol and molecular 

channel. Therefore, the divisor presents the amount of molecular spectrum seen with 

the combined aerosol and molecular channel. The dividend of the Eq. 22 describes the 

molecular signal detected through the iodine absorption cell. The molecular spectrum 

model used in the calculation is presented in a paper by Yip and Nelking34 and it 

includes the effects of Brillouin scattering as a function of temperature and pressure. 

The accuracy of the calibration coefficients is mainly limited by the photon count- 

ing statistics. Because the signal transmitted through the absorption peak is small, 

the error due to photon counting statistics dominates the error in the determination 

of Cam-   Therefore, the accuracy of the Cam is improved by increasing the photon 

counting statistics at the absorption peak. Three different ways to increase the pho- 

ton counting statistics can be considered. First, the signal at the absorption peak can 

be increased by scaling the light with neutral density filters while scanning. Second, 

the amount of aerosol backscatter signal can be further decreased into a point where 

the effects of the photon counting statistics are negligible. Third, longer averaging 

time can be used. 

The disadvantage of using neutral density filters is that the filters have to be well 

calibrated and the change in the value of neutral density filter has to recorded into the 

data so that the signal can be reconstructed back to the absorption spectrum. The 

disadvantage of the longer absorption cell is that the increased cell length will further 

decrease the amount of transmitted molecular signal. Also the spectral purity of the 

laser limits the observable absorption strength. In order to be able to obtain a good 

photon counting statistics for the signal of the whole absorption peak, a long averaging 

time is required and therefore the total calibration time would be unreasonable long 

(~ lh) and during this time the laser has time to drift. The drift in the laser output 

wavelength during the scan effects the width of the measured absorption spectrum. 

The current HSRL uses a calibration procedure, where the absorption spectrum 

is first measured by scanning the laser wavelength so that ~ 1% photon counting 

accuracy is achieved for the spectrum around the absorption peak. In order to obtain 
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a high photon counting statistics in short period of time, the light from the calibration 

fibers is optimized so that maximum number of photons is detected with small pile-up 

effects at the detectors. During the scan the location of the peak absorption maximum 

is detected from the signal through the 4 cm long reference iodine absorption cell. 

After completing the scan, the seedlaser temperature is set back to the maximum 

and by using a tuning program (described in more detail in Chapter 5.2) the laser 

wavelength is kept at the absorption peak until better than 3% photon counting 

statistics is obtained. With this procedure the effects due to a shift in the laser 

output wavelength to the width of the absorption spectrum can be minimized and 

the photon counting errors in the determination of the Cam can be reduced from 

about 20% to 3% within ~ 10 min averaging time. 

The atmosphere provides the best reference when the accuracy of the HSR1 cal- 

ibrations is studied. Figure 16 presents an HSRL calibration which is performed 

simultaneously with data taking. Two different cases are studied. First, a calibration 

from a thick water cloud is shown. Second, a calibration from clear air is presented. 

In order to detect the possible range dependence of the calibration, lidar returns 

from different altitudes are studied. The comparison between calibrations from at- 

mosphere and from the calibration light source also recovers possible misalignments 

of the system. 

The system calibration signal from the iodine absorption spectrum presents a cal- 

ibration from a pure aerosol target. The agreement between system calibration and 

atmospheric calibration from a thick water cloud can be seen from Figure 16. Both 

signals are denned from the ratio of the signal detected through the iodine cell to 

the signal detected with the combined aerosol+molecular channel. The background 

corrected, energy normalized signals are used. The data is averaged over a 90 m 

range. An expected calibration curve from a pure molecular target can be calcu- 

lated by convoluting the measured iodine absorption spectrum with the calculated 

molecular spectrum. The calculated molecular calibration together with a measured 

atmospheric calibration from different altitudes are presented in Figure 16.b-d. The 

measured absorption spectrum is presented as a reference. For the calculated molecu- 

lar calibration, the atmospheric temperature, and therefore the width of the Doppler- 
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broadened molecular spectrum, is calculated by using the temperature values obtained 

by a radiosonde measurement. The signals from higher altitudes are disturbed by the 

low photon counting statistics, but otherwise a good agreement between system cal- 

ibration and atmospheric calibration is obtained and no range dependence in the 

system calibration is observed. The range dependence of the atmospheric calibration 

would show up as a noticeable deviation from the system calibration. 
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Wavelength Shift (pm) 

Figure 16. A HSRL calibration scan together with a simultaneous calibration from the 
atmosphere. Figure (a) shows a calibration from a thick water cloud (thin dashed line) 
together with a system calibration scan (thick solid line). In figures (c)-(d), the dashed line 
shows a clear air calibration at 3175 m (b), 5510 m (c), and 7550 m (d). The temperatures 
at these altitudes were -11 °C (b), -32 °C (c), and -45 °C (d), respectively. The long dashed 
line presents the expected molecular return. The measured calibration scan is presented as 
a reference (solid line). 
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5.2     The laser wavelength locking into the iodine absorption 
peak 

The system calibration is sensitive to the drifts between the transmitter wavelength 

and the receiver bandpass transmission maximum. The measurements show that 

the seedlaser drifts at ~100 MHz/h rate. In order to achieve a stable long term 

operation without frequent calibrations, the wavelength of the transmitter laser is 

locked to the iodine absorption peak. Wavelength locking to the Doppler-broadened 

iodine absorption line was used because it requires much less power than a locking 

into a hyperfine structure of the iodine absorption line with Doppler-free technique33. 

Compared to the wavelength locking with a high resolution etalon, the advantage of 

the locking to an iodine absorption peak is that, iodine peak provides an absolute 

frequency reference. Another technique to lock the laser output wavelength to the 

Doppler-broadened iodine absorption line was reported by Arie and Byer35. They use 

Fourier transformation spectroscopy to lock the laser to the center of the Doppler- 

broadened peak. This method does not require any dither of the laser frequency, but 

it is more complex. 

In the HSRL, the absorption spectrum of the 4 cm long iodine absorption cell is 

used to provide information about the absorption peak maximum. The absorption 

peak of the 43 long iodine absorption cell cannot be used as a reference for the 

wavelength locking because the saturation of the absorption at the peak causes the 

fiat shape of the peak, and because the signal at the peak is small due to the strong 

absorption. Therefore it does not provide good photon counting statistics for the 

locking. The length of the reference cell is chosen so that the absorption is ~ 50%. 

The cell transmission has to be high enough to provide a good photon counting 

statistics within a short averaging time. 

The locking of the laser wavelength to the iodine absorption peak is performed 

by using an automatic controlling program that works as follows. First, the location 

of the absorption maximum is detected during a calibration scan. After completing 

the scan, the program automatically sets the seedlaser temperature to the observed 

peak. In order to keep the laser wavelength locked to the maximum absorption 

wavelength, the seedlaser temperature is dithered around the optimum temperature 
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and information about the ratio of signal from the second calibration fiber to the signal 

from the first calibration fiber detected with PMT 1 (see Figure 17) is gathered. The 

seedlaser temperature is kept at temperature that produces the minimum ratio. The 

basic idea of the tuning program is presented in the following. 

The tuning procedure has four steps. First, information about the ratio be- 

tween calibration fibers is gathered for the seedlaser temperature (T(peak)) that 

was detected to produce the minimum ratio. Then, a temperature T=T(peak)+dT 

is applied and the change in the ratio is observed. After gathering enough statistics 

(~ 30 s), the seedlaser temperature is returned back to the temperature T(peak) and 

a new value for the ratio at this temperature is measured. After this, the optimum 

temperature is detected by finding the temperature that produces the minimum ratio. 

If the temperature T=T(peak)+dT produced a smaller ratio, then that temperature 

becomes to the new optimum temperature T(peak). If the ratio for temperature 

T=T(peak)+dT was not better, the dithering to temperature T=T(peak)-dT is per- 

formed and the procedure is repeated. The wavelength dither corresponds to temper- 

ature change of 0.009 °C (0.052 pm). A time history of the dither temperatures for a 

9 hour run shows that, the seedlaser temperature is dithered between 3 temperatures 

under typical operating conditions. 
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Wavelength Shift (pm) 

0.50 0.75 1.00 

Figure 17. Signal for the frequency locking of the laser. An expanded view from the peak 
shows that as the temperature is changed in either direction from the detected peak, a 
change in the ratio is noticed. 

Because the absorption peak of the 43 cm long absorption cell is flat around the 

maximum absorption wavelength, the error due to tuning to the amount of aerosol de- 

tected in the molecular channel (Com) is comparable to the photon counting statistics. 

On the other hand, the error due to dithering to the amount of detected molecular 

signal in the molecular channel (Cmm) is a combination of photon counting statistics 

and the error between the convoluted signals at different dithering wavelengths. The 

errors in Cmm due to tuning as a function of atmospheric temperature are presented 

in Figure 18. Figure 18 shows the error in the determination of Cmm, when the laser 

wavelength is tuned off by ±0.052 pm, but the calculation of Cmm is made for the 

peak wavelength. Also the error due to dithering is shown. The asymmetry of the 

absorption spectrum makes the errors due to the tuning asymmetric. The total effect 

of the tuning procedure to the measured profiles has to be calculated as a weighted 

average of the errors at different dithering wavelengths, because the tuning program 

is realized so that the laser spends 2/3 of the time at the wavelength that produces 
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the minimum ratio and 1/3 of the time doing the dithering. Therefore, the total error 

due to dithering is better than 0.1%, when measurement period is long compared to 

the dither time. In principle, the error due to wavelength locking can be eliminated 

by inverting the data by using different calibration coefficients for different dithering 

wavelengths. This has not been accomplished yet. 
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Figure 18. The errors in Cmm due to the tuning. Error when the seedlaser temperature is 
detuned from the optimum temperature by ± one step (0.009 °C) and when the seedlaser 
temperature is dithered, but the inversion is performed by using the observed peak value. 
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6    Measurements 

Starting from July 1993, the iodine absorption filter based HSRL has been operated 

at the University of Wisconsin-Madison campus. During this time the HSRL has been 

routinely operated and the stability and reliability of the system have been tested. 

As a result, a dataset consisting of ~ 30 different cirrus cloud cases has been obtained 

with a simultaneous NOAA-11 and/or NOAA-12 satellite overpasses. As an example 

from the data collected with the HSRL a dataset from November 11, 1993 is shown. 

This dataset contains a meteorologically interesting case: a cirrus cloud, supercooled 

water cloud, and ice crystal precipitation together with a strong low level aerosol 

structure. Figures 19 - 25 present Range Time Indicator (RTI) pictures from the 

data. Both raw and inverted data are shown along with depolarization and optical 

depth. The pictures are generated from the background corrected, energy normalized, 

and range square corrected data. 

For the RTI's of the inverted data, the aerosol and molecular signals are separated 

by using Equations 19 and 20. The optical depth is obtained from the ratio of the 

inverted molecular profile to the return predicted for the pure molecular scattering 

(Eq. 10). The color scale shows the signal strength and the white areas are regions 

where the backscatter signal is larger than the maximum color scale value. The black 

areas indicate that the signal is smaller than the smallest color scale value. 

The Figure 19 shows the raw lidar return detected with the combined aerosol and 

molecular channel. This profile is similar to the profile obtained with a conventional 

single channel lidar: the signal from small amounts of aerosol scatterers is dominated 

by the scattering from molecules, and therefore all aerosol structures are not clearly 

visible. The ability of the HSRL to separate aerosol and molecular scattering can be 

seen from the RTI picture of the inverted aerosol signal Figure 20. After inversion, 

the aerosol structures are more visible and they do not have the decrease with altitude 

caused by the atmospheric density profile. The ability of the iodine absorption filter to 

reject aerosol scattering is visible from the RTI of the raw molecular signal (see Figure 

21): only a small aerosol cross-talk for the densest parts of the clouds is observed and 

this is easily removed by the inversion, as can be seen from Figure 22. The phase 

of the water at different layers can be seen from the depolarization RTFs.   Figure 
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23 shows the raw depolarization observed with the combined aerosol and molecular 

channel. The inverted aerosol depolarization is shown in the Figure 24. From these 

pictures, a cirrus cloud at ~ 8 km (depolarization ratio ~ 40%) and a supercooled 

water cloud at 5 km ( depolarization ratio ~ 1 %) with ice crystal precipitation can be 

easily separated. For low level aerosols (0-3.7 km), a two layer polarization structure 

is seen. The small increase in water cloud depolarization as a function of cloud height 

is an indicator of multiple scattering. The low molecular depolarization is presented 

in Figure 25. The low depolarization ratio values with small signal to noise ratio show 

up in the picture as noise. 

The optical depths on the different parts of the data set can be seen from the 

Figure 26. The optical depth of the cirrus cloud between 7 and 10 km is ~ 0.4. The 

water cloud at ~ 5 km has an optical depth of 2.5-3. The extinction through the 

ice crystal precipitation below the water cloud and the extinction through the water 

cloud can be seen as a change in the color scale as a function of altitude. The optical 

depth of the ice crystal precipitation is ~ 0.1. 

A more detailed analysis of the dataset is presented in the following sections. First, 

the depolarization measurements are discussed in Chapter 7.1. The effects of mul- 

tiple scattering to the depolarization measurements are shown. The measurements 

of the cloud particle sizes are not included to this study. The depolarization data 

from August to November 1993 is analyzed and a summary from the observed depo- 

larizations as a function of atmospheric temperature is given. Second, an example 

from a measurement of scattering ratio, aerosol backscatter cross section, and optical 

depth is given together with error estimates for the optical depths (see Chapter 7.2). 

The temperature dependence of the Doppler-broadened molecular spectrum enables 

the measurements of the atmospheric temperature by the HSRL. Preliminary results 

from a temperature measurement are presented in Chapter 7.4. 
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Figure 19. The raw lidar return presenting the combined aerosol and molecular channel 
return. A water cloud layer with an ice crystal precipitation are seen at 5 km. Above the 
water cloud, a cirrus cloud can be seen. The low level aerosol structure between 0 and 3.7 
km is hardly visible because it is damped by the molecular backscatter signal. 
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Figure 20. The inverted aerosol profile. After separating the aerosol and molecular backseat- 
ter returns, the layers where the aerosol backscatter signal is small compared to the molec- 
ular signal are clearly visible. The largest difference is seen for the low level aerosol layer 
between 0 and 3.7 km. 
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Figure 21. The raw molecular return. A small aerosol cross talk signal is visible for the 
■densest parts of the water cloud at ~ 5.5 km. The dark areas indicate that very little or no 
return through parts of the water cloud is observed. 
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Figure 22. The inverted molecular profile. After the inversion, the cross talk that was 
visible in Figure 21 cannot be seen and the inverted molecular profile therefore presents 
the atmospheric extinction at various points of the dataset. The inaccuracy of the overlap 
correction can be seen as a darker line at ~ 1 km. 
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Figure 23. The raw aerosol depolarization combined with the molecular depolarization. The 
picture shows the depolarization ratio that is seen with a lidar that cannot separate the 
aerosol and molecular backscatter signals. The depolarizations for altitudes with low aerosol 
content are dominated by the molecular depolarization. The parts of the cirrus cloud and 
parts of the ice crystal precipitation between 4 and 5.5 km show depolarization ratios that 
are ~ 10%, and those layers could be expected to contain mixture of ice and water. Some 
parts of aerosol layer between 2 and 3.7 km show depolarization of ~3.5 %. The water 
cloud at 5.5 km has ~1% depolarization. The increase in the water cloud depolarization as 
a function of altitude is due to the multiple scattering. 
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Figure 24. The inverted aerosol depolarization. After inversion, the cirrus cloud depolar- 
ization of ~ 40% indicates pure ice depolarization. The ice crystal precipitation falling out 
from the water cloud show similar depolarizations values. The low level aerosol structure 
shows a two layer polarization structure. A ~1% depolarization ratio for the layer between 
0.5-2 km is observed indicating nearly spherical particles. The depolarization of the layer 
between 2 and 3.7 km shows a ~ 5% depolarization. 
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Figure 25. The inverted molecular depolarization. A less than 1% molecular depolarization 
is observed. The increase in the depolarization variations at the higher altitude is due to 
the low signal to noise ratio. 
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Figure 26. The optical depth. The optical depth above 3 km is shown. The optical depth 
of the cirrus cloud between 7 and 10 km is ~ 0.4. The water cloud at ~ 5 km has a optical 
depth of 2,5-3. The extinction through the ice crystal precipitation below the water cloud 
and the extinction through the water cloud can be seen as a change in the color scale. The 
optical depth of the ice crystal precipitation is ~ 0.1. 
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6.1    Depolarization ratio 

Lidar measurements of atmospheric depolarization can be used to distinguish between 

liquid and solid phases of water in the atmosphere36"38. The quantity to describe the 

degree of polarization is the linear depolarization ratio 6 

6 = £, (23) 

where IL and I\\ are the measured perpendicular and parallel backscatter intensities 

in respect to the transmitter polarization axis. The backscatter signal of a linearly 

polarized laser beam from spherical particles is totally linearly polarized (6 = 0). The 

particles can be assumed to be spherical in case of wet haze, fog, cloud droplets, and 

small raindrops.   The depolarization of the pure molecular atmosphere is nonzero, 

because of the anisotropy of the air, and therefore a 0.37-0.4 % depolarization for 

the Cabannes line is expected39,40. The depolarization of the molecular return that 

includes the Cabannes line and the rotational Raman lines is ~ 1.5%40. If particles 

are nonspherical (as ice crystals, snow flakes or dust particles) or if the backscatter 

signal has a multiple scattering contribution, the backscattered signal contains a cross- 

polarized component (0 < 6 < 1).  A specular reflection from a oriented ice crystal 

layer provides a small depolarization, which therefore can be misinterpreted as the 

backscatter signal from a water cloud, but the off vertical pointing direction of the 

HSRL is expected to prevent this. 

Lidar studies of atmospheric polarization have been traditionally based on a tech- 

nique, where a linearly polarized laser beam is sent to the atmosphere and the received 

polarization components are separated by a polarization cube and detected by a pair 

a photomultiplier tubes, one for each polarization component. This method requires 

a precise calibration of the receiver in order to avoid the problems due to differences 

between channels in optics, and in photomultiplier sensitivity. 

In the new HSRL (see Figs.  5 and 6), the polarization measurements are made 
» 

by using one transmitter laser and one detector for both polarization components. 

The transmitted laser beam is linearly polarized, and for polarization measurements 

the polarization of the transmitted laser beam is rotated by 90 degrees on alternative 

laser pulses by a Pockels cell. In the receiver, the signal parallel to the transmitter 
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polarization axis and the signal perpendicular to that are separated and cleaned by 

a polarization cube pair. Since the polarization of the transmitted laser shot alter- 

nates between two subsequent laser shots, the same detector can accurately measure 

both polarization components and therefore no calibration of the receiver is required. 

The 250 fis time separation between laser pulses insures, that both depolarization 

components are measured from the same atmospheric scatterers. The depolarization 

variations as a function of field of view can be studied with the new WFOV-channel. 

The effects of specular reflection from a horizontally oriented crystal layer are mini- 

mized by tilting the receiver by 4 degrees from the zenith. With the HSRL, separate 

measurements of aerosol and molecular depolarizations can be made. 

Depolarization measurements are affected by presence of multiple scattering when 

a lidar is used to probe dense clouds. Because the amount of detected multiple 

scattering is dependent from the cloud particle size, range from the cloud, optical 

depth of the cloud, and the field of view of the system, typical systems with 1-5 mrad 

field of views have difficulties separating between water and ice for dense clouds. In 

order to separate between water and ice for optically thick clouds, the HSRL uses a 

160 /xrad field of view for the spectrometer channels. 

Figure 27 represents an example of the multiple scattering effect on the mea- 

sured depolarization. Figure 27.a. shows the measured energy and range square 

corrected signals from a supercooled water cloud with ice precipitation. For the 

WFOV-channels, 0.22, 0.65, 1.1, and 1.6 mrad field of views are used. The WFOV- 

channel measurements are then compared to the measurements of the 0.16 mrad field 

of view channels. The amount of multiple scattering in the signal is calculated from 

the ratio of the WFOV-signal to the signal simultaneously measured with the narrow 

field of view channel (see Figure 27.b.). Figure 27.c shows the depolarization ratios 

for different field of views and the Figure 27.d shows the ratio of the WFOV depolar- 

ization to the narrow field of view depolarization. For the optically thin ice crystal 

precipitation layer, the change in depolarization as a function of field of view is hardly 

noticeable. The change from ice to water shows up as a drop in the depolarization 

ratio. All field of views show a low depolarization for the water cloud base but as 

soon as the signal penetrates deeper into the cloud, an increase in the depolarization 
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as a function of field of view can be observed. Inside 300 m the multiple scattering 

effects in the cloud will increase the depolarization of the larger field of views up to 

the level which is comparable with the observed ice crystal depolarization and there- 

fore, the separation between ice and water becomes impossible. The low values of 

depolarization observed with the narrow field of view channel and with the smallest 

WFOV field of view show that the narrow field of view effectively suppresses the 

effects of multiple scattering. Therefore, the HSRL signals from these field of views 

can be used to separate between ice and water clouds even for optically thick clouds. 

On the other hand, information from depolarization and signal strength variations as 

a function of field of view can be used to verify multiple scattering calculations. 

Theoretically, the depolarization of the spherical dropplets should be zero, but the 

depolarization ratios observed for the water cloud at 5.5 km is ~2 %. In the cases of 

water clouds with an ice crystal precipitation, the non-zero values of depolarization 

ratio can be explained by the presence of ice. Because the water cloud is precipitating 

ice, there has to be some ice mixed with water in the cloud. The scattering from the 

cloud base is ~ 20 times larger than signal from ice crystal precipitation. Based on 

this ratio, ~ 2 % (~ 1/20 x ice depolarization of 40 %) depolarization for the cloud 

base depolarization can be expected due to the presence of ice crystals with ~ 40 % 

depolarization. 
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Figure 27. Effects of multiple scattering on depolarization in the backscatter return from a 
water cloud at 5.5 km with ice crystal precipitation between 4.5 and 5.3 km. Data obtained 
on November 11,1993 02:04-02:14 UT. (a) Measured signals, (b) Ratios of measured WFOV 
signals to 0.16 mrad field of view signal, (c) Measured depolarization ratios. The cloud base 
depolarization of the smallest field of view at 5.4 km is ~ 2 %. (d) Ratios of the measured 
WFOV depolarizations to the depolarization of the 0.16 mrad field of view channel. 
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The capability of the HSRL to distinguish between aerosol and molecular scatter- 

ing allows separate polarization measurements. This is important when layers with 

a low aerosol content are studied. The effects of the molecular scattering on the 

observed depolarization can be seen by comparing the raw and inverted aerosol de- 

polarization ratios. For the cases where the amount of aerosol scatterers is small, the 

signal from molecular scattering dominates the depolarization picture (see Figure 23). 

Therefore, aerosol depolarizations similar to the molecular depolarization can be seen 

and also parts of the cirrus cloud and ice crystal precipitation show depolarization 

ratios which are close to the depolarization of the supercooled water or mixture of ice 

and water (green areas in the raw aerosol depolarization RTI). After inversion a clear 

difference in the depolarizations is seen: the depolarization of the low level aerosols is 

better defined and the depolarization of the cirrus shows that the cloud contains pure 

ice crystals (Figure 24). Therefore, a clear separation between ice and water can be 

based to the depolarization ratios calculated from the inverted aerosol profiles. The 

effect of the inversion to the depolarization ratio is also visible from the Figures 28 - 

29. 

The profile of the raw aerosol depolarization shows the depolarization of the com- 

bined aerosol+molecular channel and therefore, it shows the depolarization ratio 

which is seen with a conventional single channel lidar.  The raw molecular depolar- 

ization contains the depolarization component of the aerosol cross talk together with 

the molecular depolarization. In the same figure, the separated aerosol and molecular 

signals are shown with the inverted aerosol and molecular depolarizations.   Figure 

28 shows a two layer water cloud with an ice crystal precipitation. The peaks of the 

water clouds are observed at 5.2 and 5.6 km and the corresponding low depolarization 

values are 1-2 %.  A small increase in the depolarization with penetration depth is 

observed. The values of raw depolarization of the ice crystal precipitation are close 

to those of water and ice mixture, but the inverted depolarization ratios show a clear 

ice depolarization. After inversion the increase in aerosol depolarization at 2-3.7 km 

is also very clear. The Figure 29 shows a water cloud layer at 5.4 km with a more 

dense ice crystal precipitation. With increased backscatter signal from ice, the value 

of raw depolarization ratio indicates clear ice and therefore the effects of molecular 
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depolarization do not show up so clearly, eventhough a change in depolarization ratio 

is observed after the inversion. 

The depolarization observed in the clear air is 0.7-0.8 %, when the observations 

are made without the low resolution etalons. When the low resolution etalons are 

used, the depolarization is 0.55-0.6 %. The expected value for the molecular depo- 

larization of the Cabannes line is ~ 0.4 and ~ 1.44 for the Cabannes line39,40 and 

rotational Raman lines40. The HSRL observations show a 1.5 % depolarization for the 

signal from the rotational Raman lines and Cabannes line. Because the system filter 

bandpass admits a small fraction of the rotational Raman lines (75 % depolarization) 

and simultaneously blocks part of the Cabannes line, the molecular depolarization 

value measured by the HSRL is larger than the expected Cabannes line depolariza- 

tion. The amount of transmitted rotational Raman signal is temperature dependent. 

A model to calculate the expected depolarization was written. This model includes 

the rotational Raman spectrum for nitrogen and oxygen, molecular spectrum includ- 

ing effects of Brillouin scattering, and spectral transmissions of different filters. The 

polarization that correspond to different atmospheric temperatures can be calculated. 

The ratio of rotational Raman signal to Rayleigh signal is chosen so, that a 1.44 % de- 

polarization for the clear air is observed. These calculations show, that a 0.56 -0.62 % 

depolarization is expected for the case where no low resolution etalons were used. A 

0.402 -0.425 % depolarization is expected, when one or two etalon are used. The de- 

polarization observed with the HSRL are larger than the expected values. The cause 

of the additional depolarization in the HSRL measurements is currently unknown. 
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Figure 28. Raw and inverted depolarization ratios of clear atmosphere with ice crystal 
precipitation and two water cloud layers above it (November 11,1993 01:35-01:47 ÜT). The 
upper set shows the raw aerosol and raw molecular profiles together with the depolarizations. 
The lower set shows the inverted profiles with the inverted depolarizations. The water clouds 
are observed at 5.2 and 5.6 km altitudes. The low water cloud depolarization values can 
be observed from the aerosol depolarization figures. The small increase in water cloud 
depolarization as a function of penetration depth is due to the multiple scattering. The 
weak signal from the ice crystal precipitation is visible 4.3-5.1 km. Because of the low ice 
crystal content, the raw depolarization ratios of the ice crystal precipitation shows values 
that would indicate mixed phase, but after the inversion a clear ice crystal depolarization 
is visible. The clear air aerosol depolarization is less than 6%. The observed molecular 
depolarization is 0.8 %. 
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Figure 29 Raw and inverted depolarization ratios of a thin cirrus cloud and a thin water 
cloud with an ice crystal precipitation (November 11,1993 01:55-02:01 UT). The upper set 
shows the raw aerosol and molecular profiles along with the raw depolarization ratios. The 
lower set shows the inverted profiles with the inverted depolarization ratios. The water 
cloud at 5.5 km has a low depolarization value -1.5% at the cloud base and it increases 
towards the cloud top due to the multiple scattering. The dense ice crystal precipitation is 
visible between 4 and 5.4 km. Because the ice crystal content of the precipitation is large 
compared to the molecular backscatter, only small difference between raw and inverted 
aerosol depolarizations is observed. The raw molecular depolarization shows a small increase 
for the cloud, but after the inversion a constant 0.8% depolarization is observed. 
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The depolarization data for cirrus clouds obtained between August and November 

1993 have been analyzed. A summary of the observed depolarization ratios as a 

function of temperature are presented in Figure 30. In this study only clouds with 

scattering ratios greater than 0.5 were used. This was made in order to fully separate 

cloud depolarizations from noisy clear air depolarizations. The values of clear air 

depolarizations are low and affected by the photon counting statistics. Because the 

HSRL measurements have shown, that the scattering ratios of clear air aerosol and 

stratospheric aerosols can exceed values 1-3, the use of the scattering ratio of 0.5 does 

not guarantee a clear separation between clouds and clear air aerosols. On the other 

hand, the scattering ratios of the cirrus clouds can be below 1. Therefore, a visual 

separation between cirrus clouds and clear air aerosols is made and only the cloud 

altitudes are included to the study. In this study, 2 min averaging times for the data 

were used. By using a short averaging time, the errors due to temporal changes of 

the atmosphere were minimized. The atmospheric temperatures were obtained from 

radiosonde measurements and temperature intervals of 5 °C were used. Water clouds 

at cirrus cloud altitudes were separated from ice clouds based on the depolarization 

ratio values. Clouds with depolarization ratio values less than 15 % were classified as 

water clouds. 

The high depolarization values of the cirrus clouds are easily separable from the 

water cloud depolarizations. The average cirrus cloud depolarization varies from 

33% to 41% showing an increase towards the colder temperatures. Part of this can 

be expected to be from different shape, size, and orientation of the ice crystals at 

different temperatures41,42. The size and shape of the ice crystals have been found 

to be different at different temperatures and the crystals have been found to have 

a preferred orientation. A similar increase in cloud depolarization towards colder 

temperature was observed by Platt et ai.43. His study was made for midlatitude and 

tropical cirrus and the depolarization values for temperatures from -30°C to -10 °C 

were lower, ranging from ~0.15 to ~ 0.25. The cirrus cloud depolarizations measured 

with the HSRL do not show any depolarization values below 20% for the temperatures 

from -30 to -10 °C. The system used by Platt had a 2.5 mrad field of view, and 

the low depolarization values are possibly caused by multiple scattering from water 
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clouds. The HSRL measurements have shown that when the depolarization of a water 

cloud is measured with a system with ~ 1.0 mrad field of view, the effects of multiple 

scattering are large enough to cause depolarization values of ~ 20%, and therefore the 

separation between water and ice becomes impossible. Also the HSRL measurements 

show a substantial probability of observing water at temperatures from -30 to 0 °C. 

In 45% of the cases simultaneous observations of water cloud layers at the cirrus 

cloud altitudes were made. The Figure 30 shows, that supercooled water clouds 

at cirrus cloud altitudes are found at temperatures as low as -35 °C. Above 0°C 

temperature the low depolarization values indicate pure water, and the presence of 

cirrus disappears. The water cloud depolarizations are below 10 % and they contain 

the effects of multiple scattering. When the same clouds are studied with a NOAA- 

11 or NOAA-12 satellite, the simultaneous appearance of the water and ice cannot 

be noticed. On the satellite measurements, the cloud types are separated by using 

the information on the temperature. Therefore, if satellite data is used for cirrus 

optical depth studies, a supercooled water cloud layer mixed with ice cannot be easily 

separated and water will increase the optical depth value determined for the cirrus 

cloud. The depolarization ratio knowledge of the cloud measured with a lidar can be 

used to separate the water from ice and therefore separate optical depth measurements 

for both constituents can be performed. 

The initial measurements have shown that the HSRL is capable of measuring cirrus 

cloud particle sizes. These measurements together with phase function measurements 

can be used for further studies of the cloud particle size effects on the depolarization 

ratio26. 
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Figure 30. Cirrus cloud and supercooled water cloud depolarization as a function of temper- 
ature observed between August 2 and November 11,1993. The depolarization values below 
10% are indication of water clouds and higher depolarization values indicate the presence 
of ice. 
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6.2    Measurements of scattering ratio, aerosol backscatter 
cross section, and optical depth 

Two examples from the measured scattering ratio, aerosol backscatter cross section 

and optical depth profiles for the November 11, 1993 dataset are presented in figures 

31 and 32. The cloud altitude and geometrical thickness of the clouds can be seen 

from the inverted aerosol profile. The inverted molecular signal shows the extinction 

in the signal through the atmosphere. This can be compared to the predicted Rayleigh 

return, calculated from the radiosonde data. The unsmoothed profiles are used. The 

Figure 31 shows a thin cirrus cloud case and the Figure 32 presents a water cloud 

together with a thin cirrus cloud. The water cloud is seen at 5.2 km altitude and the 

cirrus cloud can be found ranging from 7 to 9.2 km. The measured signals show the 

large dynamical range achieved in HSRL measurements: signal strength variations 

over four decades axe seen. 

The scattering ratio is calculated from the ratio of inverted aerosol profile to the 

inverted molecular profile. The measured scattering ratios for the whole dataset vary 

from ~ 10-3 to ~1000. The maximum scattering ratio is 10 for the case presented in 

Figure 31 and ~300 for the water cloud case in Figure 32. 

The aerosol backscatter cross section is obtained from the scattering ratio and an 

estimate for the atmospheric density profile. The values of aerosol backscatter cross 

section change from ~ 10~6m_1sr_1 for cirrus and ice precipitation to ~ 10_4m-1sr_1 

for water cloud. The observed aerosol backscatter values of the clear air are between 

10-6 and lO^m-^r"1. 

The total optical depths are calculated from the ratio of the inverted molecular 

signal to the return predicted for the pure molecular scattering. They range from 0.5 

to 2.5 for this dataset. The Figure 31 shows a optical depth of 0.5 for the cirrus cloud 

and a optical depth 1.4 is observed for the case in Figure 32. The water cloud optical 

depth is 1 and the cirrus cloud gives an optical depth of 0.4. With the laser power 

used for this measurement, the optical depth of 2.5 is the upper limit of the current 

system. By increasing the laser output power larger optical depths can be measured. 

Because the cross talk between channels is small and it can be accurately corrected, 

and also because the 160 fivad field of view of the HSRL effectively suppresses multiple 
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scattering, the optical depths inside a cloud can be measured. 

The accuracy of the optical depth measurements can be seen from the Figure 33. 

The leftmost graph shows the error in the optical depth measurement of a thin cirrus 

cloud and rightmost graph shows the error when a cirrus cloud of optical depth ~ 1 

is studied. The errors presented here are root mean square errors and they consist of 

photon counting, background correction, calibration, and wavelength tuning errors. 

The signals are spatially averaged with a 150 m filter and the filtering is taken into 

account in the error analysis. The accuracy of the optical depth measurements is 

limited by the photon counting statistics. This can be seen from the error bars, 

which are on the same order as the signal fluctuations. The accuracy of the HSRL 

measurements can be increased by increasing the signal strength and/or by using a 

constrained nonlinear fit to the inverted molecular profile. 
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Figure 31. The measured scattering ratio, aerosol backscatter cross section and optical 
depth profiles of a thin cirrus cloud between 6.5 and 10 km (November 11, 1993 01:05-01:09 
UT). (a) The inverted aerosol and molecular profiles along with a calculated molecular 
profile. The difference between the calculated and measured profiles shows the extinction, 
(b) The scattering ratio values are ranging from ~0.1 (clear air between 3 and 6.5 km) to 
10 (cirrus cloud at 10 km), (c) The aerosol backscatter cross section of the cirrus cloud is 
~ 5-10_67n-1sr-1 and ~ for 10_7m-1sr-1 the clear air between altitudes 3 and 6.5 km. 
(d) The optical depth between 3 and 11 km is 0.55. The optical depth of the cirrus cloud 
is 0.4. 
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Figure 32. Scattering ratio, aerosol backscatter cross section and optical depth profiles of a 
thin cirrus cloud between 7 and 9.2 km and a water cloud with an ice crystal precipitation 
at 5.2 km (November 11, 1993 01:29-01:34 UT). (a) The inverted aerosol and molecular 
profiles along with the calculated molecular profile of the clear air. (b) Scattering ratio of 
the water cloud is ~ 300 and 10 for the cirrus cloud, (c) The observed aerosol backscatter 
cross sections are ranging from IO"7™"1«»-1 for the clear air to 2-10"4m *ar 1 for the 
water cloud, (d) The optical depth is 1 for the water cloud and 0.4 for the cirrus. 
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Figure 33. The root mean square errors in the optical depth measurement. A thin cirrus 
case (November 11,1993 01:05-01:09 UT) (leftmost graph) and a cloud layer of optical depth 
of 1.4 (November 11, 1993 01:29-01:34 UT) (rightmost graph). The cases are the same as 
in Figure 29. The error bars are of the same order as the signal fluctuations indicating that 
the optical depth measurements are mostly limited by the photon counting statistics. 



75 

6.3    Measurements of atmospheric temperature 

The temperature dependence of the Doppler-broadened molecular spectrum enables 

the measurements of the atmospheric temperature by a HSRL. The capability to 

measure the temperature would eliminate the possible errors due to the difference 

between the radiosonde reading and the current temperature over the lidar site. For 

this purpose, the temperature measurement capabilities of the University of Wisconsin 

HSRL were studied. The presence of clouds and strong layers of clear air aerosols will 

affect the shape of the molecular spectrum measured with the HSRL. The temperature 

measurement method presented in the following was used to test the capabilty of the 

HSRL to accurately measure the molecular spectrum width for layers with small 
aerosol content. 

Lidars have been used for the measurements of the atmospheric temperature pro- 

file by many lidar groups. The technique proposed by Strauch et ai.44 and Cooney45 

allows calibrated temperature measurements by using the rotational Raman spectrum 

of nitrogen. With this technique about 1 "C temperature accuracy at low altitudes is 

achieved. Kalshoven et al* demonstrated a differential absorption lidar method for 

temperature measurements. They used 2 laser wavelengths and 02-absorption lines to 

measure atmospheric temperature up to 1 km altitude with 1 °C accuracy. Later En- 

demann and Byer47 reported simultaneous measurements of atmospheric temperature 

and humidity with a continuously tunable IR-lidar. They used a three-wavelength 

differential absorption lidar technique and water vapor absorption lines. With this 

technique a 2.3 °C absolute accuracy was achieved. In addition to Raman and differ- 

ential absorption lidar techniques, Keckhut et a7.48 used Rayleigh scattering lidar to 

measure atmospheric temperature for altitudes 30-70 km. 

The temperature measurements made with a high resolution lidar have been re- 

ported by Alvarez et a/.". Their temperature measurement is based on the two 

barium absorption niters with different bandpasses. Because the strength of the sig- 

nal received through an absorption cell is proportional to the width of the Doppler- 

broadened spectrum, the information of the signal strength together with a theoretical 

calculation for the Doppler-broadened Rayleigh-Brillouin spectrum can be used for 

the determination of the atmospheric temperature. Their latest measurements have 
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shown that only a 10 °C accuracy is achieved for profiles up to 5 km. 

The preliminary measurements of the atmospheric temperature made with the 

University of Wisconsin HSRL have been based on one iodine absorption filter. For 

temperature measurements the system transmission spectrum is measured by scan- 

ning the laser wavelength over the iodine absorption spectrum, similarly as in the 

system calibration scan. For one temperature profile, data from 5 calibration scans 

were averaged. This was done to increase the signal to noise ratio of the measurement. 

The measured profile was calculated by averaging the signal over a 300 m range with 

1 km steps. 

The signal from atmosphere and detected through the iodine absorption cell is a 

convolution of the Doppler-broadened molecular spectrum and the iodine absorption 

spectrum. The Brillouin modified approximation for the Doppler-broadened spec- 

trum was used to calculate the molecular line shapes at temperatures ranging from 

-70 to +30 CC with 1°C resolution. The calculated line shapes were convoluted with 

the measured iodine absorption spectrum. In order to define the atmospheric temper- 

ature at certain altitude, a least square fit was used to fit the measured profile to the 

calculated profile. The temperature that produced the best fit defined the tempera- 

ture of that altitude. Figure 34 shows an example of the received signal from 8 km 

altitude observed through the iodine absorption cell normalized by the signal observed 

with the channel without iodine absorption filter. The iodine absorption spectrum is 

shown as a reference. The modeled molecular profile is shown for the temperature 

that produced the best fit. The best fit was found at -47°C temperature. 
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Figure 34. The HSRL signal from 8 km altitude observed through the iodine absorption filter 
normalized by the signal measured simultaneously without the iodine absorption filter. The 
iodine absorption spectrum is plotted for reference. The modeled molecular transmission 
is shown for the temperature that produced the best fit between measured and calculated 
molecular transmissions. The best fit was obtained at -47°C temperature. 

The sensitivity of the molecular transmission of the iodine absorption filter to 

the width of the molecular spectrum is illustrated in Figure 35. The figure shows 

the effect of incorrect temperature to the fit. For this figure, the modeled molecular 

transmissions were subtracted from the modeled molecular transmission at -47 °C 

temperature. The temperature difference of 5 °C is displayed. The Figure 35 shows 

that a clear difference between temperatures is achieved, but because the differences 

are small, the accurate measurements of atmospheric temperature by the scanning 

technique are difficult to obtain. 
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Figure 35. The sensitivity of the molecular transmission to the temperature. The difference 
in modeled molecular transmission to the molecular transmission at -47°C is shown with 
5°C temperature steps. 

A temperature profile measured on February 27, 1994, in Madison between 00:00 

and 03:00 UT is presented in Figure 36. For the comparison the radiosonde tempera- 

ture profiles from nearest weather stations are presented. The stations at Green Bay 

(WI, 180 km northeast from Madison), Peoria (IL, 350 km south from Madison), and 

St. Cloud (MN, 450 northwest from Madison) provided a radiosonde profile at 00:00 

UT. The temperature values measured by the HSRL agree with the temperatures 

measured with the radiosondes. For the profile between 4 and 8 km the observed rms 

temperature differences are 2.97, 7.08, and 5.52 °C between HSRL and the weather 

stations. The rms difference between weather stations is 7.06 °C. For low altitudes, 

the largest difference between profiles is observed. This is expected because of the 

synoptic scale variations in weather conditions between different locations. 
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For altitudes between 6-8 km, a good agreement between HSRL measurement and 

the central Minnesota (St. Cloud) radiosonde profile is seen. These altitudes had a 

low aerosol content providing scattering ratio of ~ 0.02. The temperatures above 8 km 

show a big deviation from the radiosonde temparatures. This is due a strong aerosol 

layer, that disturbs the HSRL temperature measurement. The scattering ratio of the 

aerosol layer above 8 km was ~ 0.3. Also the measured temperature values for altitude 

between 2 and 3.5 km are colder than the radiosonde values. This is due to presence 

of a low level aerosol layer with scattering ratio of ~0.1 The presence of aerosols 

deepens the measured spectrum and therefore a fit into this spectrum underestimates 

the temperature. Therefore, if the temperatures are going to be measured in the 

presence of aerosols, the effect of the aerosol signal has to be separated from the 

molecular contribution. 
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Figure 36. A temperature profile obtained with the HSRL on February 27,1994. The tem- 
perature profile obtained with radiosondes show the atmospheric temperature measured at 
the closest weather stations. A good agreement between HSRL and radiosonde observa- 
tions is observed between altitudes of 4 and 8 km. These are altitudes with a low aerosol 
backscatter content. 



81 

7    Error analysis 

7.1    Error sources 

The signal detected with a photon counting system is a combination of backscatter 

signal, background light, and internal noise in the photodetector. The lidar equation 

(Eq. (1)) shows that the amount of received signal is determined by the number of 

transmitted photons, scattering cross section, backscatter phase function, area of the 

telescope, transmission of the receiver optics, and the sensitivity of the detectors. On 

the other hand, the HSRL measurements are dependent on the system calibration 

coefficients (Eqs. (17) and (18)). The errors in the HSRL measurements can be 

divided into 5 main categories: 

1. errors due to photon counting statistics 

2. errors due to changes in system calibration coefficients 

3. errors in the background subtraction 

4. errors due to a multiple scattering contribution 

5. errors in the atmospheric temperature profile used to compute the molecular 

density 

The error in the photon counting process is proportional to the square root of the 

measured signal. The errors due to photon counting statistics that are induced to the 

calibration coefficients were discussed in Chapter 5. 

The system detection efficiency is a combination of the system transmission and 

the photomultiplier quantum efficiency. The system detection efficiency affects the 

amount of detected signal and therefore, it is directly related to the photon counting 

statistics. A model to calculate the expected system transmission was developed. 

This model includes the spectral transmission of interference filters, etalons, and 

iodine absorption cell, transmissions and reflections of optical components (lenses, 

mirrors, cubes, etalon chamber windows) and photomultiplier quantum efficiencies. 
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The transmittance and reflectance values of different optical components were con- 

firmed with measurements. The calculated transmission efficiencies were compared 

with the measured values. For this study, a clear air case was chosen. Because the 

properties of molecular scattering are well known, the lidar equation for molecular 

scattering (Eq. 3) can be solved for the number of photons expected for the pure 

molecular return. 

In order to predict the expected molecular return, the calculated system trans- 

mission was convoluted with the calculated molecular spectrum at a 5 km reference 

altitude. The temperature for the Doppler-broadened molecular spectrum calculation 

was taken from a radiosonde profile. By calculating the ratio of measured to expected 

number of photons given by the lidar equation, the actual system transmission was 

estimated. The two way extinction between lidar and the backscatter volume was 

assumed to ~ 1. The comparison between expected and measured detection effi- 

ciency values is given in Table 2. This comparison was made without using the low 

resolution etalons. Each etalon decreases the transmission by a factor of ~ 2. 

Table 2. HSRL detection efficiency 
Channel Calculated (%) Measured (%) 
Aerosol+Molecular 
Molecular 
WFOV 

0.78 
0.44 
4.4 

0.6 
0.36 
3.4 

The transmission efficiency values show ~ 25 % difference between calculated and 

measured values. A ~ 10% error can be made by assuming the extinction between 

lidar to 1. Also the uncertainty on the transmission and reflectance values of optical 

components affect the calculation. The largest uncertainty is the quantum efficiency 

of the photomultipliers. The value 0.12 is taken from the manufacturers specification, 

but only a 0.03 change in the quantum efficiency would correct the difference. The 

transmissions and reflectances of the receiver components that affect to the detection 

efficiency are listed in Table 3. The transmission and reflection numbers of some 

components are confirmed with a measurement and rest of the values are obtained 

from the manufacturers specifications. 
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Table 3. Transmission / Reflection losses in HSRL components. The source for the transmis- 

Channel Component R or T (%) Source Total(%) 

ALL 
Telescope mirrors (2) 
Interference filter (1) 
Polarizing cubes (2/channel) 

PMT quantum efficiency 

R = 90.0 
T= 50.0 
T=99.0 
R=93.0 
QE= 12.0 

meas. 
meas. 
spec. 
spec. 
spec. 

R= 81.0 
T=50.0 
T=99.0 
R=93.0 
QE= 12.0 

A+M, M 
Etalon chamber windows (3) 
Mirrors (2 /channel) 
Lenses (3 / channel) 

T= 90.0 
T= 90.0 
T=99.4 

meas. 
meas. 
spec. 

T= 73.0 
T= 81.0 
T=98.2 

A+M 
Beam splitter T=30.0 meas. T=30.0 

M 
Beam splitter 
Iodine absorption cell 

R=70.0 
T(cell)=80.0 
T(mol.)~30.0 

meas. 
meas. 
calc. 

R=70.0 
T=80.0 
T=30.0 

WFOV 
Lens T=99.4 spec. T = 99.4 

Total eff. 
Aerosol+Molecular Channel 
Molecular Channel 
WFOV Channel 

0.78 
0.44 
4.4 

The reflectivity of the telescope mirrors is limited by the reflectivity of the alu- 

minum coating. The poor transmission values of the etalon chamber windows and 

the mirrors have a big effect on the detection efficiency, because they lose ~ 41% of 

the received signal. These components are taken from the old system and they are 

not optimized for the current operating wavelength. In order to increase the system 

performance, these components are going to be replaced in near future. 

The errors due to change in the system calibration coefficients are mainly caused 

by change in the transmission-receiver wavelength tuning and change in the system 

alignment. These errors can be calculated by a partial differentiation. 

A change in atmospheric temperature and pressure affects the amount of detected 

molecular signal.  Therefore, if the radiosonde profile is not valid for the measure- 
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ment conditions, an error is generated in the calculated molecular signal. The width 

of the Doppler-broadened spectrum directly affects the calibration coefficient Cmm. 

This affects to the amount of molecular signal subtracted from the signal detected 

with the combined aerosol+molecular channel. In Brillouin spectrum and molecular 

backscatter cross section calculations, the effects of changing atmospheric conditions 

are minimized by using the current radiosonde data from the nearest weather sta- 

tions. By comparing temperature and pressure readings from the closest radiosonde 

stations, an ~ 1-5 % difference between stations is observed. This due to the geo- 

graphic separation between weather stations. Because the lidar is located between 

these stations, the error is expected to be smaller. 

In addition to the atmospheric temperature and pressure changes, the effects of 

the wind on the measurement has to be considered because the high wind velocities 

can shift the Doppler-broadened spectrum with respect to the laser wavelength. A 

bulk shift in respect to the radiated spectrum is an indicator of wind, while the 

line broadening is associated with the random thermal motions of the molecules (and 

aerosols). If the line center of the Doppler-broadened spectrum is shifted in respect to 

the transmitted wavelength, the system calibration will be in error. The Doppler-shift 

for the backscatter signal can be calculated from 

^-=V-, (24) 

where 

Af = wavenumber shift 

2v0 — wavenumber of the laser line center 

v = molecular velocity 

c = velocity of light 

The wind velocities measured by a radiosonde can be used as an estimate for the 

horizontal wind. The maximum horizontal wind velocities are generally smaller than 

70 m/s at cirrus cloud altitudes, and the maximum vertical winds are normally below 

1 m/s in troposphere. Therefore, the maximum wind to the lidar pointing direction 

6 (0 = 4 degrees from the zenith) is vt = vxsin6 + vycos0, which corresponds to a 
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velocity of 5.9 m/s. The shift in the spectrum is 19.8 fin, which is much smaller 

than the current 0.052 pm detection accuracy of the molecular spectrum. Also the 

horizontal wind speeds are generally much lower49, and therefore, the effects due to 

wind to the HSRL measurements are negligible, but caution is required if larger zenith 

angles of the pointing direction are considered. 

The uncertainty in transmitter-receiver peak transmission tuning can be seen as a 

shift in the transmitter wavelength in respect to the spectral transmission maximum 

of the receiver. This effects the amount of detected molecular signal, but if the drift is 

large, a change in the amount of detected aerosol is observed. The drift also affects the 

system transmission. In the current HSRL, the effects of a drift between transmitter 

and receiver wavelengths are minimized by locking the transmitter laser wavelength 

to the iodine absorption peak (see Chapter 5.2). The effects of the wavelength locking 

to the measured signal were also discussed in Chapter 5.2. 

In addition to the previous errors, the system calibration is affected by all mis- 

alignments of the system. The error due to a system misalignment can be divided 

into three different categories: 

1. alignment error in the receiver optics 

2. alignment error between transmitter and receiver pointing direction 

3. an error in the compensation for the beamsplitter polarization dependence 

A small alignment error (off focus, off axis or misalignment in system pointing 

direction) can lead situations, where part of the backscattered light is lost in the 

optics, detector, or atmosphere. This can easily lead into a range dependence of 

the received signal. This affects the inversion and furthermore, the measured optical 

depth. A misalignment also affects the total system transmittance and the signal to 

noise ratio of the measured signal. System pointing instabilities make the overlap 

correction of the received signal difficult. The overlap region is the close distance 

range where the overlap of the receiver field of view and the transmitted beam is 

incomplete. The effect of misalignment between transmitter end receiver pointing 

directions is largest for the overlap region.   The effects vary daily depending from 
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the accuracy of the alignment between transmitter and receiver pointing direction. 

Large receiver field of views are less critical for the alignment errors. The signal 

measured with the large field of views of the WFOV channel can be used to align the 

small field of view channels. In the HSRL, the alignment between transmitter and 

receiver pointing directions is performed as follows. A corner cube is used to direct 

the outgoing laser beam to the receiver. The beam is aligned to the center of the 

receiver aperture by adjusting the turning mirror on the top of the telescope secondary 

mirror. Then the corner cube is removed and the signal from the atmosphere is used 

to verify the alignment. The signal of the large field of view of the WFOV-channel 

is compared to signal of the combined channel. If the channels are properly aligned 

and if the transmitter and receiver pointing directions are the same, the slopes of 

the signals are similar for the altitudes above the overlap region and therefore, the 

ratio between WFOV-channel signal to the spectrometer channel signal is constant. 

The alignment of the smallest WFOV channel aperture can be verified similarly by 

comparing the signal from the larger aperture to the signal from the smallest WFOV 

aperture. The effects of alignment errors on the system measurement accuracy are 

not included to the error analysis, because with a careful alignment the errors can be 

minimized. 

The accuracy of the background correction is mostly affected by the photon count- 

ing statistics. The effects of photon counting on the measured background are de- 

creased by summing at least 66 range bins together. The background correction 

method used in HSRL measurements was described earlier in Chapter 3.2.2. In ad- 

dition to the photon counting statistics, the accuracy of the background correction is 

affected by the slight tendency to overestimate the number of background counts for 

altitudes close to 33 km. Eventhough atmospheric density, and therefore the amount 

of Rayleigh scattering, decreases rapidly with the range, some of the signal that is 

measured into the upper range bins of the HSRL can still be due to Rayleigh scatter- 

ing. Therefore, when those range bins are used to calculate the number of background 

counts, the background is slightly overestimated due to the Rayleigh signal. 

The effects of the multiple scattering on the received lidar signal are usually ne- 

glected and the received signal is assumed to be single scattered. A lidar return from 
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water and thick cirrus clouds usually encounters large optical depths within a short 

distance of the cloud boundary and therefore, many of the received photons are likely 

to be from multiple scattering. The effect of multiple scattering to the lidar signal 

is dependent from the receiver field of view, cloud particle size, range from the lidar, 

and the optical depth of the cloud. The effect of multiple scattering can be seen in the 

lidar profile as a reduction in the rate of attenuation of the signal. In depolarization, 

the effect of multiple scattering will show up as an increase in the depolarization ratio 

towards the cloud top. The HSRL measurements have shown, that the effect of multi- 

ple scattering on the smallest field of view signals is small, because the depolarization 

ratio values observed for the water clouds are low. 

The current HSRL profiles are not corrected for multiple scattering contributions. 

An inversion program that accounts multiple scattering effects is currently in progress. 

The magnitude of the error caused by assuming the signal to be originated from single 

scattering depends from the field of view of the receiver, optical thickness of the cloud, 

size of the cloud particles, and penetration depth. The clear air aerosols and thin 

cirrus layers have a small or no multiple scattering effect. Because of the large particle 

size of ice crystals, the signal from thick cirrus clouds contains a multiple scattering 

contribution even for the small field of views. The multiple scattering from water 

cloud droplets is distributed to the larger field of views. The amount of multiple 

scattering on the measured signal can be estimated from the paper by Eloranta and 

Shipley27. 



7.2    Effects of different errors on the measured optical pa- 
rameters 

The effects of different errors on the inverted aerosol and molecular return and to 

the measured optical parameters were calculated by partially differentiating Equa- 

tions (19), (20), and (4)—(13). The error analysis is made for the data obtained on 

November 11, 1993. A section of the data for a thin two-layer cirrus cloud structure 

is analyzed. The case is the same as shown in Figure 31. The thin cirrus cloud case 

is chosen for this study for two reasons. First, the backscatter signal from thin high 

altitude cirrus is small. Therefore, an error analysis made for the thin cirrus tests 

the measurement sensitivity of the system. Second, if accurate measurements of thin 

cirrus clouds can be made within short averaging time, then the HSRL can be con- 

sidered for studies of contrail formed cirrus. The short averaging time is important 

for the contrail studies, because they drift rapidly with the wind and only a limited 

number of samples from one contrail can be obtained. 

Information from cloud optical properties can be obtained by comparing the HSRL 

measurements with satellite observations. Thus, the averaging time of the HSRL 

data has to be close to the time resolution of a satellite image. The use of the 

short averaging times also prevents the smoothing of the the lidar signal so that the 

rapid changes in cloud structure in both time and altitude remain in the data. For 

this study, the 3 min averaging time was chosen to study the errors in the inverted 

aerosol and molecular returns, inverted aerosol and molecular depolarization ratios, 

backscatter ratio, optical depth, and aerosol backscatter cross section. Because the 

measurement of the backscatter phase function is difficult due to uncertainty in the 

extinction cross section determination, the 6 min averaging time was used for error 

analysis of the phase function measurement. 

The error analysis presented here shows the total errors together with the partial 

errors. All errors are calculated as mean square errors (see Equations 26-35) and 

presented as fractional root mean square errors (see Figures 37- 44). The partial 

errors in Figures 37- 44 present the effects of errors on the photon counting of the 

combined channel and the molecular channel, error in the molecular backscatter cross 

section per unit volume due to the uncertainty in temperature and pressure profiles, 
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and errors in the calibration coefficient determination. The error estimate calculations 

include the photon counting error, error in the background correction, error due to the 

uncertainty in the temperature and pressure profiles measured with a radiosonde, and 

errors due to the tuning of the laser wavelength. The errors due to system alignment 

and the error due to multiple scattering effects are not included to this error analysis. 

Also the error in the determination of the range R is negligible. 

The errors in background correction are assumed to be from photon counting 

statistics. The uncertainty of 2 % for the temperature profiles is used. The error 

in pressure profile is estimated to 1 mbar of the radiosonde pressure reading at each 

altitude. The error is due to the geographic separation between closest weather sta- 

tions. This is estimated from the radiosonde measurements from the closest weather 

stations. The uncertainty on the molecular spectrum calculation is estimated with 

the 2% uncertainty on the atmospheric temperature. The error on the calibration 

coefficient Cmm determination is a combination of the photon counting error, un- 

certainty of the molecular spectrum, and the error caused by tuning of the laser 

wavelength. The accuracy of the calibration coefficient Cam determination is limited 

by the photon counting statistics. The error in the molecular backscatter cross section 

per unit volume measurement depends on the errors in the atmospheric temperature 

and pressure. 

The error in the molecular profile can be given as 

+ 

)2 + 
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which leads to equation 

(ANJR)\2 =    Cam(R?*Sa+m(R)2 + 

V Nm(R) )        (Sm(R) - Bm(R) - Cam(R) (Sa+m(R) - Ba+m(R)))2 

 ASm(Rf  

(Sm(R) - Bm(R) - Cam(R) (Sa+m(R) - Ba+m(R)))2 

ACam(R)2 ACmm(R)2 

+ 

(Cmm(R) - Cam(R))2     (Cmm(R) - Cam{R)Y 
Cam(R)2ABa+m(R)2 + 

(Sm(R) - Bm(R) - Cam(R) (Sa+m(R) - Ba+m(R)))2 

ABm(Rl  (26) 
(Sm(R) - Bm(R) - Cam(R) (Sa+m(R) - Ba+m(R)))2 

ASm(R) and ASa+m(R) are the photon counting errors. ACam{R) and ACmm{R) 

the errors in the calibration coefficient determination. The background correction 

errors are given by ABm{R) and ABa+m{R). The error analysis made for the cali- 

bration coefficients show that Cmm can be determined with better than 5 % accuracy 

and Cam with a better than 2 % accuracy. 

The effects of different errors on the inverted molecular return are shown in Figure 

37. The errors in inverted molecular return are dominated by the photon counting 

statistics and the determination of the calibration coefficient Cmm. The error due to 

the measurement accuracy of the aerosol signal is negligible. The errors in the Cam 

determination have only a small effect on the inverted molecular return. 
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Figure 37. The effects of different errors on the inverted molecular profile (November 11, 
1993, 01:05-01:08 UT). Data from a thin cirrus cloud is analyzed by using a 3 min. averaging 
time. The measured molecular profile (rightmost graph) presents the signal variations as a 
function of altitude. The extinction due to the thin cirrus cloud is observed between 6.5 and 
10 km. The accuracy of the inverted molecular return determination is mostly limited by 
the photon counting statistics and the determination accuracy of the calibration coefficient 
Cmm (leftmost graph). The large errors shown in the overlap region below 2 km are due 
to a focus error and incomplete overlap of the receiver field of view and transmitted laser 
beam. 
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The error in the measured aerosol profile can derived similarly to the molecular 

profile 

This differential equation can be expanded to following form: 

ANa(R)Y   _ Cmm(R)2ASa+m(R)2 

X*(R) I (Sm(R) - Bm(R) - Cmm(R) (Sa+m(R) - Ba+m(R)))2 

 ASm(R)2  
(Sm(R) - Bm(R) - Cmm{R) (Sa+m(R) - Ba+m(R)))2 

ACam(R)2 ^ ACmm(R)2 

{Cam(R) — Cmm(R))      (Cam(R) — Cmm(R)) 

 CmmjR) ABa+m(R)  
(Sm(R) - Bm(R) - Cmm(R) (Sa+m(R) - Ba+m(R)))2 

 ABm(R)2  
{Sm{R) - Bm(R) - Cmm(R) (Sa+m(R) - Ba+m(R)))2 

+ 

+ 

+ 

(28) 

The accuracy of the inverted aerosol return is mostly affected by the determination 

accuracy of the inverted molecular return (photon counting statistics and Cmm deter- 

mination accuracy) and the photon counting statistics of the combined aerosol and 

molecular channel (see Figure 38). For the cases of small aerosol backscatter content, 

large errors in the determination of the aerosol return are made when short averaging 

times are used. The errors are caused by subtracting a large amount of molecular 

signal from the combined channel signal that contains the strong molecular signal 

together with a small aerosol contribution. Therefore, the statistics of the molecular 

signal dominates the aerosol backscatter signal determination. The determination of 

clear air aerosols requires longer averaging times in order to achieve reliable results. 

On the other hand, the measurements of cloud aerosols can be done with ~ 1.0% 

accuracy (7-10 km). 
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Figure 38. The effects of different errors on the inverted aerosol profile in case of a thin 
cirrus cloud (November 11, 1993, 01:05-01:08 UT). Averaging time of the data is 3 min. 
The measured aerosol profile (rightmost graph) shows the signal variation as function of 
altitude. The thin cirrus layer is observed between 6.5 and 10 km and a strong aerosol 
layer is seen between 0 and 3.5 km. The measurements of the aerosols are limited by the 
accuracy of the molecular profile measurements (leftmost graph). The 3 min averaging time 
provides 1-5% accuracy for thin cirrus cloud and strong aerosol layer measurements, but a 
longer averaging time is required for the measurements of the clear air aerosols. 



94 

Using the calculated errors for the measured aerosol and molecular profiles, the 

errors in the determination of the optical parameters (see Chapter 2) can be calculated 

as follows. 

The errors in the determination of inverted aerosol and molecular returns have a 

direct effect on the accuracy of the backscatter ratio (or scattering ratio) determina- 

tion (Figure 39). Therefore, the error in the backscatter ratio is 

The effects of errors on photon counting, background correction, and calibration 

can be derived by combining the previous equation with the equations (26) and (28). 

Similar derivations of the differential errors can be made for the optical parameters 

given in following. 

For the cases of a low aerosol backscatter content, the errors in the backscat- 

ter ratio are dominated by the errors in the aerosol return determination. For a 

stronger aerosol backscatter return from a cloud, the errors due to molecular return 

determination are on the same order or higher than the errors due to aerosol return 

determination. The backscatter ratios of the thin cirrus and strong aerosol layers 

can be determined with better than 10% accuracy, but measurements of the clear air 

require longer averaging times. 
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Figure 39. The effects of different errors on the backscatter ratio in case of a thin cirrus cloud 
(November 11,1993, 01:05-01:08 UT). Averaging time of the data is 3 min. The backscatter 
ratio profile (rightmost graph) shows the ratio of the aerosol return to the molecular return 
as a function of altitude. Backscatter ratios ~0.1 to 20 are observed. The errors in the 
backscatter ratio measurement (leftmost graph) are determined by the accuracy of the 
aerosol and molecular return measurements. For the altitudes with a low aerosol content, 
the error in backscatter ratio is limited by the accuracy of the aerosol backscatter return 
measurement. For the cirrus cloud the accuracy depends on the goodness of the molecular 

backscatter profile measurement. 
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The error in optical depth can be approximated as sum of error in the molecular 

scattering cross section per unit volume and error in the molecular return determina- 

tion. 

(M^^W^^W       (30) 

Error in the molecular scattering cross section per unit volume A/3m(fi) is deter- 

mined by the uncertainties in the radiosonde based measurement of the atmospheric 

temperature and pressure. 

Error in optical depth measurement is dominated by the error in the determination 

of the molecular return and the uncertainty on the density profile measured by a 

radiosonde (see Figure 40). For this study, a 2% error in the temperature profiles is 

assumed. The closest radiosonde measurement site is Green Bay (WI), which is ~ 

180 km northeast from the lidar. Because the weather conditions can vary between 

the lidar site and the closest weather station, larger errors in the temperature profile 

are possible. The effects of errors on the atmospheric density profile can be minimized 

by making radiosonde measurements on the lidar site. 

The figure shows, that with 3 min averaging time the cloud optical depths can be 

detected with ~ 10 % accuracy. This accuracy is sufficient when clouds with optical 

depths greater than 1 are measured. For situations where optical depth is less than 

1, a longer averaging time is required. 
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Figure 40. The effects of different errors to the optical depth in case of a thin cirrus cloud 
(November 11, 1993, 01:05-01:08 UT). Averaging time of the data is 3 min. The optical 
depth profile (rightmost graph) shows the variation of the optical depth as a function of 
altitude. Optical depth of 0.5 is measuered for the range from 3 to 12 km and optical depth 
of 0.4 is observed for the cirrus cloud between 6.5 and 10 km. The errors in the measurement 
of the optical depth below 6.5 km are dominated by the inaccuracy of the radiosonde profile 
(leftmost graph) and the photon counting statistics of the molecular channel. The error in 
the calibration coefficient Cmm determination also has a significant effect on the total error. 
The optical depth of the thin cirrus cloud can be measured with ~ 10% accuracy. 
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The accuracy of the aerosol backscatter cross section measurement is limited by 

the accuracy of the molcular backscatter cross section per unit volume determination 

and the accuracy of the backscatter ratio. 

(W^J' = dßa(R) P.(*,RY 
4-T 

(A SR(R))' 
< wW'{*<RW 

\ 

4x 
dSR{R) 

I 
(32) 

The effects of different errors on the aerosol backscatter cross section are shown 

in Figure 41. This figure shows, that the measurements are mostly limited by the 

photon counting statistics, but also the uncertainty on the ßm(R) determination has 

a significant effect. The aerosol backscatter cross sections of clouds and strong aerosol 

layers can be observed with better than 10 % accuracy, but the measurements of clear 

air aerosol backscatter cross sections require longer averaging time. 
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Figure 41. The effects of different errors to the aerosol backscatter cross section in case 
of a thin cirrus cloud (November 11, 1993, 01:05-01:08 UT). Averaging time of the data 
is 3 min. The aerosol backscatter profile is presented as a function of altitude (rightmost 
graph) and the backscatter cross section values range from ~ 10-7 to 10~5l/m. The aerosol 
backscatter cross section of the cirrus cloud (6-10 km) and the strong aerosol layer between 
1 and 3.7 km can be determined with 4-10 % accuracy, but the measurements of the aerosol 
backscatter cross section of the clear air require a longer averaging time (leftmost graph). 
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The error in the phase function is affected by the errors on determinations of the 

molecular scattering cross section per unit volume, the aerosol and molecular profile, 

and the extinction cross section. These errors can be further divided to the photon 

counting errors, errors in the calibration coefficient determination, and errors in the 

background subtraction. 

2 

Pa(v.R) 
4TT 

 izr.  
dßm{R) 

(&ßm(R))2 + 

fdPa(ir,R)\2 

47T 

\ 
dSR{R) 

(ASR(R))2 + 

/9Pa(x,R)\ 

 izr.  
dßc(R) (AA(Ä))2 (33) 

Because the extinction section is a range derivative of the optical depth, the deter- 

mination accuracy of the molecular profile limits the phase function measurements. 

For this study, the accuracy of the phase function determination is estimated for a 

6 min section of the thin two-layer cirrus cloud. The statistics obtained within 3 min 

averaging time is not sufficient for the measurements of phase function profiles. 

The accuracy of the phase function value determination can be seen from Figure 

42. The cloud phase function can be observed with 10-20% accuracy when 6 min 

averaging time is used. By increasing the averaging time or the signal strength, 

accurate measurements of cloud phase function profiles can be made. 
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Figure 42. The effects of different errors on the phase function in case of a thin cirrus cloud 
(November 11,1993,01:05-01:11 UT). The 6 min averaging time is used. The phase function 
profile is presented as a function of altitude and the average phase function of the cirrus cloud 
layer between 7.5 and 10 km is 0.02 (rightmost graph). The accuracy of the phase function 
measurements is determined by the photon counting statistics, determination accuracy of 
the calibration coefficients, and accuracy of the molecular scattering cross section per unit 
volume (leftmost graph). The accuracy achieved within 6 min averaging provides phase 
function measurements with ~ 20% accuracy for the cloud layer. 
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Error in the inverted depolarization ratio can be presented as a sum of errors in 

the parallel channel and the perpendicular channel signals. 

i*«-™'=fe)' (A"-)i+(itrS{AN-^    (34) 

The Fig 43 shows that the accuracy of the depolarization measurements is mostly 

limited by the accuracy of the perpendicular channel signal. The errors in the perpen- 

dicular channel signal determination are dominated by the photon counting statistics. 

The Figure 43 shows that short averaging times provide accurate measurements of 

cloud depolarization, and therefore reliable separation between water and ice clouds 

can be based on the depolarization measurements of the HSRL. Also reliable depo- 

larization measurements of strong aerosol layers can be performed. 

Figure 44 presents the errors in the molecular depolarization ratio. The mea- 

surements of molecular depolarization ratio can be performed with better than 10 % 

accuracy for the altitudes between 0.8 and 4 km. Reliable measurements of molecular 

depolarization for higher altitudes require longer averaging times. By using long av- 

eraging times the effects of atmospheric temperature on the measured depolarization 

can be studied. 
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Figure 43. The effects of different errors to the inverted aerosol depolarization ratio in case 
of a thin cirrus cloud (November 11,1993, 01:05-01:08 UT). Averaging time of the data is 3 
min The depolarization profile shows the variations of the inverted aerosol depolarization 
as a function of altitude (rightmost graph). A ~ 40% cirrus cloud delation „ observed 
To 5 - 10 km) and the depolarization of the strong aerosol layer is ~ 5%. The measurements 
of'the inverted aerosol depolarization ratio are limited by the accuracy of the P-P-^ular 
signal (leftmost graph). The depolarizations of clouds can be measured with ~1 % accuracy. 
Tfe d polarizations of strong aerosol layers are obtained with better than 10% accuracy. 
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Figure 44. The effects of different errors on the inverted molecular depolarization ratio in 
case of a thin cirrus cloud (November 11, 1993, 01:05-01:08 UT). Averaging time of the data 
is 3 min. The depolarization profile shows the variations of the inverted molecular depolar- 
ization as a function of altitude (rightmost graph). A 0.8 % depolarization is observed from 
0.5 to 7 km. The measurements of the molecular depolarization are limited by the accuracy 
of the perpendicular signal measurement (leftmost graph). For altitude between 0.8 and 4 
km better than 10% accuracy is achieved. Measurements molecular depolarization for the 
higher altitudes require longer averaging times. 
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8    Conclusions 

The work presented in this thesis has shown that the installation of the iodine ab- 

sorption filter has substantially improved the performance of the University of the 

Wisconsin-Madison High Spectral Resolution lidar (HSRL). The new system design 

that includes the iodine absorption filter, polarization, and multiple scattenng mea- 

surement capabilities is shown.   The high resolution etalon, that was used in the 

earlier system to separate between aerosol and molecular scattering, provided only 

1-2 separation for the aerosol backscatter signal between channels.  The iodine ab- 

sorption filter has been shown to suppress the aerosol backscatter signal on molecular 

channel down to 0.08% and therefore the aerosol cross talk signal on the molecular 

signal can be easily removed even for optically thick clouds.   In the etalon based 

system, the determination of the system calibration terms was sufficient to provide 

accurate inversions only for the clear air aerosols and thin cirrus clouds. The use of 

the iodine absorption filter has also improved the robustness of the HSRL, reduced 

the complexity of the system, and increased the optical transmission of the system, 

so that accurate measurements of the optical depth, backscatter cross secüon and 

phase function can be made. Also the simultaneous measurements of depolanzation 

and multiple scattering are performed. The HSRL implementation shows a depolar- 

ization measurement technique that uses the one transmitter laser and one detector 

to measure both polarization components. Therefore, no calibration of the receiver is 

required. The multiple scattering measurements are realized with a separate channel 

that allows measurements of signal strength variations as function of field of view 

simultaneously with the measurements of the narrow field of view channels. 

The iodine absorption filter provides an absolute wavelength reference for the 

HSRL measurements. The iodine absorption line observed through a cell with 50% 

transmission on the line center is used for the wavelength locking of the HSRL trans- 

mitter laser. This provides stable operation over a long period of time without a 

need for frequent calibrations. Measurements have shown that the laser wavelength 

is maintained within ± 0.052 pm. 
The stability and reliability of the system have been tested by operating the io- 

dine absorption based HSRL at the University of Wisconsin-Madison campus. Start- 
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ing from July 1993, the HSRL has been routinely operated and data from different 

atmospheric conditions have been recorded. This dataset contains ~ 30 cirrus cloud 

cases. The measurements show that accurate measurements of optical properties of 

the atmosphere can be performed. The improved measurement accuracy has made 

possible to measure optical depth profiles inside the clouds. The current HSRL can 

be used to probe clouds that have optical depths up to ~ 3. This means that most 

of the cirrus cloud cases can be fully observed and the bases of thick water clouds 

can be measured up to 300-500 m inside the cloud. This has been achieved by using 

the iodine absorption filter, high laser pulse repetition rate, small pulse energy per 

laser pulse, and very fast photon counting data system. The measurement accuracy 

of the HSRL is high enough to provide accurate measurements of optical parame- 

ters of clouds and strong clear air aerosol layers within 3 min averaging time, but 

the accurate measurements of clear air optical parameters require longer averaging 

times. The clear air optical parameters can be measured up to 35 km. The error 

analysis shows that accuracy of the HSRL measurements is mostly limited by the 

photon counting statistics. The system performance can be increased by increasing 

the system detection efficiency or/and increasing the transmitted laser power. The 

greatest improvement would be a photodetector with higher quantum efficiency and 

faster count rate capability. 

The depolarization data obtained by the HSRL shows the ability of the HSRL to 

distinguish between water and ice clouds. It is shown, that the 160^rad field of view 

of the spectrometer channels effectively suppresses the multiple scattering effects on 

the measured depolarization ratio. Therefore, a reliable separation between water 

and ice clouds is possible. The HSRL measurements have shown, that traditional 

systems with 1-5 mrad field of views cannot reliably separate between water and ice, 

because the depolarization observed with a 1 mrad field of view is comparable to the 

ice depolarization within a small penetration depth from the water cloud base due 

to the multiple scattering. The error analysis shows, that the depolarization of the 

clear air aerosol layers can be observed with better than 10 % accuracy. The accuracy 

of the cloud depolarization measurements is better than 1 %. The measurements of 

depolarizations of weak aerosol layers and molecular backscatterer are limited by the 
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photon counting statistics. 

The study of the cloud depolarizations between August 2 and November 11, 1993 

shows that in 45 % of cirrus cloud cases simultaneous observations of supercooled 

water at cirrus cloud altitudes were made. The average cirrus cloud depolarization 

is shown to increase from 33% at -5°C temperature to 41% at -60°C. The observed 

behavior is different than observed by Platt et aJ.43. The depolarization observed by 

Platt et al. ranged from ~15% to ~40% between temperatures from -10 to -60 °C. 

The largest difference between the HSRL measurements and Platt's measurements is 

observed for the temperature range from -30 to -10 "C, where Platt observed low cirrus 

cloud depolarizations. The low values of depolarization in Platt's measurement are 

most probably caused by multiple scattering from supercooled water droplets, because 

the system used for this measurement had a 2.5 mrad field of view. The HSRL 

measurements show that supercooled water clouds have been found at temperatures 

as low as -40°C and pure water clouds have been found at temperatures above 0°C. 

No water has been found at temperatures below -40°C and the presence of cirrus 

disappears at temperatures above 0°C. In the HSRL measurements, the cirrus cloud 

depolarization ratios for all temperatures are close to the values observed for the 

temperatures without supercooled water clouds. The small difference in the observed 

depolarization as a function of temperature may be a result of different shapes, sizes, 

and orientations of the ice crystals at different temperatures. 

The depolarization of the molecular backscatter is ~0.7-0.8%, when measured 

without the low resolution etalons. When the low resolution etalons are used, a 

~0.55-0.6% depolarization is measured. The depolarization measured for the signal 

from the Cabannes line and the rotational Raman lines is 1.5 % without any spectral 

filters. The measured molecular depolarization value is larger than the expected 0.4 % 

depolarization of Cabannes line. The system filter bandpass admits a small fraction 

of the rotational Raman lines and blocks part of the Cabannes line and therefore 

an increase on the depolarization ratio is observed due to the presence of the highly 

depolarized rotational Raman lines. The model calculation for the depolarization 

transmission of the system show, that a 0.56 -0.62 % depolarization is expected for 

the case where no low resolution etalons were used. A 0.402 -0.425 % depolarization 
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is expected, when one or two etalon are used. The depolarization observed with 

the HSRL are larger than the expected values. The cause of the small difference 

between expected and measured depolarization values is currently unknown. The 

further analysis of the depolarization measurement accuracy of the HSRL requires an 

advanced study of effects of the iodine spectrum and rotational Raman lines to the 

depolarization. 

The HSRL measurements require a knowledge of the atmospheric temperature 

profile. The atmospheric temperature profile measured with the HSRL shows that 

the HSRL can be used to measure temperature with a high enough accuracy so that 

the measured temperature profiles can be used for the analysis of the HSRL data. 

Therefore, the requirement for radiosonde measurements of atmospheric temperature 

could be eliminated. Before the temperature measurements with the HSRL can be 

routinely performed, the effects of aerosol backscatter signal to the molecular trans- 

mission of the iodine absorption filter have to be removed. 

This study has provided an instrument basis for a design of a simple and robust 

lidar for the measurements of the optical properties of the atmosphere. The University 

of Wisconsin HSRL provides a unique instrument for the measurements of the cloud 

optical properties and the data measured with the HSRL provides useful information 

that can be used for the climate models that study the effects of clouds to the earths 

atmosphere. 
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Abstract 

Infrared and visible cirrus cloud optical properties were measured using ground- 

based high spectral resolution remote sensing data. The optical properties include: 

downwelling atmospheric radiance at infrared wavelengths and atmospheric aerosol 

backscatter cross-section and depolarization at a visible wavelength. Data was ac- 

quired at the University of Wisconsin-Madison, during a 3 month case study from 

October through early December, 1995.  The instrument suite included: a High 

Spectral Resolution Lidar (HSRL), an Atmospheric Emitted Radiance Interfero- 

meter (AERI), and a Cross-chain Loran Atmospheric Sounding System (CLASS). 

The high spectral resolution AERI allowed data analysis in 19 spectral intervals 

between water vapor lines in the infrared atmospheric window located between 770 

and 1200 cm-1. AERI measured downwelling atmospheric radiance provided the 

downwelling brightness temperature.   AERI radiance combined with radiosonde 

data, HSRL measured cloud boundaries, and Fast Atmospheric Signature Code 

(FASCOD3P) allowed inversion of infrared cloud optical depth at each of these 

spectral regions.   The infrared results were compared against 0.532 urn HSRL 

measured optical depth and derived brightness temperatures.    HSRL derived 

brightness temperatures were determined using visible optical depth data, radio- 

sonde data, and FASCOD3P model simulated clear sky radiance and transmission 

below the cloud. A comparison of visible to infrared optical depths demonstrated 

a spectral dependence in the data. Mie theory applied to ice spheres suggested a 

spectral particle size sensitivity that was apparent in the data and consistent with 

35 to 50 ^m radius particles.  Optical depth and brightness temperature results 

are presented for various cases which demonstrate close agreement between the 

instruments.  Combining the data from each instrument yields a weighted cloud 

extinction cross-section which improved the results relative to Mie theory. 



An estimation of the expected error is also given, where the primary error 

sources were water vapor continuum uncertainties in the FASC0D3P model de- 

rived values and instrument field of view and temporal averaging differences. 

Brightness temperature errors, associated with FASC0D3P uncertainties, ap- 

proached 4 K for a boundary layer relative humidity of less than 70 percent. 

Instrumental field of view and dwell-time characteristics exhibited large differ- 

ences in the results for non-uniform cloud conditions. Field of view differences 

were shown to account for an 80 percent difference in measured optical depth, 

while instrumental dwell-times were shown to account for a several-fold difference 

in optical depth. Both examples were for the extreme case of broken cirrus. 

n 
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1    Introduction 

The climatic importance of atmospheric anthropogenic gases such as carbon 

dioxide and methane, in addition to the state of the ozone layer, is currently a ma- 

jor scientific and political issue (Schneider, 1990; Chappelaz et al., 1993; Genthon 

et al., 1987). However, cirrus clouds have a similar climatic role as these 'green- 

house gases,' where a one percent increase in cirrus cloud cover is comparable to 

a four percent increase in carbon dioxide. This is based on cloud cover results 

published by Rossow and Lacis (1990). An effort directed toward the study of 

cirrus clouds should be similar to the level and scope of greenhouse gas research. 

Analysis of cirrus cloud optical properties is necessary to develop an under- 

standing of the earth's radiative budget. The radiative transfer mechanism drives 

the atmospheric temperature cycle; where incident solar (shortwave or visible) ra- 

diation is imbalanced with upwelling terrestrial (longwave or infrared) radiation. 

A change in the mean global coverage of cirrus clouds could have a sustained 

repercussion to the thermally driven global climate. Clouds which consist of ice 

particles, with a typical altitude range of 4 to 15 km, are referred to as cirrus in 
this thesis. 

Absorption and scattering of radiation are processes which determine the at- 

mospheric column optical thickness. Optically thin cirrus is more transparent to 

downwelling visible light than to upwelling radiation due to absorption by ice in 

the infrared (IR). Thus, heating of the lower atmosphere occurs with the pres- 

ence of thin cirrus. As the cirrus becomes optically thick, it begins to scatter a 

greater amount of solar radiation back to space, while trapping a greater amount 

of upwelling IR radiation. The magnitude of radiative forcing is dependent upon 

the cloud altitude and particle size distribution. High altitude clouds offer greater 

ability to trap upwelling IR radiation. Cloud particle size affects the amount of 

solar radiation that reaches the surface. Simultaneous visible and infrared meas- 

urement of the cloud optical depth is critical in developing model simulations that 

will properly account for the presence of cirrus in radiative transfer calculations. 



Interest in cirrus clouds and their effect on the radiation budget has increased 

within the last few decades. Radiative transfer modeling, given various particle 

sizes and shapes (Deirmendjian, 1969; Plass and Kattawar, 1971; Stephens, 1980; 

Hess and Wiegner, 1994), have been useful to gauge the importance of cirrus 

to radiative transfer. Recent technological advancement has demonstrated the 

feasibility of visible and infrared observations using both ground-based and space- 

borne instrumentation incorporating active and passive techniques (Stone et al., 

1990; Platt, 1973; Piironen and Eloranta, 1994; Smith et al., 1993). 

Platt (1973) monitors simultaneous visible and infrared properties using a 

single-channel ground-based lidar and broadband radiometer. A single channel 

lidar cannot determine the cloud optical depth, due to the inherent coupling of the 

extinction cross-section to the aerosol and molecular backscatter cross-sections. 

Therefore, radiometer measurements are required to derive the visible cirrus cloud 

optical depth. However, the approach makes several assumptions to infer the cirrus 

optical properties. This includes the assumption that the visible to infrared ex- 

tinction coefficient is constant, which is used to convert the measured broadband 

infrared optical depth to a visible value derived from simultaneous infrared and 

visible measurements (Platt, 1979; Platt and Dilley, 1979). This results in visible 

optical properties that are dependent upon the infrared measurements. This tech- 

nique also requires a large data set to extract the backscatter-to-extinction ratio. 

Cloud radiance is determined by removing a model calculated clear sky radiance 

from the surface to cloud base; and is often contaminated with atmospheric water 

vapor. Finally, temporal and spatial differences due to instrument characteristics 

also affect the data. The use of high spectral resolution instruments to measure 

visible and infrared properties reduces these problems. Furthermore, it provides 

the opportunity to spectrally validate the models. 

This thesis encompasses my research conducted on cirrus cloud optical prop- 

erties, incorporating data from two high spectral resolution remote sensing instru- 

ments developed at the University of Wisconsin - Madison (UW). The first in- 

strument, the Atmospheric Emitted Radiance Interferometer (AERI), is a passive 



sensor that measures the emitted spectral radiance from an atmospheric column. 

The second instrument, the High Spectral Resolution Lidar (HSRL), is an active 

sensor which emits visible light and measures the aerosol backscattered signal and 

depolarization as a function of altitude. Each instrument monitors a vertical at- 

mospheric column that is advected into the instrument's respective field of view in 

the zenith direction. Atmospheric state information is necessary to invert the data 

collected by these instruments. It is acquired through the use of a local radiosonde 

launch using the Cross-chain Loran Atmospheric Sounding System (CLASS). Re- 

cent theses by Piironen (1994) and Feltz (1994) provide an additional detailed 

description of the HSRL and AERI, respectively. 

AERI measured downwelling radiance, vertical atmospheric temperature and 

dewpoint temperature profiles, and HSRL measured cloud boundaries will allow 

inversion of the IR radiative transfer equation for a cloudy atmosphere to yield the 

cloud infrared optical depth. The high spectral resolution AERI measurements will 

provide IR optical depths in a number of regions between water vapor absorption 

lines within the infrared atmospheric window located between 770 and 1200 cm"1. 

The HSRL provides a 532 nm optical depth, which can be compared to the IR 

measured values. 
This analysis will reveal an experimental relationship of the visible to infrared 

optical depth for each spectral region by two different techniques: a direct com- 

parison of the measured visible to derived infrared optical depth; and iteration of 

the ratio using a forward solution of the radiative transfer equation, based on the 

HSRL measured visible optical depth, to derive the downwelling column radiance 

relative to AERI measured data at the given wavenumber regions. In the former 

approach, the visible to infrared optical depth ratio will be used to determine the 

downwelling column radiance. The latter approach will yield the infrared optical 

depth. Overall, both techniques will produce the same optical properties. However, 

the latter should achieve better results given the effective cloud weighting inherent 

to the HSRL data and coupling of the visible and IR data. 



Particle size, shape, number density, and phase are additional parameters which 

affect the radiative transfer mechanism. Particles that are much smaller than the 

incident wavelength will scatter the light according to Rayleigh theory, whereas 

particle size on the order of the wavelength will scatter according to Mie theory 

assuming spherical ice particles. Although ice particles are not spherical, a Mie 

theory model will be utilized to compare the spectral optical depth measurements 

with theory. 

A brief overview of the AERI, HSRL, and CLASS systems will describe each 

instrument. The goal is to detail the individual instrument characteristics that 

allow solution of the problem at hand. This should provide the reader with a fun- 

damental background to complement the theoretical derivations and experimental 

results that will be presented. 

Data was collected during a three-month case study at the UW, which occurred 

from October through early December, 1995. Additional data sets were acquired 

at the UW, prior to this experiment, when both the AERI and HSRL were available 

for simultaneous operation. This provided a fair sample of cirrus events with a 

few mixed-phase and water cloud cases. Data acquisition in a winter climate also 

reduced background atmospheric emission due to boundary layer humidity, which 

increases during the summer season. 



2    Theory 

The atmosphere consists of molecules and aerosols. An aerosol constitutes 

anything other than a molecule suspended in the atmosphere, typically within 

a size range between lO"2 to 104 /im (Measures, 1992). This includes wind 

blown dust and pollen, various forms of pollution (e.g., ash, sulfites) which may 

change through photochemical processes, and all varieties of clouds. Together 

these particles scatter, absorb, and emit radiation from the ultraviolet through 
infrared. 

The presence of an equator to pole gradient of incident solar radiation, coupled 

with infrared radiative cooling, induces a thermally driven global circulation. Spec- 

tral characteristics due to thermal differences between solar and terrestrial emis- 

sion allow independent observation of this radiative imbalance; where the visible 

and infrared Planck emission curves exhibit negligible overlap. The following 

sections will detail and differentiate the radiative principles required to analyze 

remotely sensed observations in the infrared and visible domains. 

2.1    Infrared Spectrum 

Atmospheric constituents, primarily carbon dioxide, water vapor, and ozone 

(C02, H20, and 03, respectively), provide the medium for radiative interaction 

due to absorption of upwelling terrestrial radiation. Subsequently, the energy is 

isotropically re-emitted at the wavelengths where the absorption occurred. Air- 

borne aerosols also contribute to the radiative transfer mechanism and should not 
be neglected. 

Optical depth, in a given spectral band, depends on the absorption line strength 

and the vertical distribution of atmospheric gases. C02 is well-mixed and is often 

treated as a permanent species, although its overall concentration changes slowly 

with time. H20 and 03 concentrations have significant spatial and temporal vari- 

ation. Atmospheric water vapor content determines the current synoptic situation, 

where advection of moist or dry air will dictate the local moisture profile.   03 



concentration peaks in the stratosphere, between 15 and 30 km, and is produced 

by photochemical processes. 03 concentration also varies with the synoptic situ- 

ation, where stratospheric air is often ingested into the troposphere during a cold 

frontal passage. 03 is often produced from combustion engine exhaust in the lower 

atmosphere by photochemical reactions. 

Figure 1 illustrates downwelling spectral radiance as a function of wavenumber. 

The dominant species are C02 (600 to 800 cm"1, 15 /im), 03 (1000 to 1060 cm"1, 

9.6 //m), and H20. The H20 absorption signature is of particular interest due 

to its spectral distribution. The atmospheric window (800 to 1200 cm"1) is the 

most transparent region in the spectrum. Measurements between water vapor lines 

within the atmospheric window (referred to as 'microwindows' and tabulated in 

Appendix A) yield observations with the least atmospheric contamination. The 

H20 absorption lines present an additional problem because the far 'wings' of 

individual H20 lines combine to form the water vapor continuum. Thus, even the 

microwindows are not completely transparent. 

An overlay of Planck radiance, for several temperature values (200 through 280 

K, in 20 K increments), is shown in Figure 1 for comparison to the downwelling 

radiance. Note the contrast between the atmospheric window and regions of strong 

absorption, where the atmosphere becomes opaque over a short distance. These 

values correlate well with a surface measured temperature of 277 K. The spikes in 

the observed spectrum between 1400 and 1800 cm"1 are artifacts of water vapor 

absorption lines which become opaque within the instrument, causing the system 

responsivity to approach zero. This results in an increase in calibrated radiance 

noise due to the small instrumental noise in these opaque spectral regions. 
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Figure 1: Illustration of atmospheric downwelling radiance relative to values de- 
rived from the Planck function for various temperatures. Also noted are the ab- 
sorption regions for various atmospheric constituents. The spikes in the measured 
radiance, between 1400 and 1800 cm-, are a result of water vapor absorpln 
lines which become opaque within the instrument. 



2.1.1    IR Radiative Transfer 

Given a temperature profile and vertical distribution of gaseous constituents in 

a clear atmosphere, one can derive the radiance if the spectroscopic properties of the 

gas are also known. For monochromatic radiation, the differential transmissivity 

through the atmosphere is determined by 

dr{u,pa,p)  =  -T(i/,p.,p)  \Y,kx{v)g x rx dp\ ; (1) 

where 

T{vi?aiP) = atmospheric transmission from pa to p; 

ki(v) = absorption of atmospheric constituent x, m2 kg-1; 

v = wavenumber, cm-1; 

g = gravitational acceleration, m s-2; 

TX = mixing ratio of constituent x, g kg-1; and 

p = pressure at given level, hPa. 

Atmospheric pressure units are often expressed in mb, and axe equivalent to hPa. 

The general radiative transfer equation (RTE) for downwelling spectral radi- 

ance in a clear atmosphere is described by the relation 

p» 

R(v)l=JB(is,T(P))dT(v,p„p); (2) 

where 

n,   m, x\ 2hc?v3 

B(v'Tm' ^W^ (3) 

represents the Planck radiance, mW (m2 sr cm"1)"1; 

dr(i/,p„p)  =  —^-dp 
op 

is the differential transmission over the pressure layers; 



R{v) i    —    AERI measured downwelling column radiance, 

mW (m2 sr cm"1)-1; 

T{p)       =    temperature at pressure level p, K; 

h =    Planck's constant, J s; 

c =   speed of light, m s-2; 

k =   Boltzmann's constant, J K-1; 

and the integral limits, p. and 0, specify surface layer and top of atmosphere, 
respectively. 

The radiance is often described in terms of a temperature because it removes 

the spectral dependence, normalizing the data with respect to the Planck curve. 

This 'effective temperature' is referred to as the brightness temperature, Tb, and 

is the solution of Equation 3 for T(p), in terms of the measured radiance, 

T,M = *'«Ä+1j; (4) 

where the measured downwelling column radiance, Ä(i/) j, has been substituted 
for the Planck radiance, B(v, T(p)). 

Equation 4 will yield small errors when used for a spectral bandpass rather 

than a single wavenumber; where the bandpass would be represented by the mean 

wavenumber, uc. A correction, based on a least-squares fit of the measured radi- 

ance in a given bandpass over a typical temperature domain, can be applied to 
Equation 4, such that 

m».) - i hcuc 

(5) 

where a and b are -the least-squares fit y-intercept and slope, respectively.  Ap- 

pendix B summarizes this approach and illustrates the associated errors. 

Additional absorption and radiative feedback must be accounted for if a cloud 

is introduced to the atmosphere. When this occurs, the atmosphere can be parti- 

tioned into layers: clear sky below the cloud, cloud layer, and clear sky above the 
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cloud; assuming a single cloud layer.  Equation 2, the clear sky RTE, would be 
adjusted as 

R{u)l   a   JB(u,T(p)) dr{v,p,pt) 
Pb 

Pb 

+   T(v,Pb,Pi) j'B(U,T{P)) d[r{v,p,pb) Tdd(v,p,pb)] (6) 
Pt 

Pt 

+   T(",Pb,P.) r{v,pt,pb) Tdd(v,pupb)IB{v,T{p)) dr(v,p,pt) 

+   r(v,rM) T{v,pb,p,) 
Pb 

B(v,Tt) T(v,Pb,Ps) + JB{u,T(p)) dT(v,p,Ps) 
pt 

where 

Tdd(v,p,pb) = cloud transmissivity, from cloud base to p; 
r(v, Tcid) = angular integrated cloud reflectivity; 

Pb = cloud base pressure, hPa; and 

Pt = cloud top pressure, hPa. 

The first three terms of Equation 6 are an expansion of Equation 2, whereas 

the last term accounts for the reflection of upwelling terrestrial and atmospheric 

radiation from below the cloud. A cloud particle size distribution outside the 

50 um radius reflectance parameterization yields a very small (see Appendix D) 

change in the radiance. This accounts for the approximation in Equation 6. 

The following sections discuss the individual terms of the cloudy RTE, where: 

an atmospheric transmission model is used to calculate the clear sky values; an 

evaluation of cloud optical properties will lead to a cloud reflectivity term; and the 

RTE can be inverted to derive an optical depth for the cloud. The final section 

describes a technique to determine an estimate of the optical depth using the 9.6 

fim ozone band. 
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2.1.2    FASCOD3P Model 

An atmospheric radiative transfer model is required to determine the down- 
welling clear sky radiance, 

p. 

4rV,P.,P>) I = JB{v,T{p)) dT(u,p,Pt), 
Pb 

upwelling clear sky radiance, including terrestrial contribution, 

fate Pb 

Ä*>)Ä,ft)t = %r,)r(^ft,A) + jB(v,T(p))dT(v,p,Pb), 
Pi 

and transmission, 

Tclr    \1/>Ps,Pb) = T(l/,pb,Ps), 

below the cloud base. The Air Force Philips laboratory line-by-line transmission 

model, Fast Atmospheric Signature Code (FASCOD3P) (Clough et al., 1986), is 

used for this purpose. Knowledge of the clear sky radiance and transmission ef- 

fectively projects the ground-based downwelling measured radiance to cloud base. 

The model utilizes the Air Force Geophysics Laboratory HITRAN database 

(Rothman et al., 1987) of atmospheric transmission lines and a local radiosonde 

profile to calculate radiance and transmission of the atmosphere. The radiosonde 

is used to obtain temperature and moisture profiles. A number of additional 

parameters (e.g., spectral information, additional atmospheric data, path char- 

acteristics, and output format) are also required in the FASC0D3P input file 

Appendix C shows a typical FASC0D3P input file and provides an explanation of 
the individual parameters. 

Figure 2 illustrates data for a radiosonde launched on 17 November 1994 00-00 

UTC (16 November, 18:00 CST) in Madison, WI during an evening of scattered 

cirrus. Temperature and dewpoint temperature are shown as a function of alti- 

tude. The individual data points indicate levels that were used in the FASCOD3P 

calculations. These points were chosen to preserve the measured vertical structure 
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with a reduced number of levels, to satisfy model constraints. Also given are the 

lidar measured cloud boundaries, which agree with the low dewpoint depression 
in the radiosonde measurements. 

HSRL Measured 
Cloud Boundary 

190       200      210      220      230       240       250    ^60      2TO      280   '   290 
Temperature [K] 

Figure 2: Radiosonde data for Madison, WI on 17 November 1994  0000 UTC 
Points indicate FASC0D3P levels, where the solid line indicates temperature and 
tne dashed line dewpoint temperature. 

The application of FASCOD3P in the present context results in two primary 

limitations. The first is the proper representation of the water vapor continuum 

(Grant, 1990; Cachorro -et al., 1987; Clough, 1995; Theriault et al., 1994). The 

second is the ability to account for the presence of lower level aerosols (Volz, 1973) 

As a result, the FASCOD3P radiance prediction may differ by as much as 40 per- 

cent from the AERI measured values. Figure 3 provides an example which shows 

radiance differences which correspond to brightness temperature differences of up 
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to 15 K. A correction, referred to a, the Gamma technique (Smith et al   1993) 

can be applied to the FASC0D3P calculated transmittance until the radiance val- 

ues agree with clear sky AERI measurements. A simultaneous lidar observation 
ensures the AERI observation is indeed clear. 

V* ■ •*"' 1250 
Wavenumber [cm ] 

ml ä ä-~AERI data ™hik *■—--^ ™ 
Case, which ha a clear sky observation present an additional shortcoming to 

du.technroue. Gamma values from another case must he used when this occurs 

s.mdar to the case in question.   One approach would be to obtain a database' 

of measurements based on atmospheric conditions and season, which could be 

apphed to this situation. Fortunately, this predicament is no, a factor in the data 
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to be presented in this thesis. Furthermore, the AERI is typically operated in an 

2ttLi";:::r ^the ,Mhood of "6* - * - *- 
ration^ meaSUre<i C°1Umn radianCe' ^ difeS from the F«COD3P calcu- 

Ä.M = fl£» + AM, (7) 

where AM is the FASCOD3P derived radiance error. Although a correction is 

pphe   to adJUst *e mode, radiance to match the measured radiance, hno^e 

of AM.s reared to correct for the mode, determined radiance from the surface 

* ** tT\ E^i- 7 ^ «o «he total column radiance, howevr^ 
* umed  hat the AM contrihntion occurs in the ,o„er atmosphere.  There   r 

«he same mas ,s applied to the mode, derived radiance from surface to cloud hie,' 

**("■*.,»)   =   *£>,*,„)   +   AM; (8) 

where RT,(v,PuPb) represents the corrected model radiance 

opJaTdlT* TT iSraChieVed "y 'inearly SCaliDS "* FASC0MP fc'ved optical depth as a function of wavenumber, 

^P.,p)*7M%ft,p), (9) 

^d * (v,p.tP) 1S the corrected spectral optkal depth P   . 

A forward iteration in 7(„) is executed ^ ,    (f/) _ . 

the following method (Smith et al., 1993): " ~        ' """* 

7nH = 7-lW + fe^H-^)] (10) 
where 

dR^)    R^^RJ^TY 
n-2' dl) 
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and Äe(i/) is the corrected radiance based on the current 7 corrected tradmittance. 

The iteration is seeded with an initial 7 value of either 0.95 or 1.05, dependent upon 

the sign of the original difference between the measured and calculated radiance. 

Figure 4 illustrates the resultant 7 spectrum for the radiance difference specified 
in Figure 3. 

750 850 1150 1250 950 1050 
Wavenumber [cm"1] 

Figure 4: Gamma spectrum for AERI measured clear sky and FASCOD3P calcu- 
lated radiance difference shown in Figure 3. The spectral Gamma values scale the 
FASCOD3P infrared optical depth to account for the model radiance difference. 

The Gamma technique provides a means for correcting the atmospheric trans- 

mission through radiance observations. However, the approach adjusts the column 
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transmissivity based on spectral selectivity and does not account for vertical dif- 

ferences in atmospheric constituents. This becomes a problem when vertical res- 

olution is significant to the calculations; but should not be a factor in these calcu- 

lations, which require a single transmissivity. 

The downwelling radiance from the region above the cloud is assumed to be 

small in all calculations. FASCOD3P can be utilized to show that the radiance 

contribution is negligible for the atmosphere above cirrus level clouds. This is 

accomplished by comparing the FASCOD3P calculated downwelling radiance from 

the earth surface to an altitude of 9 km against a similar calculation to 15 km. It 

should be noted that this comparison will represent a maximum difference, because 

the model does not include the effects of cirrus which would further attenuate the 

upper atmospheric source while increasing the total radiance measured by the 
instrument. 

Figure 5 shows the fractional difference in FASC0D3P calculated downwelling 

radiance using an upper limit of 15 km versus 9 km, which yields the percent 

radiance reaching the surface from an atmospheric layer between 9 and 15 km. 

The upper limit of 15 km was chosen based on cirrus cloud top altitude. A 

radiance contribution due to ozone, between 950 and 1060 Mm, occurs beyond this 

altitude, but it not a factor when using data within the chosen microwindows. 

Calculations are based on local radiosonde data at Madison, WI on 17 November 

1994, 00:00 UTC, shown in Figure 2. H20 and 03 are the primary features, while 

the remainder of the spectral region contributes a negligible radiance. 
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Figure 5: Downwelling fractional radiance difference for altitudes 9 through 15 km 
signifies a negligible atmospheric radiance contribution above cloud top for spectral 
regions outside absorption lines; based on FASC0D3P model simulations. 

2.1.3    IR Scattering from Mie Model 

The infrared scattering cross-section for molecules is much smaller than the 

absorption cross-section; and extinction in the IR is dominated by absorption such 

that scattering can be neglected. However, ice crystals and water droplets found in 

clouds are of similar magnitude or greater in size than wavelengths associated with 

IR radiation. Although extinction by absorption continues to dominate, scattering 

of upwelling terrestrial and atmospheric emission from below the cloud will provide 

a small contribution to the downwelling measured radiance. 
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Model simulations using Mie theory and an adding-doubling model (Collard 

et al., 1995) suggest that the cirrus scattered signal received at the surface is 

at least an order of magnitude smaller than cloud emission. Up to this point, 

each term in the RTE can be determined using atmospheric state measurements. 

Invocation of Mie theory requires knowledge of cloud particle size to determine 

the phase function, such that a size distribution (Hansen, 1971) must be assumed, 

n(r) dr = c r*1"3»/6 exp(-r/(reff b)) <fr; (12) 

where n(r) is the number of particles of radius r and c is a normalization constant. 

The calculations use an effective radius, re//, of 50 /xm and effective variance, 6, 

of 0.25. A 50 /im re// is consistent with measured values for cirrus (Poellot and 

Henderson, 1994). 

The resultant phase function derived from the Mie calculations is a function of 

the particle size distribution and the index of refraction. The spectral reflectance 

has an angular dependence described by the phase function and has a magnitude 

that is dependent on the concentration of particles. This implies that the reflect- 

ance will vary for each microwindow and depend upon the cloud infrared trans- 

missivity, which cannot be inverted from the RTE until the reflectance is known. 

Therefore, an iterative solution is necessary, which requires parameterization of 

the reflectance as a function of cloud transmissivity, r(v,Tdd). The reflectance is 

determined with the adding-doubling model by monitoring the ratio of upwelling 

relative to downwelling radiant flux at the cloud base. 

This approach is feasible if a particle size distribution is assumed and an inde- 

pendent parameterization is determined for each microwindow region. The latter 

constraint is necessary due to the frequency dependent index of refraction for ice. 

This technique is outlined for a sample AERI microwindow wavenumber, and the 

polynomial fit coefficients are tabulated, in Appendix D. 
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2.1.4    IR Optical Depth Inversion 

The radiative transfer solution for a cloudy atmosphere, Equation 6, was de- 

rived earlier. A solution for the optical depth of the cloud can now be obtained 

by inverting Equation 6 for rM in terms of the variables discussed in the previous 
sections, 

Pb 

+   d"C(P„J>6) j B(v,T(p)) d[Tclr(p,pb) T.MCP.ä)]; (13) 
p« 

where the radiance contribution above the cloud was shown to be negligible by the 

FASC0D3P model, the upwelling model radiance includes the terrestrial contri- 

bution, the model derived radiances are corrected based on Equation 8, and the 

spectral dependence is implied. Rearranging terms results in a radiance value that 
effectively projects the instrument to cloud base: 

R 4 - RLVc(P„pb) I - r(Tcld) r!r(p.,*)R!r{p.,n) t 
Pb 

« ririP.,*) JB(T(P)) d[Tclr(p,Pb) rM{p^)\. (14) 
Pt 

Integration by parts transforms the right hand side, such that 

Pb 

JB(T(P)) rffr^Cp.Ä) TM(p,pt)] a [B(T(P)) Tclr(p,Pb) rcld{p,pb)}\
Pb 

P' J lp, 
Pb 

~ J Tclr(P,Pb) Tcufapi) dB(T(p)). 

The Trapezoid Rule is applied to the remaining integral at the endpoints to obtain 

a final solution for the cloud transmissivity 

Tcld(Pt,pb)    ~    -jfc 
Tclr (Pt,Pb) 

1    _    Rdd(Tcld,Pa,Pb,Pt) I 
Tclr    toiPb)  BmiducId\ ' 

(15) 
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where 

Rcid(Tcid,pa,pb,pt) I    =   R I - R{?r'
c(p„pb) I 

-   r(rdd) rlriPuPt) RiT(Ps,Pb)t 

is the downwelling cloud radiance; and 

amid^cld 7:  

is the average Planck radiance of the cloud determined from local radiosonde data 

and lidar derived cloud boundaries, and the clear sky transmissivity within the 

cloud, r(i/,pt,pb), is obtained from FASCOD3P. The solution is iterated for rcW in 

the reflectance term until a solution converges to within 0.001 (Ackerman et al., 
1990). 

The algorithm takes into consideration the fact that the cloud may be opaque. 

This reduces the effective cloud top altitude, while increasing the effective cloud 

top temperature. Equation 15 would yield an unphysical solution based on true 

cloud base and top temperatures. Therefore, a direct solution of Equation 15 is not 

attempted because the measured radiance for an opaque cloud will be larger than 

the mid-cloud radiance determined from radiosonde measurements. The result is a 

Rcid V-Bmid-dd ratio that becomes larger than unity, yielding a negative, unphysical 
solution of Equation 15. 

Instead, the cloud is broken into vertical layers defined by the radiosonde tem- 

perature profile, where the cloud transmittance is calculated from the cloud base to 

a given altitude layer. If the transmittance becomes negative, the cloud is labeled 

as opaque at the previous altitude. Otherwise, the process continues until the 

cloud top is reached, where the solution is taken to be the cloud infrared transmit- 

tance. It will be shown that a cloud transmittance less than 0.05 (infrared optical 

depth > 3) is the minimum resolvable value. 
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2.1.5    IR Optical Depth using Ozone Attenuation 

A second technique for determining IR optical depth from downwelling atmo- 

spheric radiance utilizes the 9.6 m ozone band. For this approach, Grund and 

Eloranta (1994) suggested that ozone could be treated as a source term above 

the cloud level whose surface measured radiance is attenuated by the presence of 

cirrus. Thus, a clear sky measurement of the ozone column radiance is necessary 

at some point during the data acquisition. It is further assumed that changes in 

the ozone distribution over a several hour period are negligible. 

Although the ozone concentration peaks in the stratosphere, the radiance con- 

tribution from the troposphere is not negligible due to the increased temperature 

near the earth's surface. Tropospheric radiance can be minimized by choosing a 

spectral region whose weighting function peaks at a maximum altitude (van Deist 
1996). 

The atmospheric window baseline radiance, *&.„(„) |, must be separated from 

the measured radiance, R{u) j, in the spectral region of interest to yield the 
contribution due to ozone, Roz(u) I, 

Roz{v) i = R(v) I - R^^u) i . (16) 

Microwindow radiance, centered at 1080 cm"1, is converted to a brightness 

temperature, which represents the baseline window value. Rbaat(v) | is then cal- 

culated from the derived brightness temperature at the ozone wavenumber; which 

is chosen in the 9.6 »m wings, 1063 cm"1, to represent upper atmospheric emission. 

Given Roz(u) | at each time interval in the data set and a clear sky reference 

value, R0^ef(u), one can use Beer's Law (neglecting cloud reflectance of surface 

emission) to determine the cloud optical depth, 8Ml 

The error associated with this approach is obvious when the reference radiance 
is specified in layers, 

Roz-reJ I =    RozJbelow I + Roz^bove 4-, (18) 
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such that 

Roz 4 =    R0zJ>elow I   +  Roz.above I   e~id4\ (19) 

where Roz_above I and Äo2j>etoii/ 4 represent ozone radiance above and below the 

cloud, respectively, and the spectral dependence is implied. A further assump- 

tion requires that the ozone emitted radiance within the cloud and atmospheric 

transmissivity below the cloud are negligible. Substitution of Equation 18 into 

Equation 19 produces 

"02 +        H-ozJbelorv 4- 6M = _/„   „*_„\   ■ (20) 
m*<-oz-ref 4-        ^ozJbclotv 4-, 

Therefore, knowledge of the ozone radiance below the cloud is necessary to prop- 

erly determine the optical depth using this technique. This results in an under- 

estimated optical depth measurement. Application of FASCOD3P data below the 

cloud base is utilized to determine RoZj>eiow Unfortunately, a local ozone profile 

is not available and a mid-latitude standard model is assumed. Nonetheless, this 

provides a first order correction to the measured cloud radiance. 

2.2    Visible Spectrum 

The interaction of incident solar energy with the earth's atmosphere is similar 

to the infrared RTE, however absorption is very weak and scattering dominates 

for both molecular and aerosol interaction. For lidar operation, a wavelength is 

chosen such that absorption is minimal and extinction of the laser pulse can be 

attributed to scattering. As a result, the formalism that was used to derive optical 

depth in the infrared is not valid for visible data. 

2.2.1    General Lida*-Equation 

The range resolved lidar power can be represented as (Piironen, 1994), 

e-IJ.'"-(r'l'"' + M(r)+6,        (21) P(r) . * g IfcM+efciW, 
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where 

P(r) = lidar power incident on receiver from range r, W; 

E0 = laser pulse energy, J; 

c = speed of light, m s_1; 

A = area of the receiver, m2; 

ßa{r) = aerosol scattering cross-section per unit volume 

from range r, m_1; 

Pm{r) = molecular scattering cross-section per unit volume 

from range r, m-1; 

A(r') = extinction cross-section per unit volume from range r, m-1; 

§7 = analytical molecular backscatter phase function, sr-1; 
P4*r = aerosol backscatter phase function from range r, sr-1; 

M(r) = multiply-scattered return from range r, W; 

b = background signal, W; 

and the range is determined relative to the time, *, following the transmitted pulse, 
such that 

- £i r~Y' 
Multiple scatter is reduced by limiting the system field of view. However, it 

is an important feature in the measurement and is a topic under investigation 

(Eloranta and Piironen, 1992). System optical characteristics and measurement 

of the background signal are determined through calibration. Nonetheless, there 

remain four unknowns in Equation 21: aerosol and molecular cross-sections per 

unit volume, aerosol backscatter phase function, and extinction cross-section. The 

column optical depth, <J(r), is related to the extinction cross-section as 

6(r)  =£ß((r')dr'. (22) 

Measurement of individual optical properties is not possible with a single chan- 

nel lidar due to the inherent coupling of extinction cross-section with the aerosol 
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and molecular backscatter cross-sections.  However, it can be accomplished with 

the separation of Equation 21 into individual molecular and aerosol equations, 

p-(r) = E° $ l «•«£_2,w <23> 
and 

P„(r) = & f£ £^r) A(P)e-»w (24) 

respectively; where multiple scattering and the background contribution have been 

assumed to be negligible. 

2.2.2    Two-Channel Lidar 

The decoupling of Equation 21 is possible because the spectral response of a 

scattered photon is dependent upon particle velocity. Molecules, mostly N2 and 02, 

move with a mean velocity proportional to y/T whose distribution is represented 

by Maxwellian statistics; where T is the temperature at a given range. Photons 

scattered from a molecule will have their energy shifted, resulting in a symmetric 

Doppler pulse broadening of the original beam after a number of scattered photons 

return in a given range bin. However, much larger, slower moving aerosols have a 

velocity similar to the mean wind at a given range. Therefore, aerosol backscatter 

exhibits negligible broadening with respect to the original pulse due to the small 

vertical wind velocity for a pulse propagating in the zenith direction. 

Figure 6 illustrates the spectral response difference between molecular and 

aerosol backscatter, and the technique utilized to separate the combined signals. 

The outgoing lidar pulse has a narrow linewidth. Aerosol backscatter is spectrally 

similar to the laser linewidth, whereas thermal broadening occurs with molecu- 

lar scatter. An iodine absorption filter (Piironen, 1994) provides the bandpass 

necessary to spectrally filter the aerosol signal from the backscattered return. 

Using this approach, an ensemble of molecular backscattered photons can be 

differentiated from the aerosol return by a two-channel HSRL through spectral 
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Figure 6: HSRL two-channel technique, where molecular and aerosol backscatter 
signal is separated with an iodine absorption filter. A beam splitter transmits a 
portion of the return signal to one channel, while the reflected portion is directed 
through the iodine absorption filter and measured with a second channel. A spec- 
tral calibration of the absorption filter allows direct measurement of the individual 
aerosol and molecular backscatter signals. The insert illustrates a schematic dia- 
gram of the HSRL instrumentation. Figure used with permission (Piironen, 1994). 
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separation of the backscattered signal. One channel measurement represents a 

majority of the molecular signal, where the aerosol and a portion of the molecular 

signal has been effectively filtered from the detected signal. A separate channel 

simultaneously monitors the unfiltered backscatter, due to the combination of mo- 

lecular and aerosol photons. The iodine spectrum is measured before data acquis- 

ition to deconvolve the data. A schematic diagram of the instrument is illustrated 

as an insert in Figure 6. 

2.2.3    Visible Optical Properties 

Separation of Equation 21 into Equations 23 and 24 allows solution of vari- 

ous atmospheric properties. Given a well mixed atmosphere, one can deduce the 

molecular backscatter cross-section per unit volume, ^ ßm(r), (Piironen, 1994) 

I Mr)  = 3.78 x 10- M (25) 

at the laser wavelength of 532 nm. A local radiosonde yields the vertical temper- 

ature and pressure profiles. Knowledge of the molecular backscatter cross-section 

per unit volume as a function of range thus provides a calibration target for the 
lidar. 

Substitution of ßm(r) into Equation 23 for two atmospheric levels, rx and r2, 

yields the optical depth of that layer at the lidar wavelength, 

«(n)-*(n)-ifaßH44M4 2     lpm{r2) r| ßm(ri) 

The scattering ratio, aerosol to molecular signal, is defined as 

(26) 

.. SR{r)=W-y <*> 
Using this definition and taking the ratio of Equation 24 to Equation 23, the aerosol 

backscatter cross-section can be written as 

*4r*A(r) = h ß^SR^- (28) 
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Figure 7 illustrates the HSRL measured aerosol and molecular backscattered 

return as a function of altitude (lower plot). The column integrated visible optical 

depth (upper plot) is due to aerosol attenuation of the molecular signal, determined 

from Equation 26. Aerosol backscatter, represented by the dashed curve, increases 

with cloudcover (5.5 to 7.5 km) and haze (3.5 to 5 km). 
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HSRL Backscattered Return 

Figure 7:  Upper plot illustrates HSRL measured column integrated visible op- 
tical depth relative to inverted aerosol (dashed line) and molecular (solid line) 
backscatter returns shown in the lower plot. 

Backscatter depolarization is monitored to discriminate between spherical and 

non-spherical particles. Spherical particles (e.g., liquid, water-vapor laden solids) 

backscatter photons with a small change in the polarization. However, non- 

spherical particles (e.g., ice crystals, dust) backscatter light with a large change in 
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polarization. Range resolved depolarization provides analysis of cloud phase and 

discriminates between spherical and non-spherical aerosols. 

2.2.4    HSRL Derived Brightness Temperature 

HSRL measured visible optical depth can be utilized to derive infrared radi- 

ance, converted to a brightness temperature, and compared to AERI measured 

values. Simultaneous visible and infrared optical depth measurements using the 

HSRL and AERI, respectively, yields the relationship between the visible and in- 

frared optical depth at each spectral region, 

, .     5(532 nm) 

where a{u) represents the ratio of visible to infrared optical depths. Here, the 'vis- 

ible' optical depth is assumed to be represented by the HSRL measured 532 nm op- 

tical depth. This is a valid assumption because the visible extinction cross-section 

is due to scattering rather than absorption. The infrared cloud transmissivity, as 

a function of infrared cloud optical depth, can then be described in terms of the 

HSRL measured visible cloud optical depth, 

Using this information, the HSRL integrated column optical depth can be trans- 

formed into an infrared value. This approach uses the cloudy RTE solution, Equa- 

tion 6, in a forward calculation to derive the IR radiance, 

Pb 

+     Tdrfap^Pi) J B{u,T{p)) d[Tcir(v,p,pb) Tdd{v,p,ph)) (31) 
Pt 

+     r{v,Tdd) Tdril/, pb,pa) 
Pb 

x     B(u,Ts) T^faw.) + jB{u,T{p)) dTclr(v,p,Ps) 
pt 
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where 

R(v) 4 =    HSRL derived column integrated downwelling 

radiance, mW (m2 sr cm-1)"1; 

B{viT{p))       =   radiosonde determined Planck radiance, 

mW (m2 sr cm"1)"1; and 

dTcid&PiPb)    =    HSRL differential visible cloud transmissivity. 

The first term in Equation 31 represents clear sky radiance below the cloud, 

calculated using the FASCOD3P atmospheric transmission model for a given ra- 

diosonde profile. The second term is the cloud contribution, attenuated by the 

clear sky transmittance below the cloud, Tdr, which is also determined by the 

model. The last term is the cloud reflected upwelling terrestrial and clear sky ra- 

diance from below the cloud. The radiance contribution from above the cloud was 

previously shown to be negligible. Multiple-scattering effects are also neglected for 

visible scattering. 

The previous technique utilizes independent observations of AERI derived in- 

frared and HSRL measured visible optical depth to determine a spectral optical 

depth ratio and HSRL derived downwelling brightness temperature. Equation 30 

suggests an alternative method, where the HSRL measured visible optical depth 

is used to determine the column radiance. This is accomplished by iterating a{v) 

until the value agrees with the AERI measured value. The infrared cloud op- 

tical depth follows immediately from Equation 30 after a{v) is determined. It 

is expected that the iteration of a{u) will yield better results because the cloud 

is effectively weighted by the HSRL measured visible optical depth. The former 

solution assumes a uniform cloud, governed by HSRL measured cloud boundaries, 

to determine the infrared optical depth and optical depth ratio. 
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3    Instrumentation 

Atmospheric data was collected at the University of Wisconsin - Madison using 

two high spectral resolution instruments: an active remote sensor in the visible, the 

High Spectral Resolution Lidar (HSRL); and a passive sensor in the infrared, the 

Atmospheric Emitted Radiance Interferometer (AERI). These instruments sim- 

ultaneously measure a vertical atmospheric column that is advected into the in- 

strument's field of view. A description of their data acquisition techniques and 

capabilities will be described in the following subsections. The Cross-chain Loran 

Atmospheric Sounding System (CLASS) was utilized to track locally-launched 

radiosondes, which provide atmospheric state information required to invert the 

AERI and HSRL data. 

Radiosondes were released from the Atmospheric and Oceanic Sciences (AOS) 

rooftop, where the AERI and CLASS reside during local data acquisition. The 

HSRL is located adjacent to the AOS building in the loading dock. Approximately 

40 m separates the HSRL from the AERI. 

3.1    AERI 

Atmospheric emission spectra, see Figure 1, were obtained with the zenith 

viewing AERI (Revercomb et al., 1993), which was derived from the HIS aircraft 

instrument (Smith et al., 1993). The AERI is based on an infrared atmospheric 

spectrometer developed at the UW utilizing a commercial BOMEM Inc. (Quebec, 

Canada) Ml00 Michelson interferometer. A pair of blackbody sources, ambient 

and hot, serve as calibration references. Data acquisition and system control is 

achieved with a dedicated PC, which transfers raw data to a second PC for pro- 

cessing and storage. The system is set in a thermally isolated environment to 

facilitate data acquisition over an extreme atmospheric temperature range. Fig- 

ure 8 is a photograph of the AERI system. 
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Figure 8: AERI-00 prototype: where the cylindrical objects are the hot and am- 
bient blackbodies, and the motor to the left moves the scanning mirror. The box 
labeled 'Bomem' is the commercial Michelson interferometer. A PC controlled 
data acquisition system resides in the enclosure beneath the instrument. Data is 
transferred to a second PC for processing and storage after each radiance meas- 
urement. 

3.1.1    Hardware 

The Michelson interferometer produces an interferogram, the spectral summa- 

tion of all interference patterns, which represents the Fourier transform of the at- 

mospheric emission spectra. A schematic diagram of the Michelson interferometer 

is illustrated in Figure 9. The interferogram is produced by changing the phase of 

the incoming signal and combining this signal with a reference, stationary-phase, 

signal.   This is accomplished by splitting the incident beam with a 50 percent 
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reflective mirror into two paths. The first path utilizes a fixed mirror to return 

the signal to the splitter and serves as the phase reference. The second path has 

a mirror which is scanned continuously back and forth in two second intervals, 

changing the path length (and phase) of the beam, relative to the first. The two 

signals are recombined at the splitter to produce the interferogram. 

Stationary Mirror 

Source 

Moving Mirror 

Figure 9: Schematic diagram of Michelson interferometer technique. It produces 
an interferogram which yields an atmospheric emission spectrum following Fourier 
transformation of the data. The radiation path is represented by the dashed lines. 

The interferogram is monitored with a two-channel detection scheme, which 

uses a shortwave sensitive layer of indium antiminide (InSb) stacked in front of 

longwave sensitive mercury cadmium teluride (HgCdTe), cooled to 77 K with 

liquid nitrogen. This experiment utilized a liquid nitrogen dewar, which required 

refilling in 6-hour periods' "An alternative option allows the use of a self-contained, 

mechanical Stirling cooler. This allows unassisted, continuous operation of the 

system under fair atmospheric conditions (Revercomb et al., 1996). 
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3.1.2    Characteristics 

After combining data from each detector channel, a broad spectral coverage 

exists from 520 to 3020 cm-1 (3.3 to 19.2 fim). These consist of two bands, with 

band 1 in the region 520 through 1800 cm-1 (5.6 to 19.2 /xm) and band 2 from 

1800 to 3020 cm-1 (3.3 to 5.6 ^m). Instrument spectral resolution is 0.5 cm-1, 

increasing to 1.0 cm-1 after apodization of the data. Table 1 summarizes the AERI 

specifications. 

Table 1: AERI Specifications 
Spectral Range 

Band 1 
Band 2 

520 to 3020 cm"1 (3.3 to 19.2 /mi) 
520 to 1800 cm-1 (5.6 to 19.2 /mi) 

1800 to 3020 cm-1 (3.3 to 5.6 /im) 
Field of View (FOV) 32 mrad full-angle 
Temporal Resolution 

HBBl (Ambient) 
HBB2 (334 K) 
Scene 
Transfer of Data 

7 min 
1.5 min 
1.5 min 
3 min 
1 min 

3.1.3    Calibration and Acquisition 

The system alternates between three viewing modes directed by a rotating plane 

mirror, with an uncoated gold surface, which is set at a 45° angle to the source. 

Observation modes include an ambient blackbody calibration source (dwell time 

average of 1.5 minutes), hot reference blackbody calibration source (1.5 minutes) 

maintained at 334 K, and zenith atmosphere view (3 minutes). This combines to 

yield a data sample rate of approximately 7 minutes after adding data transfer 

time. The scan time for each mode was reduced by one-third, relative to standard 

operation in the field, to obtain a greater temporal resolution for the instrument. 

This facilitates comparison to HSRL data. The blackbody calibrations are required 

to interpolate the atmospheric observation from a pair of spectrally characterized 

targets. 
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The blackbody references axe high emissivity cavities developed at the UW, 

consisting of copper with a diffuse black overcoat. They are thermally monitored 

with high precision thermistors and controlled with a feedback servo (Revercomb 

et al., 1993). A third blackbody source, maintained at 77 K, is used to periodically 

monitor the stability of the hot and ambient calibration, and to adjust for nonlinear 

effects. 

A data system of two networked IBM PC computers handle data acquisition, 

system control, and data analysis. The first computer, located with the inter- 

ferometer system, controls timing of the viewing modes and storage of the raw 

interferometric data. This raw data is transferred, following each view mode, to a 

second computer; where the data is processed, stored, and displayed. 

3.2    HSRL 

The HSRL, one of two lidar systems that operates at the UW, consists of the 

following subsystems: transmitter, receiver, and data acquisition. These systems 

are integrated together in a semi-trailer to facilitate portable, remote measure- 

ments of atmospheric optical properties. Atmospheric particulates (i.e., aerosol 

and molecules) scatter the light away from the beam path. The backscatter com- 

ponent is subsequently collected by the detection system for analysis. This ability, 

coupled with a unique filter and detection design, offers the capability to measure 

aerosol and molecular backscatter and depolarization, and gauge the magnitude 

of particle sizes by measuring multiply-scattered events. A brief overview of the 

HSRL instrumentation follows, a detailed description can be found in the literature 

(Piironen, 1994; Piironen and Eloranta, 1994). 

3.2.1    Transmitter 

The HSRL incorporates a continuously-pumped, injection-seeded, Q-switched, 

frequency doubled Nd:YAG laser, operating at 4 kHz, to direct pulse of coherent 

light in the near-zenith direction. The beam is offset 4 degrees from the vertical 
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to prevent specular reflection from preferentially oriented crystals in cirrus ice 

clouds. A Pockels cell rotates successive pulses by 90 degrees for polarization 

measurements. 

The output frequency is locked to an iodine absorption line, which helps to 

prevent seed-laser drift and provides an output pulse that is spectrally tuned to 

the bandpass of the detection system. The pulse energy is monitored on a shot- 

to-shot basis to normalize the return signal. 

Proper alignment is required to ensure that the transmitter and receiver field 

of views are coincident. A pair of servo-motors in the surface plane control the 

transmitted pulse direction, such that the transmitter and receiver are properly 

aligned before data acquisition. This is achieved by maximizing the return signal 

as a function of transmitter direction in the x- and y-planes. 

3.2.2    Receiver 

Light that is backscattered is collected with a 0.5 m telescope and monitored 

as a function of time to determine a vertical distribution of the backscattered 

energy. This results in the measurement of the aerosol and molecular backscatter 

cross-sections, aerosol and molecular depolarization, and particle size. 

The signal collected by the telescope is directed to a series of detectors. The 

aerosol and molecular return is measured with a pair of photomultiplier tubes. 

A 0.3 nm bandwidth interference filter is used to reduce background signal in 

both channels. A Fabry-Perot etalon is placed in the optical path for additional 

background filtering during daytime operation. A 1.8 pm bandwidth iodine ab- 

sorption filter is placed in the path of one channel to spectrally remove the aerosol 

scattered component (refer to Figure 6). The other channel observes the combined 

molecular and aerosol return. The seed laser is temperature tuned to determine 

the spectral signature of the iodine absorption cell. This allows deconvolution of 

the two-channel data into individual molecular and aerosol components. Depolar- 

ization for each channel is determined by monitoring the ratio of the return signal 

of successive pulses, which are transmitted with orthogonal polarization. 



36 

Data collected by a variable aperture detector, following an 1 nm bandpass 

interference filter to reduce background signal, is utilized to measure multiple scat- 

tering events (Eloranta and Piironen, 1992). Cycling through a series of aperture 

sizes (0.21 through 4.0 mrad, for evening operation) adjusts the effective detector 

FOV, where an increased FOV allows a greater reception of multiply-scattered 

photons. This feature is limited during daytime operation with a maximum aper- 

ture size of 0.5 mrad. 

3.2.3    Electronics and Computer 

Photomultiplier tubes in photon counting mode detect the backscatter signal. 

Data is time resolved in 100 ns bin widths, resulting in 15 m vertical resolution over 

2333 data bins. A total of 8192 data bins are available for data acquisition among 

the various detector channels. System functions are maintained by an embedded 

Intel i960CA processor. 

The system is monitored by a Sun Sparc II workstation which also stores and 

displays the raw data. Data points are displayed for a given polarization in a 4000 

shot average, which allow real-time observation of the atmosphere as it is advected 

over the instrument. 

3.3    CLASS 

The CLASS was developed by the National Center for Atmospheric Research 

(NCAR) and licensed to the Radian Corporation. Cross-chain Loran refers to 

the triangulation procedure used to specify the radiosonde position required to 

determine the vertical wind profile; where a 'chain' of three to five Loran stations 

track the radiosonde instrument package. 

Temporal resolution of the radiosonde is 10 seconds; yielding a vertical spatial 

resolution of 30 to 50 m for a 200 g balloon, dependent upon balloon ascent rate. 

A Väisälä radiosonde instrument package was used for all retrievals. Table 2 

indicates the specifications for the Väisälä sonde. 



Table 2: Väisälä Radiosonde Specifications 

Variable Range Uncertainty Resolution 
Pressure 3 to 1060 mb 0.5 mb 0.1 mb 
Temperature -90 to 60 K 0.2 K 0.1 K 
Dewpoint Temperature 2K 1 K 
Relative Humidity 0 to 96 % 
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4    Results 

Data was acquired at UW - Madison (96 N, 32 W) during simultaneous oper- 

ation of HSRL and AERI systems; where each case includes a local CLASS radio- 

sonde launch, see Table 3 for summary. HSRL data sets were typically scheduled 

to coincide with a satellite measurement (Landsat, NOAA-11 overpass, or GOES-8 

scan). It should be noted that the UW Volume Imaging Lidar (VIL) (Piironen and 

Eloranta, 1995) was also in operation on various days. 

Table 3: AERI/HSRL Data Cases at UW - Madison 

Date 
Time (UTC) 

Cloud Description 

17 Nov 1994 
00:00-05:15 

Scattered cirrus, 7.5 to 12 km. 

25-26 Oct 1995 
22:00-02:00 

Mostly clear, some thin scattered 
cirrus, 9-11 km. 

26 Oct 1995 
14:15-19:00 

Thick ice cloud with base at 2 km, turning to 
mixed phase at 4 km, then back to ice. 

9-10 Nov 1995 
23:30-03:00 

Moderate cirrus, increasing in optical thickness 
with decreasing cloud base. 

16-17 Nov 1995 
22:00-02:45 

Clear skies turning cloudy with non-uniform 
cirrus above a thin layer of water. 

2 Dec 1995 
18:15-19:15 

4 km water cloud with very uniform base. 
Broken cirrus noted at 6 to 8 km. 

4 Dec 1995 
15:15-20:00 

Broken cirrus, some water, very 
non-uniform cloud. 

6 Dec 1995 
|     16:15-23:00 

Broken, thin cirrus at 6-10 km, becoming clear. 

Derived results for each instrument are classified into two categories: optical 

depth and brightness temperature. Optical depth calculations yield a visible to 

infrared optical depth ratio, a(v), that is based on a uniform infrared cloud ex- 

tinction cross-section.   Brightness temperature measurements utilize a weighted 
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visible cloud extinction cross-section to derive a(u). The goal is to demonstrate 

the improvement gained in using the latter approach. This will illustrate agreement 

between the instruments, while taking care to differentiate inconsistencies due to 

errors associated with instrument properties and measurements, atmospheric con- 

ditions, and assumptions inherent in the incorporation of FASC0D3P and Mie 

model simulations. 

In an effort to avoid confusion from multiple data sets, emphasis will be placed 

on results from two cases. Data from these days is useful in that the data ac- 

quisition period extended for several hours; and the observations were comprised 

of cirrus over a range of optical thickness and cloud base altitudes. Figures 10 

through 13 illustrate the inverted HSRL aerosol backscatter and depolarization for 

these cases. 

Figures 10 and 11 are inverted aerosol backscatter and depolarization, respect- 

ively, for data taken on 17 November 1994. Times are given in Universal Co- 

ordinated Time (UTC). Data is displayed in range-time-indicator (RTI) format, 

where the backscatter intensity scale is given in the color bar to the right of the 

image. Broken cirrus exists between 7 and 12 km, which provides a variable case 

for comparison against the AERI data. The feature within the bottom 2 km of 

the RTI is the planetary boundary layer. Large depolarization values, Figure 11, 

shows the clouds to consist entirely of ice particles. Depolarization remains near 

zero for spherical particles, which are seen within the humid boundary layer. This 

agrees with the radiosonde data which was previously shown in Figure 2. 

Figures 12 and 13 are inverted aerosol RTIs for 9-10 November 1995. Two fea- 

tures make this an interesting case for study: the cloud base continues to decrease, 

nearly monotonically, over a 4 km range in a period of 2 hours; and the optical 

depth increases until it becomes opaque, with respect to the lidar, near 01:30 UTC. 

The moderate, boundary level aerosol layer depolarization near 1 km, Figure 13, 

indicates a transformation from spherical to non-spherical particles between 01:00 

to 02:00 UTC. 
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Figure L0:  HSR.L inverted aerosol backscatler signal for 17 November 1994.  The 
abscissa indicates time in UTC format. 
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Figure 1!:   HSRL inverted aerosol depolarization signal for  l#   November IWM. 

The abscissa indicates time in ITC format. 
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Figure 12:  HSRL inverted aerosol backscatter signal for 10 November 1995.  The 
abscissa indicates time in UTC format. 



Figure  1.3:   HSRL inverted aerosol  depolarization signal  Cor  1.0 November l!)9."i 
'The abscissa indicates time in ITC format. 
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4.1    AERI and HSRL Derived Optical Depth 

HSRL measurements give the backscatter cross-section at 15 m resolution, 

which provides a single visible optical depth at the operational wavelength of 532 

nm for each data point. This represents the total cloud column integrated optical 

depth. AERI data yields an infrared optical depth for each microwindow region and 

the single ozone calculation; based on the data inversions given in Sections 2.1.4 

and 2.1.5, respectively. The data is presented in two forms: temporal results for a 

given case; and as a scatter plot comprising the entire cirrus data set for a given 

microwindow. The latter comparison produces visible to infrared measurements 

which can be compared to Mie theory. 

Figure 14 illustrates HSRL and AERI optical depth measurements at Madison, 

WI on 17 November 1994. All derived optical depth values are shown on the 

graph: the solid black line represents HSRL visible optical depth; the thin, gray 

lines are the AERI microwindow infrared optical depths; and the dashed, black 

line is infrared optical depth derived from attenuation of ozone radiance due to 

cirrus. Calculations based on ozone attenuation are shown for completeness. A 

local ozone profile is not available and requires the use of the mid-latitude standard 

model employed by FASCOD3P. Model calculations overestimate the column ozone 

radiance for Madison, WI. Local data implies that scaling the FASCOD3P derived 

column ozone radiance below the cloud to 70 percent of the original value yields an 

infrared optical depth consistent with microwindow values. The proper approach 

requires scaling the ozone concentration rather than the radiance. Nonetheless, 

this approach is feasible for the optically thin ozone transmittance below the cloud 
base. 

The HSRL and AERI microwindow optical depth data agree well in Figure 14; 

aside from a few points which will be discussed next. The nearly 2:1 ratio between 

visible and infrared optical depths is expected from theory. This occurs because 

the scattering cross-section is roughly two-fold larger than the absorption cross- 

section. The spread in AERI microwindow data as the optical depth increases is 
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due to the index of refraction of ice spectral dependence, and will be compared to 

Mie theory for the statistical ensemble of points for the cases listed in Table 3. 
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Figure 14: HSRL visible and AERI infrared optical depth as a function of time 
on 17 November 1994. The numerous thin, gray lines represent the various AERI 
microwindow regions. Note the spread in the microwindow lines as a result of 
the optical depth spectral dependence. Inconsistencies in the data near 03:00 and 
05:00 UTC are a result of HSRL and AERI field of view and averaging differences. 

Cirrus clouds are structured bodies that exhibit change as they are advected 

within the instrument's respective field of views; and is apparent in the HSRL data 

given in Figures 10 through 13. This provides several problems in the data inver- 

sion process: changes in cloud base and top altitude as a function of time; temporal 

averaging errors and dwell time differences between the instruments; and spatial 
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averaging errors due to field of view differences between the instruments. The 

magnitude of these errors is determined by comparing differences in observations 

with model calculations and is detailed in the following paragraphs. 

The AERI data inversion relies on FASC0D3P model simulations to provide 

the clear sky radiance and transmissivity from the surface to cloud base. The 

model simulated clear sky calculations must be modified according to the HSRL 

measured cloud base altitude changes, where the cloud base altitude can easily 

shift by 3 to 5 km in a period of two hours. A table of cloud base heights, based 

on HSRL data, is generated for each AERI data point such that the proper model 

output is used at the given time. However, this approach creates a secondary 

problem inherent to the Gamma correction that is applied to the model. 

Recall that the Gamma correction provides a spectral modification to the model 

clear sky transmissivity. This corrects for differences relative to AERI measured 

clear sky radiance, primarily due to errors in the model water vapor continuum. 

The transmissivity correction, which is scaled by the spectral Gamma values, is 

not affected by the presence of clouds. However, the radiance correction is based 

upon a single value that represents the total clear sky column radiance, and is 

not Gamma corrected for a portion of the total column when clouds are present. 

Section 2.1.2 discussed a correction, where it was assumed that the radiance dif- 

ference is due to lower atmospheric emission. The spectral bias between measured 

and calculated total column radiance is applied to the FASCOD3P calculated val- 

ues from surface to cloud base. This accounts for the FASCOD3P radiance bias 

in cloudy cases where only a portion of the total atmospheric column radiance 

is clear. Therefore, the Gamma correction can also be applied to the clear sky 

radiance in an atmospheric column below the cloud. 

HSRL data points are obtained roughly every 3 seconds and are averaged over 

3 to 5 minute intervals to determine the optical depth. AERI data is acquired 

over a 3 minute dwell time, but has a nearly 4 minute dark period due to system 

calibration and data transfer. One obvious error results when a sudden change in 

the cloud optical depth occurs over a short time period, and is apparent in Figure 
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14. The AERI is in calibration mode at 05:00 UTC and does not observe a large 

change in optical depth, which is measured by the HSRL. 

Discrepancies between the instruments due to data point sampling, such as 

the previous example, are apparent in the data. However, less obvious are the 

errors inherent to the averaging process for the given instrument. Spatial and 

temporal averaging are coupled, because the atmosphere is advected through the 

instrument's field of view. The effect is largest for broken clouds, where a portion 

of optically thick cloud would be dominated by a portion of clear sky. Structural 

features, such as spikes in the data due to contrails, become less identifiable in the 

data set as the time average is increased. 

A similar effect occurs due to field of view differences, 160 /xrad for the HSRL 

compared to 32 mrad for the AERI. This corresponds to an AERI observed area 

that is more than four orders of magnitude larger than the HSRL. The difference 

becomes significant for several conditions: the HSRL is observing the edge of a 

cloud that is within the AERI FOV; a small break in cloud cover occurs in the 

HSRL FOV, but is not detectable within the larger AERI FOV; or the HSRL FOV 

is clear, but a small band of clouds is clipping the edge of the AERI FOV. Each 

of these cases would yield an AERI measured optical depth that is larger than 

expected based on HSRL observations. Figure 14 illustrates a possible occurrence 

of this effect near 03:00 UTC. Although the field of views were not monitored by 

video at this time, one would expect this feature during a case of broken cirrus. A 

similar feature is not apparent in Figure 15, where the cloud cover was noted as 

uniform. 

An additional factor regarding data acquisition which should be noted is the 

observation direction of each instrument. The HSRL is tilted 4 degrees from zenith 

to prevent specular reflection in the return signal. This corresponds to a 60 mrad 

offset from zenith, which is greater than the 32 mrad field of view of the AERI. 

Thus, each instrument will observe completely different scenes unless care is taken 

to properly align the systems. The instruments were only roughly aligned for the 

given case study. 
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Figure 15: HSRL visible and AERI infrared optical depth as a function of time on 
9-10 November 1995. The cloud becomes opaque between 01:30 and 02:30 UTC, 
signified by an optical depth greater than 3.0. 

Optical depth data for the cirrus cases listed in Table 3 were combined and com- 

pared against HSRL measured values. This was performed for each microwindow 

and interpreted with a Least-Squares fit. HSRL averaged data was extrapolated 

to be similar with AERI times to account for differences in sampling. Values were 

also limited to optical depths of less than 2 in the visible, which falls well below 

the HSRL upper limit of 3: Infrared optical depths were limited to 1.6. Figure 16 

illustrates the infrared optical depth as a function of cirrus cloud radiance. The 

IR optical depth gradually increases to a value of 1.6, where it doubles to 3.0 with 

an additional 25 percent increase in cloud radiance. Above this value, a 5 percent 
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increase in cloud radiance yields a large increase in the optical depth. These cal- 

culations suggest that OD values above 3.0 are very uncertain, thus these clouds 

are assumed to be opaque. 
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Figure 16: Infrared optical depth as a function of cloud radiance. An AERI IR 
optical depth cut-off value of 1.6 was used when comparing against HSRL visible 
data. Small changes in cloud radiance yield a large increase in the cloud optical 
depth for IR optical depths greater than 3, and the cloud is considered opaque. 

Figure 17 shows the results of this technique for the microwindow located at 

862 cm-1. The slope is representative of the visible to infrared optical depth ratio, 

a(v), and was determined to be 1.790 given roughly 70 data points. Figure 17 

comprises data from the entire cirrus case study, however the scatter about the 

Least-Squares fit remains large. This eliminates the ability to determine similar 

results for a single case. Table 4 lists a(f) for the remainder of the microwindow 

regions using this approach. Results from the other technique detailed in the last 

portion of Section 2.2.4, which iterates a solution for ot(f), are given in Section 4.2. 
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Figure 17: Comparison of HSRL visible and AERI862 cm-1 microwindow infrared 
optical depth for the cirrus cases listed in Table 3. Least-squares fit slope yields 
visible to IR optical depth ratio of 1.790, with greater than 4 percent uncertainty. 

Table 4: HSRL:AERI Derived a{v) for Uniform Cloud 

Microwindow a{y) Microwindow a(u) 
v [cm-1] v [cm-1] 

773.12 1.8523 934.88 1.8528 
788.55 1.7602 962.37 1.9176 
811.21 1.8264 991.78 2.0572 
820.13 1.7300 1080.97 2.1313 
831.70 1.7433 1095.68 2.0944 
845.69 1.8828 1115.21 2.0344 
862.32 1.7897 1128.71 2.0226 
875.10 1.7895 1145.34 1.9964 
894.14 1.7510 1159.56 2.0005 
902.10 1.7570 
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A number of additional errors, not related to the instrumental data acquisition 

characteristics described previously, can contribute to the scatter plot shown in 

Figure 17. The primary source of error in the visible is due to multiple scattering; 

whereas uncertainties in radiosonde measurements and misrepresentation in the 

model simulated water vapor continuum are the largest factors in the infrared. 

Of course, instrumental spatial and temporal differences are always a significant 

factor. Application of the Gamma correction, Section 2.1.2, reduces the errors 

associated with the water vapor continuum. 

A significant portion of the HSRL backscattered signal can be attributed to 

multiple scattering, despite the narrow HSRL field of view. Multiple scatter data 

on 9-10 November 1995 suggests that as much as 20% of the aerosol signal is 

due to multiply-scattered return, while using the 160 ^rad FOV (Eloranta and 

Piironen, 1996). This effect is a function of optical depth; and it depends on the 

particle size, where the forward scatter diffraction peak narrows as the particle 

size increases. A portion of the forward diffraction peak is narrow enough to 

remain within the HSRL field of view. Thus, although the photon has experienced 

extinction through diffraction about the particle, it remains with the original pulse 

and may contribute to the return signal if backscattered by a second particle. This 

effect yields a larger than expected return signal, corresponding to a smaller than 

expected optical depth near cloud base. This is shown in Figure 18 as a function 

of the backscatter cross-section, relative to the observed molecular signal, for both 

the corrected and uncorrected cases. 

Figure 18 illustrates the molecular density profile, determined from radiosonde 

measurements, relative to the molecular backscatter cross-section measured by 

the HSRL (dashed line) for data taken between 23:55 and 00:03 UTC on 9-10 

November 1995. Also shown is the corrected backscatter cross-section profile based 

on a constant phase function fit using diffraction theory to match the top of cloud 

measurements (Eloranta and Piironen, 1996). The difference between the HSRL 

measured data and constant phase function corrected data is assumed to be due 

to multiple scattering. Application of the multiple scattering model (Eloranta and 
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Figure 18: HSRL backscatter cross-section as a function of altitude for data taken 
between 23:55 and 00:03 UTC 9-10 November 1995. Shown are the observed mo- 
lecular backscatter cross-section, dashed line; corrected backscatter cross-section 
based on a constant phase function, lowest line; the adjusted backscatter cross- 
section based on a constant phase function and multiple scatter model, solid line 
near dashed line; and the observed molecular density profile. 

Shipley, 1982; Eloranta, 1993) to the data indicates the difference to be a result 

of multiple scattering from 56 fim radius spheres, with similar cross-sectional area 

as ice crystals. It will be shown that this size is consistent with Mie theory for the 

set of cirrus data cases given in Table 3. 

The maximum expected uncertainty in the radiosonde measurements were given 

in Table 2: 0.2 K and 2 K for temperature and dewpoint temperature, respect- 

ively. However, additional radiosonde errors occur as a result of spatial differences 
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between the AERI and the radiosonde, and from changes in the atmospheric tem- 

perature structure as a function of time. These uncertainties translate into errors 

in the FASC0D3P calculated radiance. 

The radiosonde drifts with the mean wind as it rises, reaching upwards of 200 

km from the UW launch point. However, it was already shown that the radiance 

contribution above 9 km is negligible.   This implies that the spatial drift is a 

concern only during the first 9 km of ascent. Furthermore, the lowest 3 km of the 

atmospheric column contributes over 80 percent of the measured radiance within 

the microwindows.   A radiosonde ascent rate of 4.5 m per second would reach 

this altitude within 15 minutes, traveling less than 10 km from the launch point 

during normal wind conditions. Therefore, discrepancies caused by spatial errors 

are small compared to the instrument uncertainties. A frontal passage would be an 

exception to this argument, where a strong contrast in temperature and dewpoint 

temperature exists over a similar range. This is not a factor for the cirrus cases 

used in this thesis. 
AERI data acquisition may continue for several hours after the release of a 

radiosonde, measuring the column radiance from an atmosphere with a modified 

temperature structure with respect to the radiosonde profile.   A pair of radio- 

sondes were released within 3 hours, 00:00 and 03:00 UTC, from the UW on 17 

November 1994 to determine the effect of atmospheric changes over a typical data 

acquisition period. The temperature and dewpoint temperature profiles for each 

radiosonde are given in Figure 19. Both cases illustrate the constrained dewpoint 

temperature profile lower bounds, which are a result of very dry conditions. This 

occurs because a measured relative humidity of exactly zero is set to a small value 

above zero to avoid a singularity. The radiosonde release times of 00:00 and 03:00 

UTC occured after sunset.  The data suggests a decrease in the boundary layer 

thickness and decrease in'Surface temperature, which is consistent with subsidence 

above the boundary layer after sunset. FASCOD3P calculations were performed 

to determine the change in atmospheric column radiance for each case. Assuming 

the differences can be attributed to advection and atmospheric heating rates, the 
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changes in radiance caused by this effect can be added to the expected radiative 

error due to radiosonde instrument uncertainty. 
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Figure 19: Comparison of temperature (solid lines) and dewpoint temperature 
(dashed lines) data for radiosondes launched from the UW at 00:00 (heavy lines) 
and 03:00 (thin lines) UTC on 17 November 1994. Note the decrease in surface 
temperature and decrease in boundary layer thickness that occurs between 00:00 
to 03:00 UTC. 

Radiance errors associated with instrumental and atmospheric uncertainties in 

the radiosonde measurements are given in Figure 20. The upper portion of Fig- 

ure 20 illustrates theJ?ASCOD3P radiance difference due to changes in the atmo- 

spheric temperature and dewpoint temperature structures indicated in Figure 19 

(lower line), and due to uncertainties in the radiosonde measurements (middle 

line). The total error (upper line) is the combined contribution. The lower portion 

of Figure 20 gives the percent error in cloud radiance, derived from the AERI data 
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on 17 November 1994, for a measured IR optical depth of 0.5, based on these dis- 

crepancies. Note the advantage of high spectral resolution measurements, where 

the radiance errors are smaller in the microwindow regions than on an absorption 

line. 
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Figure 20: Upper figure shows expected radiance error due to atmospheric changes 
over a 3 hour period (lower line), refer to Figure 19; error due to expected un- 
certainties in the radiosonde measurements (middle line), refer to Table 2; and 
combined radiance error assuming both circumstances (upper line). The lower 
figure illustrates the percent deviation in cloud radiance, given the above data, for 
AERI data on 17 November 1994; where the resultant error is calculated for an 
AERI measured IR optical depth of 0.5 

The spectral radiance errors shown in Figure 20 can be used to determine the 

uncertainties in AERI derived infrared optical depths.  Data from 17 November 
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1994 was inverted using the radiance uncertainty limits to calculate bounds on the 

infrared optical depths. Figure 21 illustrates the results for a pair of microwindow 

regions for this data case. The upper figure shows the 1080 cm-1 microwindow, 

representing the most transparent microwindow; whereas the lower figure gives 

the 810 cm-1 results, representing the most opaque microwindow. Error bounds 

are given by the dotted lines, such that the shaded portion yields the optical depth 

uncertainty. The bold, solid line indicates the measured infrared optical depth. 
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Figure 21: AERI measured optical depth uncertainty for data acquired 17 Novem- 
ber 1994. Upper figure" indicates 1080 cm"1 measured optical depth (bold, solid 
line) and its uncertainty (shaded region) given radiosonde radiance error illustrated 
in Figure 20. Lower figure shows 810 cm-1 microwindow data. These regions were 
chosen because the represent the microwindow optical depth extrema. 
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Data given in Table 4 was spectrally compared to Mie theory, assuming spher- 

ical ice particles, where the index of refraction for ice was taken from Warren 

(1984). Calculations are based on a Hansen distribution, Equation 12, using an 

effective radius of 25, 50, and 100 /xm. The results and imaginary index of refrac- 

tion are illustrated in Figure 22. The theoretical results compare the scattering 

efficiency, Qtca, near the lidar wavelength relative to the absorption efficiency, Qabs, 

for a series of spectral regions in the infrared. The experimentally derived res- 

ults exhibit a trend similar to the Mie calculations near a 50 /xm effective radius. 

This is consistent with multiple scattering measurements on 9-10 November 1995, 

Figure 18, where a diffraction theory fit to the data estimated particles with an 

area equivalent to 56 /xm radius spheres (Eloranta and Piironen, 1996). It will be 

shown in Section 4.2 that the experimental results improve when using an HSRL 

weighted cloud extinction cross-section. 

An interesting feature of Figure 22 occurs near 920 cm-1, where the Mie theory 

lines overlap. This is the transition point from strong to weak absorption, with 

increasing wavenumber. Data outside this region is more sensitive to particle size. 

Figure 22 suggests that a visible to infrared ratio near 1.9, representing 920 cm-1 

data, would be least dependent on changes in particle size. 

As the imaginary index of refraction increases, the particle becomes an efficient 

absorber; such that the ratio of visible to infrared optical depths approaches a 

limit as the particle size increases and becomes opaque. In the realm of weak 

absorption, the particle is not opaque and produces extinction that is proportional 

to the product of the absorption coefficient and particle volume (Liou et al., 1990); 

where the absorption coefficient is proportional to the product of the imaginary 

index of refraction and the wavenumber. For strong absorption, the extinction is 

dependent on the particle area. The change in the imaginary index of refraction 

of ice, shown in Figure 22, is large enough across the AERI microwindow range 

to visualize this effect. Wavenumbers between 1000 and 1150 cm-1 are in the 

realm of weak absorption and exhibit a large dependence on particle size. As the 

absorption increases, 800 to 900 cm-1, the lines are closer together. 
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Figure 22: Spectral comparison of experimentally derived a{y) against Mie theory 
for various particle size distributions. Upper plot illustrates imaginary index of 
refraction used in Mie calculations, taken from Warren (1984). The cross-over 
point, near 920 cm-1, in the Mie theory curves suggests that this spectral region 
is least sensitive to particle size. 
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4.2    AERI and HSRL Derived Brightness Temperature 

AERI measured atmospheric column radiance is converted to brightness tem- 

perature at each microwindow using Equation 4. This data serves as a reference for 

HSRL calculated brightness temperature, derived using the visible column optical 

depth. The HSRL vertical optical depth profile can be converted to an infrared 

value based on either the ratio data given in Table 4 or the theoretical values 

derived from Mie theory. A radiosonde profile provides the vertical temperature 

structure necessary to calculate the Planck radiance at each atmospheric layer. 

Clear sky radiance and transmissivity calculated with FASC0D3P for the optical 

depth inversion is used to determine the molecular radiance contribution; which is 

added to the product of the clear sky transmissivity and the HSRL derived cloud 

radiance to determine the total column radiance at the given wavenumber. The 

model derived radiance is adjusted using the Gamma correction to account for 

errors in the water vapor continuum. This column radiance is then converted to 

brightness temperature for a spectral comparison with the AERI. The results will 

be presented in a form similar to the last section: data for a single case and as a 

scatter plot comprising the entire cirrus data set. 

Data given in Figure 22 showed that the least particle size dependent microwin- 

dow, for ice spheres, is near 920 cm-1. Therefore, one would expect HSRL derived 

brightness temperatures to agree with AERI measured values near this region, and 

exhibit a decrease in correlation away from this region. This should be more ap- 

parent within the microwindows located above 1000 cm-1, where the absorption 

is weak and more sensitive to particle size. Four microwindows have been chosen 

for this comparison: a pair of strong absorption regions at 811 and 820 cm-1; the 

cross-over point at 934 cm-1; and a weak absorption region at 1096 cm-1. 

Figure 23 illustrates «the HSRL derived brightness temperature (dashed lines) 

relative to AERI data (solid lines) for the strong absorption regions located at 811 

cm-1 (upper) and 820 (lower) cm-1 on 17 November 1994. The results are based 

on the Mie calculated optical depth ratios in Figure 22. The shaded region within 
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the dashed lines accounts for the difference between 25 and 100 fim particles. 

The HSRL derived 820 cm-1 microwindow shows similar agreement with AERI 

measurements as the 811 cm-1 microwindow, while demonstrating an opposite bias 

from the baseline temperature. Figure 22 shows similar disagreement between the 

811 and 820 cm-1 visible to infrared OD ratios, where the 811 cm-1 experimental 

results appear to disagree with the trend demonstrated by the other data. 
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Figure 23: HSRL derived brightness temperature (dashed lines) relative to AERI 
measured values (solid lines) for 811 cm-1 (upper) and 820 cm-1 (lower) microw- 
indows on 17 November 1994, Madison. The shaded regions between the dashed 
lines represents the shift in derived brightness temperature due to a change from 
25 to 100 /zm particle sizes. 

Figure 24 is similar to Figure 23 but illustrates results for the 934 cm-1 (up- 

per) and 1096 cm-1 (lower) microwindows on 17 November 1994. The deviation in 
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-l expected brightness temperature is minimal at 934 cm-1, whereas the 1096 cm 

microwindow exhibits a large dependence on particle size. This is consistent with 

the Mie calculations shown in Figure 22. HSRL derived brightness temperatures 

are also in close agreement within these microwindows. The largest discrepancies 

in the data (near 01:45, 03:00 and 05:00 UTC) are due to the instrumental charac- 

teristics discussed in Section 4.1. This particular case was favorable because the 

clouds never become opaque. 
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Figure 24: HSRL derived brightness temperature (dashed lines) relative to AERI 
measured values (solid lines) for 934 cm-1 (upper) and 1096 (lower) microwindows 
on 17 November 1994; ""Madison. The shaded regions between the dashed lines 
represents the shift in derived brightness temperature due to a change from 25 to 
100 /im particle sizes. Both regions compare well with AERI measured results. 
Note the reduced uncertainty in the 934 cm-1 microwindow as a function of particle 
size. This is consistent with the analysis of Figure 22. 
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The case of 9-10 November 1995 did become opaque, between 2:30 and 3:30 

UTC. This is apparent in Figures 12 and 15. Brightness temperature data for the 

934 cm-1 microwindow is given in Figure 25, shown relative to the HSRL measured 

optical depth (bottom). The two instruments exhibit good correlation until 2:30 

UTC, where the cirrus becomes opaque (shaded region). 
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Figure 25: Upper figure shows HSRL derived brightness temperature as a function 
of time at 934 cm-1 (dashed line) relative to AERI measured values (solid) on 9- 
10 November 1995 at Madison. Shaded portion of figure represents an HSRL 
observed opaque cloud. Lower figure illustrates HSRL measured visible column 
optical depth. 
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Calculation of vertically integrated radiance is performed until the cloud be- 

comes opaque. The visible optical depth above this altitude must be approximated 

to continue calculation of the column integrated radiance. Three values are de- 

termined for this region: a minimum radiance, assuming the cloud terminates 

where it becomes opaque; a linearly extrapolated value, continuing the calculation 

based on the change in optical depth over the last 1 km; and a maximum radiance, 

assuming a blackbody emitter above the opaque point. The AERI measured data 

shows better agreement when the data is extrapolated, Figure 25. 

HSRL and AERI brightness temperature calculations show good correlation 

over a 100 K temperature range. Figure 26 illustrates data from all cirrus cases 

for the 934 cm"1 microwindow, where HSRL data was interpolated to coincide with 

AERI times. The dashed lines represent a 5 K deviation from perfect correlation 

between the instruments. All data points are shown, including those that required 

extrapolation due to opaque cloud cover. The upward trend in the data is a 

result of the linear extrapolation of HSRL optical depth when the cloud becomes 

opaque, which tends to underestimate the optical depth and, therefore, the derived 

brightness temperature relative to the AERI measured values. 

HSRL derived radiance can be utilized to determine a weighted visible to 

infrared optical depth ratio, a{v). This is accomplished by iterating a{u), Sec- 

tion 2.2.4, until the HSRL derived radiance agrees with AERI measured values to 

within 0.001 mW (m2 sr cm"1)"1, rather than using a(u) derived in Section 4.1. 

This should yield an improvement relative to the results determined in Section 4.1, 

which were based on a direct ratio of HSRL measured visible to AERI derived 

infrared optical depth. The previous approach assumes a uniform cloud extinction 

cross-section to determine the IR optical depth. This method inherently weights 

the cloud extinction cross-section, given the HSRL vertical resolution. Figure 27 

illustrates the values of fc» derived for all spectral microwindow regions for the 

data cases given in Table 3. 
Errors in determining a{y) are reduced by constraining the data.  An upper 

limit of 15.0 is placed on the a{u) iteration, due to inconsistencies between the 
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Figure 26:  AERI and HSRL derived brightness temperature data for the cirrus 
cases given in Table 3 for the 934 cm-1 microwindow. Dashed lines represent 5 K 
deviation from perfectly correlated instrument data. 

instruments for small optical depths. Data with a visible optical depth less than 0.5 

are removed from the analysis, shown by the dashed line in Figure 27. Instrument 

field of view differences also yield discrepancies in some of the data. This is 

apparent when the cloud cover within the field of view is not uniform, Figure 28, 

resulting in the spatial averaging problems discussed in Section 4.1. When this 

occurs the HSRL derived column radiance does not correlate with AERI data, 

resulting in a non-physical visible to infrared optical depth ratio. Small breaks 

in near-uniform cloud cover often underestimate a(i/); whereas spatially-small, 

optically-thick clouds in an otherwise clear sky overestimate a(v). This is a result 

of the large AERI field of view relative to the HSRL. 
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Figure 27: Visible to infrared optical depth ratio, a(i/), comprising all spectral 
microwindows for the data cases listed in Table 3. Regions of small optical depth 
(visible OD < 0.5) yield large uncertainties in a{v) due to ill conditioned solutions. 
Additional errors result from instrument field of view differences. The dashed line 
represents a constraint on the data which was used to derive the final value of 
a(v). 

Figure 28 shows the variation in Q(934 cm-1) as a function of time for data 

acquired on 17 November 1994. The lower figure illustrates the HSRL measured 

visible optical depth which was used to derive the values in the upper figure. The 

regions of increased slope in the lower figure represent temporal changes within 

the HSRL field of view. The larger AERI field of view and increased dwell time 

yield radiance measurements that will differ from HSRL derived values. Cases with 

increased spatial uniformity (e.g., 10 November 1995) will produce reduced scatter 

in the data, increasing the number of available data points for an improvement in 
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Figure 28: Visible to infrared optical depth ratio, a(f), (upper curve) as a function 
of time, relative to the visible optical depth (lower curve), at 934 cm"1 for 17 
November 1994 data. 

the final statistical analysis.   This is evident in Figure 29, which contrasts the 

results of 17 November 1994 against the other cases. 

A spectral comparison of a{v) data for individual cases is given in Figure 29 

relative to Mie theory. Three of the eight cases listed in Table 3 are not shown 

because data did not include visible optical depths greater than 0.5 during the 

data acquisition period- ~ The results from 17 November 1994 (green circles) in 

Figure 29, exhibited the largest scatter of the cases shown. This was expected 

given the non-uniformity in cloud cover, and optical depth, indicated in Figure 28. 

The anomalous 26 October 1995 data (open squares), where a(w) appears to be 

underestimated between 750 and 900 cm-1, is likely due to the HSRL telescope 
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Figure 29: Spectral visible to infrared optical depth data for individual data cases 
listed in Table 3.   The cases that are not shown did not have data within the 
constraints given in Figure 27. Data from 26 October 1995 appears to be under- 
estimated due to the presence of opaque, low-altitude mixed phase clouds. 

configuration which has its focus at infinity. This yields an overlap region between 

the transmitter and receiver for the first 2.5 km from the surface. The 26 October 

1995 case consisted of optically thick ice and mixed phase clouds (shown by HSRL), 

with a cloud base altitude that varied between 2 and 4 km, which became opaque 

to the HSRL. This resulted in a visible optical depth measurement that was less 

than expected, which, underestimated the visible to optical depth ratio. The HSRL 

is capable of such measurements if a refocusing lens is placed in the telescope. This 

will effectively reduce the receiver and transmitter overlap region. The remaining 
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cases show good agreement relative to one another. Note that the least scatter 

in the data among all spectral regions occurs at 934 cm"1. However, all spectral 

regions exhibiting strong absorption (below 1000 cm"1) show minimal scatter, 

aside from the anomalous 04 December 1995 case. 

Figure 29 illustrates that experimental values of a(u) for the individual data 

cases are consistent with Mie theory for 50 to 100 pm radius particles for wavenum- 

bers smaller than 900 cm"1, but consistent with 25 to 50 pm radius particles for 

wavenumbers larger than 900 cm"1.  This suggests that the entire experimental 

curve is biased toward larger values of a{v).  Analysis of Equation 31 indicates 

that there are five possible explanations for the apparent bias: HSRL measured 

cloud visible optical depth was overestimated; FASCOD3P calculated clear sky 

radiance was overestimated; AERI measured downwelling column radiance was 

overestimated; field of view differences between the instruments yield uncorrel- 

ated observations; or limitations of Mie assumptions. The last factor is expected 

to be negligible in all but specific cases (e.g., a given orientation of ice crystals). 

The first three possibilities are inconsistent with instrumental characteristics 

and measured results. Figure 18 demonstrated HSRL measurement errors due 

to multiply-scattered return within the HSRL field of view. However, this effect 

would yield a larger than expected return signal, which corresponds to an under- 

estimate in the measured visible optical depth. FASCOD3P calculations within 

the microwindow regions also underestimate the radiance relative to AERI meas- 

ured values, and the Gamma correction minimizes the model errors. The small 

uncertainty in the AERI measurements eliminates the third possibility. 

The bias in the a{u) results was likely due to AERI and HSRL instrumental 

differences. Field of view differences between the instruments were shown to ac- 

count for large errors during non-uniform cloud cover cases. One would expect 

the field of view differences to average over a large data set. However, this is not 

possible given the data analysis constraint imposed on data with a visible optical 

depth less than 0.5. For cases where the HSRL field of view is full and the AERI 

FOV is partially clear, a(v) is overestimated because the AERI measured radiance 
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is less than the HSRL derived radiance. Cases where the HSRL FOV observes a 

clear data point while the AERI FOV is partially clear would be ignored because 

the visible optical depth value is less than 0.5. The spectral bias in a(v) is quite 

apparent when combining all data points, Figure 30. 
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Figure 30: Similar to Figure 22, but updated with a(v) using weighted data 
from all cases. The weighted data (solid squares) produces values that are more 
consistent with the Mie theory results. The data implies an average radius of 
about 35 fim, assuming spherical particles. Individual spectral results for the 
experimental data are -given in Tables 4 and 5. 
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The data from all cases, except 26 October 1995, were combined to determine 

the effectiveness of iterating a(v) from a weighted cloud distribution, relative to 

the uniform cloud solution, and compared to Mie theory. The weighted results 

are shown in Figure 30 (solid squares) and demonstrate less scatter than the un- 

weighted results (open circles). The weighted results are also more consistent with 

the Mie theory calculations, indicating a mean particle effective radius of roughly 

35 to 40 /im, assuming spherical particles. Table 5 lists a{v) for the weighted 

cloud experimental solutions for each of the microwindow regions. 

Table 5: HSRkAERI Derived a{y) for Weighted Cloud 

Microwindow a{v) Microwindow a(v) 
v [cm-1] v [cm-1] 
773.12 1.7396 934.88 1.9731 
788.55 1.6888 962.37 2.0332 
811.21 1.7337 991.78 2.2421 
820.13 1.7189 1080.97 2.2804 
831.70 1.7263 1095.68 2.2210 
845.69 1.8035 1115.21 2.1915 
862.32 1.7759 1128.71 2.1730 
875.10 1.8292 1145.34 2.1738 
894.14 1.8774 1159.56 2.1762 
902.10 1.8805 

It is necessary to stress the importance of the Gamma correction on the data 

in the previous figures. The downwelling atmospheric column radiance within 

a microwindow, given optically thin cirrus or clear conditions, is small relative 

to optically thick cirrus. As a result, the FASCOD3P calculated radiance from 

below the cloud dominates the HSRL derived radiance from within the cloud for 

optically thin or clear conditions. The disagreement between AERI measured 

radiance and FASCOD3P calculated radiance is significant for these cases. The 

Gamma technique, detailed in Section 2.1.2, accounts for the difference between 

AERI and FASCOD3P radiances under clear conditions to correct this problem for 



71 

all conditions. Figure 31 illustrates the relative radiance difference and absolute 

brightness temperature difference due to the Gamma correction for 17 November 

1994 data This is shown as a function of time given a variable, HSRL measured, 

visible optical depth. 
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Figure 31: Effects of Gamma correction on HSRL derived brightness temperature 
for 17 November 1994 data. The upper curve illustrates the HSRL measured visible 
optical depth. The middle curve shows the contribution of FASCOD3P calculated 
clear sky radiance relative to the total column. The lower curve gives the absolute 
difference in brightness temperature that would result without without the use of 
the Gamma correction. The radiance and brightness temperature curves are for 
the 1096 cm-1 microwindow. 
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The upper curve in Figure 31 indicates the HSRL measured visible optical depth 

as a function of time. This demonstrates the magnitude of error for optically thin 

relative to optically thick cirrus. Note that the Gamma corrected radiance, middle 

curve, can contribute as much as 50 percent of the total column radiance. That 

implies that the AERI measured clear sky radiance and FASCOD3P calculated 

clear sky radiance differ by two fold. Although the absolute radiance difference 

is small, the effect is large for optically thin cirrus or clear conditions. The total 

difference in HSRL derived brightness temperature is given in the lower curve of 

Figure 31, resulting in over 7 K difference for clear sky conditions. The radiance 

and brightness temperature differences are given for the 1096 cm-1 microwindow 

region. 

The errors associated with the brightness temperature calculations are similar 

to those for the optical depth inversions given in Section 4.1. The remainder of 

this section will detail the magnitude of expected error given the FASCOD3P 

uncertainties shown in Figure 20. Figure 32 illustrates the FASCOD3P derived 

clear sky radiance relative to HSRL derived column radiance within the 934 cm-1 

microwindow for data acquired on 9-10 November 1995. The model clear sky 

radiance contributes up to 50 percent of the total derived radiance for optically 

thin cirrus conditions prior to 00:00 UTC. Note that the AERI measured clear sky 

column radiance near 23:30 UTC is similar to the FASCOD3P calculated values, 

as expected. 

Figure 33 shows the HSRL derived brightness temperature and expected error 

corresponding to the measured radiance and expected error given in Figure 20. 

The data corresponds to an HSRL measured visible optical depth of 0.5 for data 

acquired on 17 November 1994. The upper figure gives the HSRL measured bright- 

ness temperature (lower curve) and maximum expected brightness temperature 

(upper curve) based on FASCOD3P calculations derived from radiosonde uncer- 

tainties. The lower figure illustrates the absolute brightness temperature difference 

of the upper figure. This further suggests the importance of FASCOD3P calcula- 

tions and radiosonde uncertainties to the final data products. 
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Figure 32: Comparison of measured and derived radiances for 9-10 November 
1995. FASCOD3P contribution is shown to gauge the magnitude of clear sky 
radiance relative to cloud values. The decrease in FASC0D3P calculated radiance 
occurs with the decrease in cloud base altitude. HSRL derived values are indicated 
by the dashed lines, where the shading depicts opaque cloud cover. 
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Figure 33: Upper figure shows HSRL derived brightness temperature (lower line) 
and maximum expected brightness temperature (upper line), given the radiance 
errors illustrated in Figure 20, for data acquired on 17 November 1994. The lower 
figure gives the absolute brightness temperature difference for the values shown 
in the upper figure. The resultant error is calculated for an AERI measured IR 
optical depth of 0.5 
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5    Conclusion 

An increased understanding of cirrus clouds is necessary to improve current 

climate models. This includes atmospheric and environmental factors which drive 

the formation of cirrus, database maintenance of regional and seasonal cirrus cov- 

erage on a global scale, and the effect of cirrus on radiative transfer calculations. 

The research discussed presently focused on the radiative effect of cirrus and, if 

continued, would lend to a seasonal analysis. 

Independent remote sensing at visible and infrared wavelengths, using ground 

based high spectral resolution lidar (HSRL) and interferometry (AERI), respect- 

ively, produced cirrus cloud optical depth and atmospheric column brightness tem- 

perature measurements for Madison, WI. A series of 19 infrared microwindows, 

spectral regions between water vapor absorption lines, were compared to visible 

lidar measurements. Local atmospheric temperature and dewpoint temperature 

information was acquired by releasing a radiosonde. Clear sky radiance was cal- 

culated using the FASCOD3P line-by-line transmission model. 

Trends in the measured optical depth and downwelling brightness temperature 

were consistent. However, differing instrument field of views and atmospheric 

dwell-times are limiting features and apparent in portions of the data. Despite 

these limitations, the HSRL derived brightness temperatures compared favorably 

with AERI measurements, typically within 5 K over a 100 K temperature range. 

Visible and infrared optical depths also exhibited good correlation. The HSRL 

has an upper limit visible optical depth measurement bound of approximately 3.0, 

defined by the transmitter and detector capabilities. Similarly, the upper bound of 

AERI calculated infrared optical depth occurs between 2.5 and 3.0; where small 

deviations in the cloud radiance yield large changes in the optical depth. 

Radiosonde and FASCOD3P model uncertainties for infrared data and multiply 

scattered return for visible data also introduced an important error contribution. 

Atmospheric water vapor and aerosol loading within the first few kilometers above 
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the surface introduced a spectral bias to the AERI measured radiance.  This af- 

fected the minimum resolvable optical depth that could be measured by the AERI, 

and was corrected by scaling the clear atmospheric radiance and transmittance 

accordingly.   The FASCOD3P calculated clear sky radiance can yield signific- 

ant errors in the data inversion if not corrected relative to AERI measured clear 

sky data. The resulting difference between FASC0D3P and AERI radiances was 

shown to account for over 50 percent of the total column radiance for optically 

thin cirrus and clear conditions. This produced greater than 7 K differences in the 

derived brightness temperatures.   Overall, spectrally dependent radiance errors 

ranged from 1 to 8 percent of the total cloud radiance. This corresponded to un- 

certainties in brightness temperature of 0.5 to 3 K for uniform transmissive cloud 

cover. An approach was given to estimate the brightness temperature for opaque 

conditions, resulting in a 10 K difference between the transmissive and opaque cal- 

culations. The radiance errors yielded a maximum infrared optical depth deviation 

of ± 0.1 for a measured value of 0.9.  Multiple scattering was shown to account 

for as much as 20 percent of the HSRL aerosol return signal, which resulted in an 

underestimation of the HSRL measured visible optical depth. 

The visible to infrared optical depth ratio, a(i/), results were determined by 

two separate approaches: calculate the visible and infrared optical depths, then 

determine the ratio; and calculate the downwelling radiance using the HSRL visible 

optical depth, while iterating the optical depth ratio until the radiance matched the 

AERI value. Analysis of the unweighted data sets required constraints for optically 

thin (visible OD < 0.1) and thick (visible OD > 2.0) cases. Iteration of a(u) for 

the weighted cloud was shown to be inconsistent below a visible optical depth of 

0.5. Data below this value was not used in the spectral analysis. 

Iteration of the optical depth ratio was expected to achieve superior results 

because the derived values are based on a weighted cloud extinction cross-section, 

and the data from each instrument is coupled. The other approach assumes a 

uniform extinction cross-section throughout the cloud, where the optical depth 

solution is instrument independent. These techniques can be extended to calculate 
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the upwelhng rad,ance which would be measured by space-borne instrumentation 

by applymg a top-down solution of the radiative transfer equation, assuming the 

atmosphere does not become opaque due to optically thick cloud cover 

The weighted approach yielded a decreased scatter in the „(„) results, which 

md-cated a small bias relative to Mie theory. It „as concluded that the direction 

of the has was due to instrumental field of view and dwell-time differences, which 

dommated the combined multiple-setter and PASC0D3P errors. Implementation 

of a telescope on the AERI would improve the field of view difference between the 

mstruments. This would increase the light gathering power of the AERI, thereby 

allowmg a minimization in the field of view given similar data acquisition times 

Spafal and temporal errors are inherently coupled as the atmosphere is advected 

through the instrumental field of view. The current approach does not account for 

AERI cahbrahon times when comparing the AERI and HSRL data. Limiting the 

HSRL data to AERI atmospheric view times would further improve the instrument 
correlation. 

Particle size spectral dependence was also a factor and the data „as shown to 

agree with Mie theory for ice spheres. A spectral region „ith a minimum particle 

s,ze sensitivity near 920 cm- „as suggested by Mie theory calculations The 

opt.cal depth ratios for the combined cases „ere spectrally similar to 35 „m radius 
(50 /im assuming a uniform cloud) ice spheres. 

The measured visible to infrared cirrus cloud optical depth ratio can be used in 

ohmate models. A parameterization over the entire infrared atmospheric window 

would require a mean visible to infrared ratio of 1.9 based on 50 to 100 „m radius 

parfcles. This value could be scaled based on Mie theory results if a mean particle 

s.ze of the cirrus could be obtained. The large change in ice absorption across the 

mfrared spectrum resulted in a particle size dependence, which could be important 

to chmate models for smaller particles. As the particle size decreased, there „as 

a greater dependence on particle size across the infrared „indow. The visible to 

mfrared optical depth ratio varied from 1.9 (for 100 „m radius ice spheres) to 2 5 

(for 25 „m radms ice spheres) between 1000 and 1150 cm-. However, analysis of 
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ice crystals smaller than 25 fxm radius should be performed for validation to the 
Mie theory ice sphere results. 

Observation of contrails formed as a result of jet engine exhaust would allow 

study of smaller sized particles, relative to cirrus cloud particles. A case study 

similar to the one presented in this thesis for cirrus would provide a spectral 

comparison of visible to infrared optical depths. This could further confirm the 

particle size dependence suggested by Mie theory for ice spheres. It would also 

show the radiative impact of jet engine exhaust pollution near large airports. 

The acquisition of additional data would be useful to complement the current 

data set, and to improve the statistical analysis relative to Mie theory. A total of 

7 of the 8 data sets given in Table 3 were useful in the analysis. The remaining 

case, 2 December 1995, was useless for cirrus study due to an opaque water cloud 

below the cirrus cloud layer. The data inversion process fails for water cases 

because the optical depth of water droplets is large relative to ice crystals. This 

results in a large optical depth gradient over 200 to 300 m. The current algorithm 

is based on the FASCOD3P vertical resolution of 64 data points, which yields 

a layer thickness of 100 to 500 m for a strong to weak dewpoint temperature 

gradient, respectively. This implies that the depth of the water cloud deck would 

have the proper resolution. Nonetheless, it is a problem that can be resolved with 

additional cases and is beyond the scope of this thesis, which is focused on cirrus 
clouds. 

Errors associated with FASCOD3P radiance and transmittance calculations 

within the water vapor continuum might be decreased by utilizing the high spec- 

tral resolution data sets. HSRL measured aerosol backscatter cross-section and 

depolarization, coupled with AERI radiance measurements, could provide the in- 

formation required to yield a vertically weighted atmospheric transmittance to 

correct for the FASCOD3P column radiance relative to AERI measured values. 

This would improve the current approach, which uses the Gamma correction to 

apply a uniform correction to the transmissivity. 
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A    AERI Microwindow Regions 

A number of regions exist between atmospheric absorption lines which can 

be observed by the high spectral resolution of the AERI, see Table 6. These 

'microwindows' comprise the least absorbing regions within the spectral bandpass 

of the instrument. 

Table 6: AERI Microwindow Regions 

Window Start Window [cm-1] End Window [cm x] 

1 770.969 774.827 
2 785.917 790.739 
3 809.061 812.919 
4 815.330 824.491 
5 828.348 834.617 
6 842.814 848.118 
7 860.172 864.030 
8 872.227 877.531 
9 891.996 895.853 
10 898.264 905.497 
11 929.606 939.731 
12 959.983 964.323 
13 985.056 998.075 
14 1076.670 1084.867 
15 1092.100 1098.850 
16 1113.316 1116.691 
17 1124.406 1132.603 
18 1142.246 1148.032 
19 1155.265 1163.462           1 

Figures 34 through '36 note these regions and illustrate the change in AERI 

measured radiance due to the presence of cirrus (upper curve) relative to a clear 

atmosphere (lower curve). Aerosol loading (e.g., wind blown dust, increased hu- 

midity, industrial effluence) will also yield higher microwindow emission. 
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Figure 34: A visualization of AERI microwindow regions listed in Table 6, where 
the upper curve represents a cirrus case and the lower a clear atmosphere, 760 
through 910 cm"1. 
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Figure 35: Spectral continuation of Figure 34, see previous caption, 910 through 
1090 cm-1. 
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Figure 36:  Continuation of Figure 35, see previous caption, 1090 through 1250 
cm-1. 
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B    Brightness Temperature Linear Fit 

The calculation of a brightness temperature within a spectral bandpass is incon- 

sistent with the true temperature; where the error increases with larger bandpass. 
This is a result of solving 

rr,, x ha/ 

*ln IsoTO)+ \ 
based on a single wavenumber representation of the given bandpass. 

A correction can be applied by assuming a linear representation of the temper- 
ature in the Planck function, such that 

Tb(v) = a + bTl(v); 

where a and b are the y-intercept and slope, respectively, determined with a 

least squares fit over an expected temperature range using the central bandpass 
wavenumber, uc. 

For ground-based measurements of downwelling radiance in the atmospheric 

window, a typical brightness temperature range is between 150 and 270 K; de- 

pendent upon cloud base altitude and optical depth. The theoretical radiance, 

integrated over the spectral bandpass, is calculated in 1 K increments in the given 

temperature domain. Brightness temperature, Tb{uc), is determined using the the- 

oretical radiance and uc. A least squares fit to these values is performed to yield 

the necessary adjustment; where the corrected form is represented as 

T'M = \ hcv 
— a 

Figure 37 illustrates^ the relative error (upper figure) and percent error (lower 

figure) in deriving the brightness temperature from radiance data in a spectral 

bandpass. Corrected and uncorrected values are represented by the solid and 

dashed curves, respectively, using a bandpass of 909 to 1000 cm"1 (10 to 11 ^m) 

over the temperature domain 150 to 270 K. 
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Figure 37: A comparison of broadband brightness temperature using parameter- 
ized Planck function linear in temperature (solid line) and standard Planck func- 
tion (dashed line); each using the mean wavenumber, relative to the theoretical 
value. The upper figure represents temperature difference from theoretical, while 
the lower gives percent error. 
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C    FASC0D3P Use 

The FASC0D3P model is used to infer clear sky radiance and transmissivity 

of the atmosphere from the surface to cloud base. Figure 38 illustrates a typical 

FASC0D3P input file. In this example a bottom-up calculation is performed to 

determine radiance and transmission to an altitude of 13.8 km. 

$ (DHD) AERI/HSRL 
HI=1 F4=l CN=1 AE=0 1 EM=1 SC=0 FI =0 PL= 0 TS=0 AT=1 MG =0 LS=0 MS=0 XS=0 0 0 

750.000 1250.000 .000 .000    .000 .000 .000 000 
.000 1.000 

0   2 43   0 1   7 1 .000 .000 .000 360 000 
0.330 13.765 0.000 
0.359 0.579 0.978 1.197   1.631 2.031 2.249 2 517 
2.732 2.949 3.020 3.171   3.434 3.544 3.691 3 833 
3.973 4.114 4.257 4.396   4.653 5.023 5.242 5 346 
5.823 6.499 6.894 7.203   7.430 7.727 8.393 8 872 
9.396 10.084 10.793 11.351   11.542 11.935 12.178 12 338 

12.988 13.114 13.765 
43 sond_ 951026_msn. _00.dat 

0.359 972.800 288.550 AA FA33333 
271.750 360.000 

0.579 940.000 285.150 AA FA33333 
271.650 360.000 

0.978 903.100 283.550 AA FA33333 
269.150 360.000 

1.197 879.600 281.550 AA FA33333 
268.750 360.000 

1.631 834.200 277.750 AA FA33333 
267.350 360.000 

> Similar lines deleted... 

12.988 166.000 215.550 AA FA33333 
202.550 360.000 
13.114 162.700 215.650 AA FA33333 

202.250 360.000 
13.765 146.800 215.450 AA FA33333 

199.850 360.000 
% * ** 

Figure 38: Portion of a typical FASCOD3P 'TAPE5' data file. It is used to set 
various model parameters and input atmospheric temperature and water vapor 
profiles as a function of altitude. 
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The input file is comprised of three sub-sections: model calculation parameters, 

representative altitude levels, and the atmospheric aerological profile determined 

from radiosonde data at the chosen altitude levels (Anderson and Chetwynd, 1992). 

A $ symbol indicates the beginning of the input file, followed by an 80-character 

information header. The second row determines various parameters used by the 

model, summarized in Table 7. 

Table 7: FASCOD3P Input File: Row 2 

Parameter Value Definition 

HI 1 Use Voight profile 
F4 1 Use 25 cm-1from line center 
CN 1 Default for atmospheric calculations 
AE 0 No aerosol calculations 
EM 1 Calculate radiance and transmittance 
SC 0 Default 
FI 0 Default 
PL 0 Default 
TS 0 Default 
AT 1 Atmosphere 
MG 0 Default, merge data to output file 
LS 0 No laser parameters 
MS 0 No multiple scattering 
xs 0 No cross-sections 

Rows 3 through 6 indicate boundaries: spectral, spatial, and direction of cal- 

culation. The first two terms in row 3 are the spectral limits; from 750 to 1250 

cm-1 for this example. The following terms in row 3 relate to the spectral linewidth 

and strength to use for various cases; each set to .000 to accept the default values. 

Row 4 sets the boundary temperature and emissivity; 0.000 and 1.000, respectively 

for space observation from the earth's surface. Table 8 lists the row 5 settings. 

Row 6 indicates begin (HI) and end (H2) altitudes and slant angle; 0.330 through 

13.765 km for a zenith view (.000). 
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Value 

43 

.000 

.000 

.000 
360.000 

Table 8: FASCOD3P Input File: Row 5 

Definition 

User supplied profile (radiosonde) 
Path, from Hi to H2 (row 6) 
Levels in profile, maximum of 64 
Default, zero absorber if less than 0.1% of total 
Short printout 
Default, number of molecular species 
Write layer data to output file 
Default, earth radius = 6371.23 km 
Default, altitude of space = 100 km 
Default, use mean frequency for refractive geometry 
Mixing ratio (ppmv) for C02 

The next several rows, 7 through 12 in this case, suggest the altitude levels 

which best represent the radiosonde temperature and moisture profile; where 

roughly 500 data points are reduced to approximately 50. A 24 character in- 

formation header, used to infer the number of points and filename of the complete 

radiosonde data file, separates the altitude level listing from the radiosonde data. 

The remaining rows describe the radiosonde data corresponding to each altitude 

level; where two rows are used for each level. Information is given as follows: alti- 

tude (km); pressure (mb); temperature (K); units indicator, AA, for this row; and 

units indicator, FA33333, for next row. The following line: dewpoint temperature 

(K), and C02 mixing ratio (ppmv). The AA specifies pressure and temperature 

units. FA33333 implies: F, dewpoint units; A, C02 units; and 33333, default to 

value for model mid-latitude winter atmosphere for the remaining 5 atmospheric 

species (03, N20, CO, CH4, and 02). This is repeated for each altitude. A % 

symbol indicates end of file. The HITRAN92 atmospheric transmission database 

is the source for the FASCOD3P transmission data. 



88 

D    Parameterization of Cirrus Reflectance 

A phase function can be determined from Mie theory if given the particle size 

distribution, particle phase, optical depth, and wavenumber. If a particle size 

distribution is assumed under cirrus conditions for a given microwindow region, 

the optical depth remains the only unknown. 

Reflectance was calculated for a series of optical depths for each microwindow 

region; where the IR optical depth varied from 0.01 through 5.0. The upper limit 

is beyond the capabilities of the lidar and is an acceptable cut-off. 

Figure 39 shows a plot of reflectance as a function of the IR optical depth; which 

is subsequently fit with a sixth-order polynomial to determine a parameterization 

for the reflectance for the given optical depth range. Data shown is at 772 cm-1. 

The calculated reflectance for the given assumptions varies from 0 to 0.52%, among 

all microwindows. 

Model 
> Parameterization 

Polynomial Fit Coefficients 

a» 3.955606 e-5 
b- 0.007873 
Ct -0.006177 
d» 0.002897 
es -0.000785 
f* 0.000111 
Q» -6.374717 e-6 

y = a + bx + ex2 + dx3 + ex4 + fxs + gx* 

IR Optical Depth 

Figure 39: Reflectance as a function of IR optical depth and a sixth-order polyno- 
mial fit for the microwindow region centered at 722 cm-1. The fit is required to 
parameterize reflectance to allow optical depth inversion from the IR RTE. 
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The coefficients for each microwindow region are given in Table 9 for complete- 

ness, such that 

r{SM) = a + b SM + c 82
dd + d 8z

dd + e 8dd + / 8dd + g 8%d, 

where the reflectance is valid for infrared optical depths between 0 and 5, and the 

spectral dependence is implied. 

Table 9: Reflectance Fit Coefficients 

^window a b c d e f g 
(cm"1) x 10-5 x 10-3 x 10-3 x 10"3 x 10~4 x 10"4 x 10~6 

773 3.9556 7.8733 -6.1774 2.8969 -7.8505 1.1149 -6.3747 

788 3.8503 7.6638 -6.0055 2.8156 -7.6313 1.0839 -6.1990 

811 3.6348 7.1907 -5.6321 2.6428 -7.1704 1.0194 -5.8339 

820 3.5399 6.9738 -5.4638 2.5656 -6.9656 0.9908 -5.6724 

831 3.5093 6.6325 -5.2271 2.4700 -6.7406 0.9624 -5.5254 

846 3.2853 6.1136 -4.8293 2.2878 -6.2555 0.8944 -5.1399 

862 3.0069 5.4711 -4.3383 2.0628 -5.6558 0.8102 -4.6621 

875 2.7645 4.9264 -3.9209 1.8710 -5.1439 0.7382 -4.2533 

894 2.3410 3.9045 -3.1262 1.4978 -4.1250 0.5921 -3.4095 

902 2.1395 3.4956 -2.8113 1.3524 -3.7352 0.5372 -3.0979 

935 1.2622 1.8554 -1.5322 0.7510 -2.0987 0.3041 -1.7628 

962 1.3547 1.9466 -1.6173 0.7948 -2.2233 0.3223 -1.8688 

992 1.9235 2.8994 -2.3775 1.1578 -3.2208 0.4653 -2.6902 

1081 2.4633 4.0218 -3.2373 1.5550 -4.2874 0.6158 -3.5472 

1096 2.4832 4.0746 -3.2745 1.5712 -4.3288 0.6214 -3.5784 

1115 2.5223 4.1853 -3.3529 1.6056 -4.4185 0.6338 -3.6486 

1129 2.5462 4.2579 -3.4040 1.6281 -4.4778 0.6422 -3.6958 

1145 2.5693 4.3299 -3.4540 1.6498 -4.5338 0.6499 -3.7389 

1159 2.5818 4.3689 -3.4799 1.6607 -4.5613 0.6536 -3.7596 
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STATISTICS ON THE OPTICAL PROPERTIES OF CIRRUS CLOUDS 
MEASURED WITH THE HIGH SPECTRAL RESOLUTION LIDAR 

E. W. Eloranta and P. Piironen 
University of Wisconsin 

1225 W. Dayton St., Madison, WI 53706, USA 

1. Abstract 

This paper presents statistics derived from one year of cirrus cloud observations with f^^^f^ 
High Spectral Resolution Lidar (HSRL). The HSRL provides calibrated vertical profiles of atmospheric optical depth 
baSscJtter «Section, extinction cross section and depolarization. The measurement technique allows rigorous 
computation of error bounds for all observations. 

3. Instrumentation 

The lidar signal backscattered from molecules is spectrally broadened by the Doppler shift >7^ *°^"*?" 
motion of ^molecules. Light scattered from aerosols shows little spectral broadening.from the slow Brownian 
SS o the ils. The diversity of Wisconsin High Spectral Resolution Lidar ^^^t^SZ 
cross sections and optical depth of clouds by separating the Doppler-broadened molecular backscatter return from the 
uXSeSd aerosol return*"3. The molecular signal is used as a calibration target with a backscatter cross sec ion 
rta^te coated from an independent temperature profile. This calibration avoids the need for information 
on ÄS S blatter to extinction and boundary values of the extinction^It thus avoids the ambiguities and 
numerical instabilities encountered when calibrated measurements are attempted with traditional hdars. 

3. Observation Schedule 

The HSRL was operated when cirrus was present during the overpass of the NOAA 12 or 13 satellite^ Observations 
were made between February 4,1994 and December 8 1994. On each day, the decision to operate was based on the 
or^en^of vSuaTdrrus clouds or an indication of approaching cirrus on GOES 7 imagery. Decisions to operate were 
S^pproZately^c'hours prior to the satellite^. The data set includes nearly every case with visual cuxus 
SnTy a few days wiih cirrus were missed during the entire year. Both AVHRR and GOES images were archivedifa 
neariy all data cases. Data from 51 days were used in this study. On each day the lidar was operated for at least 
one hour. The longest data session was 5 hours. 

4. Analysis 

The raw lidar data consists of 3 second integrations. For this study we have generated 3 ^»^f^Jf 
profiles in order to increase the signal to noise ratio of the data and to decrease the total number of data pointe. The 
data set includes 1621 data profiles consisting of measurements at 15 meter intervals m the altitude range between 

MAt^Wit appears easy to define what comprizes a cloud. However, close examination shows that cloud cover 
statLti^aTv^y Stive to how~cloudy air is distinguished from clear air. Cloud boundaries «^«*^ 
and cloud elements that easily identified as clouds are joined by a gradation of cloud ^^J?^^L 
with haze and other clear air aerosol clouds. In this study we use a threshold based on the ratio <"»«etf *!"* 
from particulates to molecular backscattering to define the presence of cloud. Depo^rizaU"^™«? °$™ 
identification of cloud phase4. Strong depolarization indicates the presence of non-spherical particles (ie. ice), very 
small depolarizations indicate the presence of spherical scatters (ie. water droplets). 
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5. Results 

Figure 1 shows the depolarization measured for this data set as a function of temperature. These data were used to 
determine depolarization thresholds which were used to distinguish ice, water, and mixed phase clouds. 

Figure 1. A contour plot and a 3-elevation map of depolarization as a function of temperature for all data points 
having an aerosol backscatter greater than the molecular backscatter. 

Notice that at temperatures below -40° C, where water can not exist in the liquid state, all except one date point 
have depolarizations greater than 0.17. Also notice that at temperatures above freezing, the number of data points 
with depolarization above 0.12 become very small Examination of HSRL altitude vs. time images suggest that 
those few points with temperatures above freezing and with depolarization greater than 0.12 represent snow falling 
into a melting layer or depolarization caused by multiple scattering in a dense water layer. 

Based on this plot, all data points with depolarization greater than 0.17 have been classified as signal returns from 
ice clouds. Date points with depolarizations between 0.12 and 0.17 are identified as mixed phase clouds and points 
les than 0.12 are identified as water. 

Figure 2 shows the probability distribution of backscatter cross sections observed in this experiment. Clouds are 
separated into ice, water and mixed phase clouds. 
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Figure 2. The probability distribution of backscatter cross sections in clouds measured in the current experiment 
Only data points where the ratio of aerosol to molecular backscatter is greater than one are presented. Separat 
plots are shown for ice, water and mixed phase clouds. A combined curve for aD cloud types is also presented 
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Fieure 2 shows a backscatter cross section of approximately lO-'m"1»*»-1 for most cirrus clouds.   Very few 
xrus clouds have backscatter cross sections of greater than lO^nr1««!-1. The probabUity of occurrence of water 

Clouds continues to rise as the backscatter cross section decreases. This is due the presence of aerosol scattering in 
the profiles. Most aerosol particles are small solution droplets which generate small depolarizations and are thus 

assified as water clouds in this study. ProbabUity distributions computed with a scattering ratio threshold of 0.1 
_ l0w that the number of ice clouds continues to decrease with decreasing cross section and that the number of water 
clouds continues to increase. ,   ...      .......      u    „ 

Because observation days were selected on basis of cirrus cloud cover the combined probability distribution shows 
mch smaller contributions from water clouds than would be found in an unbiased sample. I 

B. Other results 

The oral paper will also present probability distributions of optical depth measurements, cloud altitudes and cloud 
.emperatures. Measurements of multiply scattered lidar signals will be presented along with particle size measure- 

ments derived from these observations. Preliminary results from the recent SBIRS intensive observation period wdl 
also be presented. 
t 
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2. P^K^SiSaf and E. W. Eloranta, "Demonstration of a high-spectral resolution Udar based on an iodine absorption 

3. ^;'<Ä^1 W^^^«-^ of Wisconsin High Spectral Resolution Lidar," Optical Engineering 30, 6-12 

4. Klassen, -The polarization technique for cloud research: a review and current assesment», Bull. Am. Soc., 72, 12, 1848-, 
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The University of Wisconsin High Spectral Reso- 
lution Lidar (HSRL) provides calibrated vertical pro- 
files of the backscatter cross section, extinction cross 
section, depolarization, and optical depth.1,2 Unlike 
values obtained from conventional lidars, these mea- 
surements do not require a priori assumptions re- 
lating backscatter and extinction cross sections and 
they do not involve numerically unstable inversion 
algorithms. 

The HSRL divides the received lidar return into 
separate aerosol and molecular signals with two re- 
ceiver channels. A beam splitter sends part of the re- 
ceived light directly to a photomultiplier tube. The 
rest of the light is directed through an I2 absorption 
filter before it is detected with a second photomulti- 
plier. Only the Doppler broadened spectral wings of 
light scattered by air molecules pass through the I2 

filter while both aerosol and molecular signals reach 
the other detector.2,3 

The molecular backscatter from an aerosol free 
atmosphere can be calculated using an independently 
measured temperature profile and Rayleigh scatter- 
ing theory. Thus, a comparison of the observed 
molecular lidar return and the computed molecular 
backscatter profile provides a direct measurement of 
the optical depths between all points in the lidar 
profile. The derivative of the optical depth curve 
provides the extinction cross section. The aerosol 
backscatter cross section is determined from the ra- 
tio of the measured aerosol backscatter to the mea- 
sured molecular backscatter multiplied by the com- 
puted molecular cross section. Separate depolariza- 
tion measurements are made for aerosol and molec- 
ular signal components. 

Since the derivation of optical parameters does 
not require the use of an assumed backscat- 
ter/extinction relationship, it is possible to rigor- 
ously compute confidence limits on all measure- 
ments. This poster will provide estimates of errors 
introduced into HSRL measurements by: 1) Pho- 
ton statistics, 2) Uncertainties in the assumed atmo- 
spheric temperature profile, 3) Uncertainties in the 
spectral bandpass of the filter used to separate the 
aerosol and the molecular signals, 4) Nonlinearities 

in photon counting caused by photomultiplier after- 
pulsing and pile up, and 5) Range dependent errors 
caused by misalignment between the receiver field of 
view and the transmitted laser beam. 

Figure 1 shows a typical time altitude cross sec- 
tion of calibrated backscatter cross section measure- 
ments from the HSRL. Profiles derived from this data 
set will be used in the error analysis. 

Figure 1. An altitude vs time plot of the calibrated 
backscatter cross section observed on November 11, 
1993 between 1:05 and 2:13 UT. A cirrus cloud is seen 
between the altitudes of 6.5 and 10 km. Ice crystal 
virga between 4 and 5.5 km is seen falling from an 
altostratus water cloud near 5.5 km. 

Figure 2 presents the molecular lidar return de- 
rived from the HSRL measurements. Computations 
of the errors introduced by photon statistics in the I2 

absorption filter channel (labeled M) and the com- 
bined aerosol and molecular channel (labeled A+M) 
are also shown. The curves labeled Cam and Cmm 

show errors introduced by uncertainties in the spec- 
tral line shape of the backscatter spectrum and the 
spectral transmission of the two HSRL data chan- 
nels. For altitudes between 4 and 12 km the errors 
are dominated by photon statistics. Below 4 km the 
accuracy is limited by errors in Cmm. The Cmm er- 
ror is dominated by uncertainty in the Doppler width 



of the backscattered spectrum caused by errors in 
the temperature profile. We have assumed a 5° K 
temperature error because we used the Green Bay, 
WI radiosonde temperature profile. It was measured 
~ 190 km from our Madison, WI site. The error was 
estimated by comparing a series of soundings from 
Green Bay, WI which is NE of Madison with simul- 
taneous soundinp from Peoria, IL which is ~ 270 
km SSW of Madison. 

Figure 2. Contributions to the error in the molec- 
ular lidar return computed from HSRL signals mea- 
sured between 1:05 and 1:08 UT on November 11, 
1993. The right panel shows the molecular lidar re- 
turn as a function of altitude. The left panel shows 
the fractional errors introduced from various sources. 
Between 8 and 9.5 km the molecular return decreases 
rapidly due to attenuation in the cirrus cloud. 

Figure 3 shows the optical depth and contribu- 
tions to the error in the optical depth for the data 
shown in figures 1 and 2. Above 6.5 km the error 
is dominated by uncertainties in the number of pho- 
tons counted in the I2 filter channel (labeled M in 
the figure). Below the cloud, where the extinction 
cross section is very small, the error is dominated by 
uncertainty in the Rayleigh backscatter profile com- 
puted from the temperature profile. Attenuation is 
measured from the difference between the computed 
and the observed molecular profiles. When attenua- 
tion is small these differences are small and the frac- 
tional error becomes large. The Cmm uncertainty is 
primarily caused by errors in the spectral width of 
the backscattered signal. It also provides significant 
errors in the low altitude part of this profile. This is 
also due to the 5° K error in temperatures caused by 
the distant temperature sounding. Errors caused by 
photon statistics in the combined aerosol-molecular 
channel and the Cam term produce negligible effects 
in this case. 

Figure 3. Contributions to error in the opti- 
cal depths measured between 1:05 and 1:08 UT on 
November 11, 1993. The optical depth as a func- 
tion of altitude is shown on the right. The left 
panel shows the fractional error introduced by vari- 
ous sources. 

Currently, HSRL errors are dominated by uncer- 
tainties caused by photon counting statistics and er- 
rors in the atmospheric temperature profile. Both of 
these can be reduced in future measurements. The 
average power transmitted by the HSRL was only 
~ 100 mW when these measurements were acquired. 
We have since increased the power to ~ 200 mW 
and future systems are likely to emit several Watts. 
Radiosonde temperature uncertainties are normally 
assumed to be ~ 1° K instead of the 5° K we have 
assumed for our profiles which were acquired at a 
distance of ~ 190 km. A local temperature sounding 
will reduce this error source. 
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Many investigators have used depolarization of lidar 
returns to characterize atmospheric particles1. This pa- 
per describes modifications to the University of Wiscon- 
sin High Spectral Resolution Lidar which permit very 
precise depolarization measurements in addition to opti- 
cal depth, backscatter cross section, and extinction cross 
section measurements made by the instrument2,3. 

The HSRL rotates the polarization of the transmit- 
ted laser pulse by 90° on every other pulse (see figure 
1). This allows measurement of the parallel and cross 
polarized lidar returns without the use of separate de- 
tectors for the two polarizations. The parallel return 
is measured on the first pulse and the perpendicular re- 
turn on the second pulse. The HSRL operates at a pulse 
repetition rate of 4 kHz. The parallel and perpendicu- 
lar returns are summed in separate buffers. Each profile 
consists of the sum of 4000 pulses of each polarization. 
Since only 250 /is separates individual laser pulses, it 
is possible to compute depolarizations from successive 
pulses without having the wind change the particles in 
the sample volume. Because the optical path and de- 
tector are the same for both polarizations, the depo- 
larization ratios can be measured without the need to 
calibrate the relative sensitivity of the two channels. 
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photomultipliers and high bandwidth counting electron- 
ics make the corrections very small for all returns execpt 
those from dense low altitude water clouds. Measure- 
ments of the polarization of the laser output show resid- 
ual cross-polarizations of ~ 0.1% when measured with a 
polarization cube which is specified to have a 0.1% cross 
polarization rejection. Model calculations suggest that 
the cross polarization response of the receiver is also less 
than 0.1% with the major portion of the error resulting 
from the ellipticity of light reflected from the primary 
and secondary aluminized mirrors of the 0.5 m diam- 
eter Dall-Kirkham receiving telescope. Thus, although 
we have not devised a rigorous experimental test of the 
total cross polarization leakage in the system, we expect 
that it is ~ 0.1%. 
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Figure 3. The transmitter section of the HSRL. 

The transmitted polarization is rotated by 90° between 
successive pulses by a Pockels cell. 

Accurate measurements depend only on the linear- 
ity of the detector, the polarization purity of the trans- 
mitter, and the cross polarized leakage of the receiver 
polarization filter. The photon counting system of the 
HSRL is very linear. Pile-up and after-pulsing correc- 
tions are applied to all data; however, low after-pulsing 
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Figure 2. Range-squared corrected aerosol and 
molecular lidar returns from aerosols (0-4 km), ice crys- 
tal virga (4-5.2 km), a water cloud (5.4-5.7 km) and a 
cirrus cloud (5.7-5.8 km ) are shown on the left. Partic- 
ulate depolarizations are shown in the center and molec- 
ular depolarizations on the right. 

Because the HSRL separates the lidar return into 
aerosol and molecular contributions, the aerosol and 
molecular depolarizations can be measured separately. 
Figure 2 shows separated aerosol and molecular profiles 
observed with the HSRL on November 11, 1993 between 
1:55 and 2:01 UT. Ice crystal virga (at altitudes between 
4.0 and 5.2 km) is falling out of a thin water cloud lo- 
cated at altitudes between 5.4 and 5.7 km. Below 4 
km, the backscatter from aerosols is weaker than from 
molecules. The depolarization of the ice is nearly con- 
stant between 34% and 42%.   At the base of the wa- 



ter cloud the depolarization drops to 2% as result of 
scattering from spherical droplets. Higher in the cloud 
the depolarization increases, apparently as the result of 
multiple scattering and the presence of ice. Because the 
HSRL receiver field of view is only 160 /xradians, multi- 
ple scattering depolarization appears to be under 10% in 
nearly all clouds we have observed. The 30% depolariza- 
tion at the top of the water cloud is due to the presence 
of ice at the cloud top. Figure 3 summarizes the depo- 
larizations measured in clouds on 14 days between Aug. 
2 and Nov 11, 1993. High depolarization ratios easily 
distinguish ice clouds from water clouds which produce 
much smaller depolarization. 
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Figure 3. Depolarization as a function of tempera- 
ture for particulate scattering in clouds. 

Notice that all clouds colder than the -40° C homoge- 
neous nucleation temperature of water are ice. Above 
0°C all returns show low depolarizations. Although 
spherical water droplets are expected to yield no depo- 
larization from single scattering, this plot shows depo- 
larizations up to 10% in clouds which appear to be water 
clouds. Since many of these clouds are observed to have 
ice crystal virga falling from their bases, it is apparent 
that at least part of the increased depolarization is due 
to ice in mixed phase clouds. For mixed phase clouds 
the scattering from water droplets dominates the scat- 
tering cross section; thus, the depolarization is closer to 
that of pure water clouds than of cirrus. Inside water 
clouds we see a characteristic increase of depolarization 
with penetration depth caused by the presence of mul- 
tiple scattering. For cases studied thus far, it appears 
that the 160 /jradian angular field of view of the HSRL 
limits multiple scattering induced depolarization to less 
than 10% in water clouds. We are surprised to find no 
water cloud depolarizations less than 0.8%, although it 
is clear that the HSRL can detect smaller values. 

The molecular depolarization measured by the HSRL 
is constant at a value of 0.7% to 0.8% when viewed with 
a 1 nm filter bandpass.   This is larger than expected 

for Cabanne line depolarization since the filter admits a 
small fraction of the closest rotational Raman lines and 
the I2 filter of HSRL blocks the center of the Cabanne 
line3. When the filter is removed and the laser is tuned 
off the Ij filter, rotational Raman scattering increases 
the molecular depolarization increases to 1.5%. 

With traditional lidars, aerosol depolarization mea- 
surements are complicated by the presence of molecu- 
lar scattering which often dominates the received sig- 
nal in clear air. Since the HSRL separately mea- 
sures the aerosol depolarization, accurate measure- 
ments can be obtained. Figure 4 presents a his- 
togram of aerosol depolarizations observed below the 
clouds from the data set used to compile figure 3. 

0.10 0.15 
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Figure 4. The probability of occurrence of depolar- 
izations for aerosol scattering between altitudes of 500 
m and cloud base. Data points consist of 5 min averages 
of data in 15 m range bins. Statistics include only points 
with backscatter ratios greater than 0.2. 
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Calculations show that the multiply scattered lidar 
signal is strongly dependent on: 1) the angular Field Of 
View (FOV) of the receiving telescope, 2) the small an- 
gle forward peak in the scattering phase function and 3) 
the scattering cross section profile in the cloud. If the 
scattering cross section profile can be measured, multi- 
ple scattering measurements may allow measurement of 
the forward diffraction peak width. This would provide 
particle size information. Traditional aerosol lidar sys- 
tems do not provide sufficient information to measure 
the extinction or backscatter cross section without us- 
ing assumed relationships between the backscatter and 
extinction cross section. A boundary value specifying 
the extinction at one point in the cloud is also required. 

The University of Wisconsin High Spectral Resolu- 
tion Lidar (HSRL) provides unambiguous measurements 
of backscatter cross section, backscatter phase function, 
depolarization, and optical depth1,2. This is accom- 
plished by dividing the lidar return into separate partic- 
ulate and molecular contributions. The molecular return 
is then used as a calibration target. We have modified 
the HSRL to use an I2 molecular absorption filter to sep- 
arate aerosol and molecular signals2. This allows mea- 
surements in dense clouds. Useful profiles extend above 
the cloud base until the two-way optical depth reaches 
values between 5 and 6; beyond this, photon counting 
errors become large. The spectrometer channels have a 
0.16 mr FOV; the small FOV suppresses multiple scat- 
tering errors in the retrieved optical parameters. 

In order to observe multiple scattering, the HSRL 
includes a channel which records the combined aerosol 
and molecular lidar return simultaneously with the spec- 
trometer channel measurements of optical properties. 
The angular field of view of this Wide Field Of View 
(WFOV) channel is controlled by the system computer 
and it can be adjusted from 0.22 mr to 4 mr. This chan- 
nel is rapidly sequenced between several aperture sizes to 
record the FOV dependence of the lidar return. The sys- 
tem calibration and signals recorded in the spectrometer 
channels are sufficient to allow removal of the molecular 
return from the WFOV signal. The depolarization of 
light received in the WFOV channel is also measured. 

HSRL measurements from a water cloud are shown in 

figure 1. The lidar returns in the WFOV channeldivided 
by the return in the 0.16 mr spectrometer channel are 
plotted. The measured backscatter cross section profile 
is also shown. The increased contribution of multiple 
scattering with increased field of view is easily seen. 

AH»*» (km) 

Figure 1. Ratios of the WFOV signals to the signal 
in the 0.16 mrad spectrometer channel. WFOV accep- 
tance angles of 0.22, 0.57, 1.38 and 3.0 mrad are shown. 
The backscatter cross section is shaded. 

This paper describes HSRL multiple scattering mea- 
surements from both water and ice clouds. These include 
signal strengths and depolarizations as a function of re- 
ceiver field of view. All observations include profiles of 
extinction and backscatter cross sections. Measurements 
are also compared to predictions of a multiple scattering 
model based on small angle approximations. 
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This paper presents computations and preliminary measurements demonstrating the pos- 
sibility of remotely measuring particle sizes in clouds with the University of Wisconsin High 
Spectral Resolution Lidar(HSRL). Particle size measurements are based on observations of 
multiply scattered contributions to the HSRL return. 

Calculations show that the multiply scattered lidar return is dependent on the angular 
field of view of the lidar receiver. As the receiver field of view increases, the multiply 
scattered contribution to the lidar return increases. The rate at which this increase occurs 
is dependent on: 1) the beam divergence of the laser transmitter, 2) the range dependence 
of the scattering cross section in the cloud, 3) and the scattering phase function of the cloud 
particles. The HSRL provides direct measurements of the scattering cross section which are 
not available from conventional lidars. Models show that the multiply scattered lidar return 
variation with receiver field of view is strongly dependent on the angular width of the forward 
diffraction peak in the scattering phase function. For scattering from a particle of diameter, 
d, which is large compared to the wavelength, A, the angular width of the phase function, 
0 ~ X/d. Thus, measurements of the diffraction peak width offer information about particle 
size. Previous studies of the solar aureole suggest that under favorable conditions as many 
as 5 independent pieces of information on the particle size distribution may be derived 
from measurements of the forward diffraction peak. Much of this information is potentially 
available from the multiply scattered lidar return. 

This paper presents comparisons between HSRL observations of multiple scattering and 
model results. The dependence of multiple scattering on particle size is demonstrated and 
the potential applications of this measurement approach are discussed. 
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1. INTRODUCTION 
The impact of cirrus clouds on the 

heat balance of the earth is dependent on 
their reflectivity of solar radiation and their 
absorptivity of terrestrial radiation. These 
clouds can either contribute to radiative 
warming or cooling depending on the ratio of 
their visible reflectance to their infrared 
absorption. Any prediction of cloud cover 
changes that accompany climate change, will 
have to know whether the visible/I R 
radiative characteristics of the clouds will 
also change. Few measurements of cirrus 
have been made where data from both the 
visible and IR were collected simultaneously. 
Most cloud studies have used only one 
portion of the spectrum. 

The best studies of the visible and IR 
radiative properties of ice clouds have been 
Platt (1979) using a vertically pointing IR 
radiometer next to a visible lidar and Minnis 
et al. (1990) which combined satellite and 
lidar data. Platt (1979) studied several cases 
of cirrus clouds and found a ratio of the 
visible/IR optical depths of 2.0:1. Minnis et 
al. (1990) studied one case from the FIRE 
experiment and found the visible/IR ratio to 
be slightly higher, 2.1:1. Modelling of 
radiative properties of ice crystals suggest 
that the visible/IR ratio can vary from 1.8 to 
4.0 (Minnis et al., 1993). 

One of the largest problems for any 
cirrus cloud study is the large spatial 
variability of clouds. Vertically pointing 
lidars sample only the part of the cloud that 
drifted over them while satellites see the 
gradients in the horizontalfield. Lidars have 
a vary narrow beam, < 1 m in width while 
satellite radiometers have field of views 
(FOV) of 1 to 20 km. For this study, we used 
a scanning lidar to make volume imagery of 
cirrus clouds similar to the satellite view of 
the clouds. 

2. MEASUREMENT TECHNIQUE 
To obtain the visible optical depths of 

cirrus, the High Spectral Resolution Lidar 

(HSRL) and the Volume Imaging Lidar 
(VEL) of the University of Wisconsin- 
Madison were used. The HSRL is a unique 
instrument that measures the backscatter of 
the lidar pulse by particulate matter 
separately from the backscatter of air  y     -s 
molecules. A spectrally narrow pulse of^jzy 
from a NadYg lidar is transmitted. The 
returning radiation scattered by air molecules 
will be spectrally doppler broadened while 
that from particles will not. Measurements 
of both the doppler broadened and non- 
broadened backscatter are made. The 
backscatter from air molecules allows a direct 
determination of the strength of the lidar 
pulse reaching each level of the cloud. 
Extinction and optical depth of the cloud can 
be determined without assumptions of the 
attenuation along the beam path. More 
precise measurements of the visible radiative 
quantities of the clouds can be made this way. 

To understand radiative scattering in 
clouds, the large horizontal and vertical 
variations in cloud structure have to be 
measured. The HSRL lidar samples only a 
small portion of the cloud - a column about 
30 centimeters wide. The GOES satellite IR 
sensors have a horizontal resolution of 10.8 
km at Madison, WI. To account for FOV 
differences, the horizontal structure of the 
clouds were measured by the VEL. 

The VEL produced visible backscatter 
images of the clouds by scanning across the 
wind. Time advection was used to construct 
a horizontal image of visible backscatter from 
the VEL data over a one hour period. The 
HSRL was used to calibrate the VTL signal 
into backscatter cross sections of particulates. 
The backscatter cross sections were related 
to extinction by a constant backscatter phase 
function determined from the HSRL data. 
This process produced a three dimensional 
image of visible extinction in the cirrus clouds 
over a one hour period. 

The extinction volume image was 
then transformed to an image of optical 
depth in the same viewing geometry as the 



GOES satellite. Optical depths were formed 
from the integral of extinction along the path 
in which the GOES scanner view this volume. 
The optical depth image was originally 
produced with a 1 km (satellite nadir) 
resolution. This image was then shifted to 
align with the satellite IR image to account 
for error in the satellite registration system. 
The lidar visible optical depth image then 
was averaged to an 8 km (satellite nadir) 
image for direct comparison to the satellite 
IR image. This gave coincident fields of 
views from both satellite and lidars in the 
same geometry with a horizontal resolution 
of 10.8 km per pixel. 

IR optical depths were extracted from 
the GOES image using calculations of the IR 
transmittance of the clouds using the IR 
radiance of the cloud, the radiance of cloud 
free FOV's and radiances calculated from the 
temperature of the mean vertical level of the 
cloud. The VDL data were used to determine 
the cloud level. Rawinsonde observations 
were made at Madison at the same time as 
these data. 

All data were taken in the vicinity of 
Madison, WI on 1 December, 1989. The VEL 
was located 24 km west of the HSRL. The 
VIL scanned both crosswind and nearly 
downwind over the HSRL. Data were taken 
from 19:35 UTC (13:35 Local) to 21:20 UTC 
(15:20 L). During this time a large mass of 
cirrus clouds moved in from the west- 
northwest with an approaching cold front. 
Madison, WI was under cloud free sky during 
the morning and proceeded to total overcast 
by the end of this period. Two lidar images 
were constructed from 1 hour records. More 
details on the data taken can be found in 
Ackerman et al. (1993). 

3. RESULTS 
An example of the structure of the 

clouds from the VIL is shown in Figure 1. A 
thick cloud mass from 6.8 to 9.0 km is 
apparent from 8 km south to 20 km north of 
the VIL. Other thin broken layers are 
apparent both north and south of the large 
mass. This is typical of the different forms of 
cirrus sampled on 1 Dec, 89. The first clouds 
to reach Madison were vertically thin and 
horizontally broken. A few dense lines with 
evidence of precipitating virga also were 
found in the VIL volume. Later thicker 

cirrus moved in with virga that spanned the 
2.2 km shown in Fig. 1. 

The satellite and VIL image was 
divided into regions of similar cloud 
characteristics. The VIL cross sections were 
used as the primary division tool. The GOES 
image had little detail in the IR. The lidar 
visible optical depth image at 1 km showed 
many line and sheet structures. Cloud 
thickness, the presence of multiple layers and 
the intensity of precipitating virga were used 
to segregate different cloud forms. 

The visible/IR optical depths are 
shown in Fig. 2. Most of the data are near 
the 2:1 line shown in the image. These data 
loosely agree with theory and the other past 
measurements. However, the visible/IR 
optical depth ratio appears to increase for 
thicker precipitating cirrus. Clouds with 
dense precipitating virga have ratios below 
the 2:1 line (visible/IR > 2). Cloud areas of 
highest reflectivity had solid lidar returns 
over 2 km depth with occasional embedded 
layers of extremely high reflectivity. The 
horizontal variations in cloud reflectivity 
were seen in the IR satellite imagery but with 
far less detail than the lidar images. The 
lower resolution of the satellite IR sensor 
smoothed some of these variations. 
However, the lidar data show that visible 
reflectivity had wide range of values with 
large vertical and horizontal detail. 
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Figure 1: A Volume Imaging Lidar (VIL) cross wind section taken at 20:34 UTC (14:34 local). 
Scan directions were azimuths of 177° and 357°. Orientation is south to north. 
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Figure 2: Scatter plot of the visible and IR optical depths of cirrus clouds using coincident lidar and 
satellite data. 
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Standard lidar returns contain insufficient information to measure scat- 
tering or extinction cross sections without recourse to questionable assump- 
tions. The University of Wisconsin High Spectral Resolution Lidar (HSRL) 
addresses this problem by dividing the lidar signal into separate molecular 
and aerosol returns. The molecular return is then used as a calibration target. 
Thermal motions of the molecules Doppler broaden the molecular return and 
this spectral difference is used to separate it from the aerosol return. In the 
past, a 15 cm diameter Fabry-Perot etalon operating at a spectral resolution 
of more than 106 separated the spectrally broadened signal. This worked 
well for studies of clear air aerosols and thin cirrus clouds. However, in dense 



clouds aerosol scattering becomes ~ 103 larger than molecular scattering. In 
these cases the spectral transmission of the etalon must be known to at least 
1 part in 104; otherwise, the signals can not be completely separated. Since 
drift of the Fabry-Perot etalon produced errors of ~ 1 part in 103, it was not 
possible to probe dense clouds. 

To overcome this problem, we have replaced the Fabry-Perot etalon with 
an I2 molecular vapor absorption filter. This 43 cm long room temperature 
filter transmits only 0.08% of the aerosol return to the molecular channel. 
Since this cross talk is very stable, aerosol and molecular components can 
be separated in dense clouds. Successful operation is achieved for two-way 
optical depths up to 6. This paper will describe the new HSRL configuration 
which thermally tunes an injection-seeded, frequency-doubled Nd-YAG laser 
to an I2 absorption line. Frequency control is maintained by a digital servo 
loop which monitors laser light transmitted through a second absorption cell. 
The system also employs a unique scheme which provides depolarization mea- 
surements with errors as small as 0.1%. A separate receiver channel simulta- 
neously measures the changes in received signal as a function of the angular 
field of view of the receiving telescope. This channel provides measurements 
of multiply scattered return which yields particle size measurements. 

The new HSRL configuration has been used to observe a wide variety 
of atmospheric targets. Measurements of backscatter cross section, optical 
depth, depolarization, backscatter phase function and particle size will be 
presented. 

Biography: Dr. Edwin W. Eloranta is a senior scientist at the University 
of Wisconsin-Madison. His degrees, awarded by the University of Wisconsin, 
are: BS, Physics 1965, MS, Meteorology 1967, and PhD, Meteorology 1972. 
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Introduction 

Lidar results are typically analyzed using an equation which assumes all photons contributing to the return 
have been singly scattered. Lidar pulses returned from clouds often encounter large optical depths within 
a short distance of the cloud boundary and many of the received photons are likely to result from multiple 
scattering. This paper presents an equation to predict the multiply scattered return. The equation is easy 
to solve on a small computer and allows specification of the scattering cross section and the scattering phase 
function as a function of penetration depth into the cloud. Atmospheric clouds are made of particles large 
compared to the wavelength of visible and near infrared lidars. Optical absorption by particles is typically 
negligible at these wavelengths. The solution derived in this paper applies to these conditions. The derivation 
is an approximation which considers only the contribution due to multiple small angle forward scatterings 
coupled with one large angle scattering which directs the photon back towards the receiver. 

Scattering phase function 
The phase function is approximated as a Gaussian function of scattering angle for forward scattering events. 
This choice is convenient because after a series of small angle scatterings the spatial (or angular) distribution 
of photons remains a Gaussian. This fact considerably simplifies integration of the multiple scattering 
equations. A Gaussian phase function is specified by two parameters: a value at a scattering angle of zero. 
T(0), and a mean square angular width. 6j. When a computed, or measured phase function, TVueW, >s 

available the parameters of the Gaussian approximation can be defined as: 

4ir 4/T 0j 

where: 0 

?W0) 
This approximation provides a particularly robust description of the forward phase function since it 

provides correct values in the limiting cases. The phase function at zero scattering angle exactly matches 
the true value, T(0) = Ttrue(O), and the area under the forward peak matches the value of expected by 

diffraction theory: /„4* ^^-dü = \. The result of applying this approximation to the Cl model phase 
function calculated by Deirmendjian(1969) is shown in figure 1. 

Near the backscatter direction the phase function is assumed to be isotropic. The value is a function of 
the order of scattering and is computed from a weighted average of the actual phase function values near 

180°. d 2 



Where: n is the order of scattering, r = fQ ß,{x)dx and ß, is the scattering cross section per unit volume. 

ScatMring Anjl. (dig) 

Figure 1. A comparison of the Gaussian approximation to the forward scatter phase function and the exact 
values computed by Deirmendjian for the Cl model particle distribution illuminated by a wavelength of 450 
nm. 

Multiple scatttering geometry 

This model assumes the lidar geometry shown in figure 2. 

Figure 2. Multiple scatter geometry for a cloud located at a distance Rc from the lidar. For clarity of 
presentation the propagation path has been unfolded such that the photon return path is separated from 
the path of the outgoing pulse. In this coordinate system the single scattering slab is placed at the orgin, 
the laser at -R and the receiver at R. 



Sr = Receiver half angle field of view. 
R = ct/2 = Distance from the lidar to the single scatter event. 
t = Time after emission of the laser pulse. 
Rc = Distance from the lidar to the cloud base. 
6j = Mean-square angle for single scattering. 
d = Penetration distance into cloud = R - Rc. 

Equation 3 describes the ratio of nih order scattering, Pn(R), to single scattering, Pi(R). The derivation 
of this equation assumes: 1) a Gaussian forward scatter phase function described by equation 1. 2) a 
backscatter phase function which is isotropic near 180° and has a value given by equation 2. 3) the extra 
path length produced by the small angle deflections is negligible such that the multiply scattered return is 
not delayed with respect to the single scatter return. 4) the transmitted laser beam is a Gaussian function 
of angle. 5) multiply scattered photons returned to the receiver have encountered only one large angle 
scattering event. 

Pn(R)  _  VnAR) 
P(X,^/./W/,AW//W""LAWLAW 

(, ( %& dX\dX2(lX3 ■ ■ -dXn-i (3) ?ej(*i) + x\ei{x2) +... + xi_xQ]{xn.x) + 6?& 

Where: V(v, R) is the phase function at range, R, and a scattering angle of 180° and where the angular 

distribution of the laser beam is oc exp(-jj). 

Figure 3 shows calculations of lidar returns from a cloud with a base altitude of 5 km. The scattering 
cross section varies with penetration depth while the scattering phase function is assumed to be given by 
the Deirmendjian G'l model illuminated with a wavelength of 700 nm. The lidar is assumed to have a 5 mr 
receiver field of view and a transmitter divergence of 1 mr. (both full angles). 
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Figure 3. The first three orders of scattering from a cloud with a parabolic range distribution of scattering 
cross section. The left panel shows the range dependence of the scattering cross section. The center panel 
shows relative return powers in the first three orders of scattering and the right panel shows the ratios of 
second and thrid order scattering to single scattering. The backscatter phase function values for this case 
are independent of range and have values -— = .05, %fc- = .035 and ^f- = .034 

Second order multiple scattering can be computed by an exact integration over all possible double scatter 
combinations. The model presented above has been used to compute the double scatter contribution for the 
exact computations presented by Eloranta (1972). The results of this comparison are shown in figure 4. 
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Figure 4. A comparison of small angle approximations and exact double scatter calculations for several 
receiver fields of view. The double scatter calculations are from Eloranta(1972). Results are for the following 
case: a cloud base altitude of 1 km, Deirmendjian Cl model phase function, transmitter full angle divergence 
of 1 mr, and a wavelength of 700 nm. The solid lines are the results of the current model with curves shown 
for receiver fields of view of 2 mr, 4 mr, 6 mr and 10 mr. Overlaid dashed lines with symbols show the exact 
values for the same fields of view. 

Results obtained from equation 3 provide remarkable agreement with the exact calculations even though 
this model does not include contributions due to photons which encounter more than one large angle scat- 
tering. This is partially due to the fact that lidar receivers typically view a spot on the cloud base with a 
transverse dimension which has an optical depth of less than 1. Thus, photons scattered laterally are very 
likely to be outside of the field of view before a second scattering. The small value of the phase function 
for scattering angles near 90° makes their return into the field of view unlikely. For the narrow angular 
acceptance angles used in most lidar systems this approximate model for multiple scattering is also expected 
to provide accurate results for higher order scattering. In cases where the receiver views a spot on the cloud 
which has a transverse optical depth larger than 1, this approximation is expected to provide a lower bound 
to the contribution of each order of scattering. 
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Introduction 

The University of Wisconsin High Spectral Resolution Lidar (HSRL) has been recently redesigned for opera- 
tion m an electronics semi-trailer van (ref 1). The HSRL can now be deployed in support of field experiments. 
This paper presents initial observations with the new configuration along with an analysis of measurement 
accuracy. 

New measurement capabilities have been added; these include: observation of the signal variation with 
angular field of view, and observation of depolarization in all data channels. Depolarization measurements 
have been implemented by transmitting orthogonal linear polarizations on alternate laser pulses Pulses 
are transmitted at 250 ps intervals such that the lidar observes the same ensemble of particles for both 
polarizations. Orthogonal polarizations are measured with a single detector per channel (see figure 2) Since 
the optical components and detector gains are identical for the two polarizations the measured depolarization 
ratios are independent of these factors and the system delivers very precise depolarizations. A new data 
channel with a computer controlled aperture allows measurements of multiple scattering as a function of 
receiver field of view. Since the field of view variation is dependent on the size of the scattering particles it is 
expected that this will allow remote measurements of cloud particle size. Other technical improvements in 
the new system include active control of spectrometer temperatures, greatly increased mechanical stability 
an increased receiver aperture, injection of calibration signals into the signal profiles to allow continuous 
monitoring of system calibration drifts, and extensive computer control of system operations 
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Figure 1: HSRL transmitter schematic. The transmitted polarization is rotated by 90° between successive 
laser pulses by a Pockels cell. A sample of each transmitted laser pulse is extracted by a beam splitter, 
delayed m in an optical fiber and then injected into the receiver to monitor system calibration. 
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Backscatter Cross Section Measurements 

^e^^RL,diVidr thC Mai, \etmQ ^ Wparate molecuJ*r and aerosol returns. The Doppier broadening of 

catt'tr com" r "?   t ^ "T' m0ti°D * "* '° ^^ ™1™1" -tte 4 fro^L sea  ering. Computing the ratio of aerosol scattering to molecular scattering and computing the mokcT 
a taring from an independently measured density profile provides calibrated aerosol backscatT^"«t 

n r h31638 uTntS; JhT diff6r fr0m eStImati0nS °f backscatter cross «««on. made *^£t£2 
ingle channel hdars: they do not require an assumed relationship between backscatter and L action and 
hey do not require an initial value of the scattering cross section. Furthermore the inversion J notsub£ 

to the numerical instabilities encountered in single channel Udar inversions J 

hJTu 6 I ShT "eP"ate aer0S°1 aDd m°leCUlar Udar returns obs€rved on Sept 30, 1992 along with cali brated backscatter cross sections derived for that case. 
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Figure 3: Separated aerosol (solid line) and molecular (dashed line) returns measured on Sept 30 1992 
are shown in the left panel. Calibrated backscatter cross sections derived from this data are shown in the 
right panel. Notice the strong stratospheric aerosol layer remaining from the Mt. Pinatubo eruption. 

Polarization Measurements 

Separate depolarization measurements can be made in both the "molecular" and "aerosol" channels of the 
HSRL while simultaneously observing the depolarization in the wide field of view channel. Calibrations show 
that the system contributes a depolarization of less than 0.1%. The molecular and aerosol channel signals 
T*S to,8eParate «roso1 »d molecular depolarizations. This servers to demonstrate the accuracy 
ot the HSRL depolarization measurements and to clearly show the depolarization due to aerosol particles 

Figure 4 shows inverted molecular depolarizations for the data presented in figure 3 along with a separate 
case showing ice and water cloud depolarization measurements. The right panel of figure 4 shows HSRL 
returns from a super-cooled water cloud (at an altitude of 5 km) and from ice crystal precipitation falling from 
his cloud (between altitudes of 3.3 and 4.8 km). The received signals polarized parallel and perpendicular to 

the transmitted polarization are shown along with the depolarization ratio. Notice that the depolarization 
observed in the clear air below the cloud is approximately 1% and thus very near the depolarization expected 
for molecular depolarization of the Cabannes line. Depolarization in the ice crystal virga is ~ 32% Also note 
that the water cloud depolarization is approximately 2% indicating that for this cloud the 200 microradian 
neld-of-view of the HSRL effectively suppresses depolarization caused by multiple scattering 
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SS 1 Depolar^atjon measurements. The left panel shows inverted molecular depolarizations for the 
hdar returns presented m figure 3. Notice the small values of the depolarization; th J are cogent w th 
the depolanzabon expected for the Cabannes line of molecular scattering and support ESR^LZt 
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ADAPTATION OF THE UNIVERSITY OF WISCONSIN HIGH SPECTRAL 
RESOLUTION LIDAR FOR USE IN THE ARM PROGRAM 

Edwin W. Eloranta and P. Piironen 
University of Wisconsin 

Madison, Wisconsin 

Global Climate Models require vertical profiles 
of aerosol and cloud optical properties in order to 
model the transport of both longwave and short- 
wave radiation. Lidar offers the potential to pro- 
vide this information on a routine basis. Quan- 
titative lidar measurements of aerosol scattering 
are hampered by the need for calibrations and the 
problem of correcting observed backscatter pro- 
files for attenuation. The University of Wisconsin 
High Spectral Resolution Lidar(HSRL) addresses 
these problems by separating molecular scattering 
from the aerosol scattering; the molecular scatter- 
ing is then used as a calibration target which is 
available at each point in the lidar profile, Shipley 
et al (1983), Grund et al (1991). This does not re- 
quire knowledge of the backscatter/extinction ra- 
tio to correct for attenuation; it thus avoids the 
ambiguities and numeric instabilities of schemes 
for attenuation correction of single channel lidar 
profiles. The HSRL is thus able to provide un- 
ambiguous vertical profiles of optical extinction 
and backscatter cross section. Because the molec- 
ular backscatter cross section is approximately one 
thousand times larger than the Raman scattering 
cross section, the HSRL also holds a significant 
signal strength advantage over the use of Raman 
scattering for measurement of aerosol backscatter 
cross sections. 

While the HSRL approach has intrinsic advan- 
9r*> 

tages over competing techniques, it requires im- 
plementation of a technically demanding system. 
With the support of the Department of Energy 
Atmospheric Radiation Measurement (ARM) pro- 
gram the HSRL has been redesigned for use in a 
semi-trailer van such that it can contribute to field 
programs. The instrument has also been modified 
to measure depolarization and to include a sepa- 
rate data channel to measure both depolarization 
and signal amplitude as a function of receiver an- 
gular field-of-view. These modifications allow dis- 
crimination between ice and water clouds. They 
also allow measurement of multiply scattered li- 
dar returns. It has been difficult to verify mod- 
els of the multiply scattering with standard lidar 
data because the optical depth of the cloud can 
not measured. The ability to measure backscatter 
cross sections and optical depths while simultane- 
ously measuring depolarization and field-of-view 
variations make the HSRL unique. The ratio of 
multiple to single scattering in the lidar return is 
dependent on the ratio of the receiver field-of-view 
to the angular width the diffraction peak Eloranta 
(1982). Since the width of diffraction peak is de- 
pendent on particle size the new HSRL is expected 
to provide mean cloud particle size measurements. 

Figures 1 and 2 provide schematics of the new 
HSRL transmitter and receiver. 
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Figure 1. HSRL transmitter. Notice the Pockels cell polarization rotator. 
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Figure 2. HSRL receiver schematic. Notice 

the polarizing prism at the output of the receiving 
telescope which alternates parallel and perpendic- 
ular polarizations between the wide-field-of-view 
and high resolution channels as the transmitter 
polarization is switched. 

The depolarization measurement capability is 
implemented to provide extremely precise mea- 
surements. The transmitted polarization is ro- 
tated 90° between alternate laser pulses by a Pock- 
els cell. Calibrations test show that the residual 
cross polarization in the transmitted beam has 
been reduced to < 0.1% of the parallel compo- 
nent. Separate depolarization measurements can 
be made in both the molecular and aerosol chan- 
nels of the HSRL while simultaneously observing 
the depolarization in the wide field of view chan- 
nel. Because both polarization components are 
observed with the same detector and receiver op- 
tics, no calibration is required to make accurate 
measurements of the depolarization ratio. Pho- 
ton counting detection also provides linear detec- 
tor response over a very large "dynamic range. The 
small time separation between laser pulses ( 250 
microsecond) insures that the both polarization 
components are measured from the same ensem- 
ble of scattering particles. 

In order to increase the dynamic range of the 
HSRL we have designed new photon counting elec- 
tronics to enable count rates near 1 GHz while 
accumulating counts in up to 8,192 100 ns range 
bins. These counters have thus far been tested 
to count rates of over 250 MHz.  Full utilization 

of these counters awaits the installation of photo- 
tubes providing shorter single photon pulses than 
the EMI model 9860 currently employed. 

HSRL returns from a super-cooled water cloud 
(at an altitude of 5 km) and from ice crystal pre- 
cipitation falling from this cloud (between 3.2 and 
4.9 km) are shown in figure 3. The received sig- 
nals polarized parallel and perpendicular to the 
transmitted polarization are shown along with the 
depolarization ratio. Returns from the ice crys- 
tals show characteristically large depolarizations 
(~ 33%) while water cloud depolarization is ~ 2%. 
The small depolarization in the water cloud shows 
that 240 microradian field-of-view of the high res- 
olution channels have suppressed multiple scatter- 
ing. 
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Figure 3. HSRL signals and depolarization ob- 
served from a water cloud (4.9-5.1 km) and ice- 
crystal virga falling from the cloud (3.2-4.9 km). 
Notice the high depolarization for the ice crystals 
and the low depolarization in the water cloud. 

Observations of clear air scattering show the 
precision of the HSRL depolarization measure- 
ments. Figure 4 shows clear air measurements 
made on July 15, 1992. Notice that the depo- 
larization is ~ 0.8% and thus very near the depo- 
larization expected for molecular depolarization of 
the Cabannes line. 
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Figure 4. Depolarization of the separated 
molecular and aerosol lidar returns. Notice that 
the molecular return is constant and very close the 
the ~ 0.8% expected from molecular scattering. 

The HSRL easily provides measurements 
through the stratospheric aerosol layer. Figure 5 
shows separated molecular and aerosol profiles be- 
tween altitudes of 2 and 26 kilometers. The Mt. 
Pinatabo aerosol layer is seen between altitudes of 
15 and 23 kilometers. The large dynamic range 
of the HSRL photon counting electronics allows 
these profiles to be acquired over the entire alti- 
tude range without gain switching or use of high 
and low gain channels. 
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Figure 5. Separated molecular and aerosol 
scattering profiles showing returns from 2 km 
through the Mt. Pinatabo aerosol layer. 


