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#### Abstract
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## 1 Introduction

Throughout this article, $\left\{X, X_{n} ; n \geq 1\right\}$ will denote a sequence of independent identically distributed real random variables (i.i.d. random variables) with common distribution function $F$ given by $F(x)=P(X \leq x), x \in \mathcal{R}$, the real line. For each positive integer $n$, let $X_{1: n} \leq X_{2: n} \leq \cdots \leq X_{n: n}$ be the order statistics of $X_{1}, X_{2}, \cdots, X_{n}$. Let $H$ be a real valued measurable function defined on $\mathcal{R}$. Lincar combinations of order statistics (in short, L-statistics) are statistics of the form

$$
L_{n}=\frac{1}{n} \sum_{i=1}^{n} c_{i, n} H\left(X_{i: n}\right)
$$

where the weights $c_{i, n}, 1 \leq i \leq n, n \geq 1$, are real numbers.
Research in L-statistics has been active for more than 20 years. Much is known about their limit behaviours including asymptotic normality, BerryEsseen type bounds for normal approximation, Cramer type large deviations, the law of the iterated logarithm and the Kolmogorov type strong laws of large numbers under quite general conditions. See Helmers (1977), Mason (1982), Mason and Shorack (1992), Sen (1978), Shorack (1972), Stigler (1974), Van Zwet (1980), Wellner (1977a, b), etc and, in particular, two books by Serfling (1980) and Shorack and Wellner (1986) and references therein. To our knowledge, however, all results cstablished for L-statistics need $H(\cdot)$ to be a known function of the form $H(\cdot)=H_{1}(\cdot)-H_{2}(\cdot)$ with each $H_{i} \uparrow$ and left continuous.

Furthermore, $H_{1}(\cdot)$ and $H_{2}(\cdot)$ should also satisfy

$$
\begin{equation*}
\left|H_{i}\left(F^{\leftarrow}(t)\right)\right| \leq M_{1} t^{-d_{1}}(1-t)^{-d_{2}}, \quad 0<t<1 \tag{1.1}
\end{equation*}
$$

with some fixed $M_{1}, d_{1}$ and $d_{2}$, where

$$
F^{\leftarrow}(t)=\inf \{s ; F(s) \geq t\}, \quad 0<t<1
$$

Some conditions on $\left\{c_{i, n} ; 1 \leq i \leq n, n \geq 1\right\}$ are also needed. One often chooses

$$
c_{i, n}=J\left(\frac{i}{n}\right), \quad 1 \leq i \leq n, n \geq 1
$$

where.$J(t)$ satisfies some continuous condition in ( 0,1 ) as well as

$$
\begin{equation*}
\mid . J(t)) \mid \leq M_{2} t^{-b_{1}}(1-t)^{-b_{2}}, \quad 0<t<1 \tag{1.2}
\end{equation*}
$$

with some fixed $M_{2}, b_{1}$ and $b_{2}$. For obtaining either central limit theorem or the law of the iterated logarithm for

$$
\sum_{i=1}^{n} J\left(\frac{i}{n}\right) H\left(X_{i: n}\right), \quad n \geq 1
$$

further condition on $b_{1}, b_{2}, d_{1}$ and $d_{2}$ is

$$
a=\max \left\{b_{1}+d_{1}, b_{2}+d_{2}\right\}<\frac{1}{2} .
$$

These conditions sometimes are not easy to be vertified.
Example 1.1 Let $p>1$ and $\left\{X, X_{n} ; n \geq 1\right\}$ a sequence of i.i.d. random variables with common density function

$$
f(x)= \begin{cases}\int \operatorname{rac} C_{p}|x|^{3}(L|x|)^{p}, & |x| \geq e \\ 0, & |x|<e\end{cases}
$$

where $C_{p}>0$ is a constant such that $\int_{-\infty}^{\infty} f(x) d x=1$. Here and the following $L x=\log _{e} \max \{e, x\}$ and $L_{2} x=L(L x), x \in \mathcal{R}$. Clearly,

$$
E(X)=0 \quad \text { and } \quad E\left(X^{2}\right)=\frac{2 C_{p}}{p-1}
$$

It is easy to check that

$$
F(x)=P(X \leq x) \sim \begin{cases}2^{-1} C_{p} x^{-2}(L|x|)^{-p} & \text { as } x \rightarrow-\infty \\ 1-2^{-1} C_{p} x^{-2}(L|x|)^{-p} & \text { as } x \rightarrow \infty\end{cases}
$$

Hence

$$
F^{\leftarrow}(t) \sim \begin{cases}\left(\frac{2}{C_{p}}\right)^{1 / 2} t^{-1 / 2}\left(L\left(\frac{1}{t}\right)\right)^{-p} & \text { as } t \rightarrow 0^{+} \\ \left(\frac{2}{C_{p}}\right)^{1 / 2}(1-t)^{-1 / 2}\left(L\left(\frac{1}{1-t}\right)\right)^{-p} & \text { as } t \rightarrow 0^{-}\end{cases}
$$

Choose $H(x)=x$ and $J(t) \equiv 1$. It follows that one can not find $b_{1}, b_{2}, d_{1}$ and $d_{2}$ such that (1.1) and (1.2) hold and

$$
a=\max \left\{b_{1}+d_{1}, b_{2}+d_{2}\right\}<\frac{1}{2}
$$

Thus, by using any result of the law of the iterated logarithm for L-statistics established so far, one can not say anything about

$$
\limsup _{n \rightarrow \infty} \frac{\sum_{i=1}^{n} J\left(\frac{i}{n}\right) X_{i: n}}{\sqrt{2 n \log \log n}}=\limsup _{n \rightarrow \infty} \frac{\sum_{i=1}^{n} X_{i: n}}{\sqrt{2 n \log \log n}}
$$

which the classical Hartman-Wintner law of the iterated logarithm asserts that the limit superior equals to $\left(2 C_{p} /(p-1)\right)^{1 / 2}$ almost surely. As Wellner (1977b) mentioncal, the classical law of the iterated logarithm does follow only if the second moment condition is strengthened to $r$-th moment condition for some $r>2$. See Example 1a on page 492 in Wellner (1977b).

Example 1.2 Let $\mathbf{W}$ be a standard Wiener process on $\mathcal{R}$ (i.e. $\{\mathbf{W}(t) ; t \geq$ $0\}$ and $\{\mathbf{W}(-t) ; t \geq 0\}$ are two independent copies of Wiener process starting from 0 ), and let $\left\{X, X_{n} ; n \geq 1\right\}$ be a sequence of i.i.d. random variables, independent of $\mathbf{W}$. For any given path of $\mathbf{W}$, we consider L-statistics

$$
\sum_{i=1}^{n} \frac{i}{n} \mathbf{W}\left(X_{i: n}\right), \quad n \geq 1
$$

As we know, for ahmost every path of $\mathbf{W}, \mathbf{W}$ can not be represented as the form $\mathbf{W}=\mathbf{W}_{1}-\mathbf{W}_{2}$ with $\mathbf{W}_{i} \uparrow$ and left continuous. One also can not say anything about

$$
\limsup _{n \rightarrow \infty} \frac{\sum_{i=1}^{n} \frac{i}{n} \mathbf{W}\left(X_{i: n}\right)-A_{n}}{\sqrt{2 n \log \log n}}
$$

for some sequence $\left\{A_{n} ; n \geq 1\right\}$, by using any result of the law of the iterated logarithm for L-statistics established so far.

Motivated by these examples above, one of the main objectives of this paper is to find necessary and sufficient conditions for the law of the iterated logarithm and the central limit theorem, respectively, of L-statistics under some very relaxed conditions on $I(\cdot)$. In fact, from Theorems 2.1 and 2.2 in this paper, we can find that the only condition on $H(\cdot)$ we need is $E(|H(X)|)<\infty$. We should note that $J(\cdot)$ is strengthened to be a Lipschitz function of order 1 when $H(\cdot)$ is relaxed.

It is valuable to give an outline of the main idea of proofs of Theorems 2.1 and 2.2. Throughout this paper, $\left\{U, U_{n} ; n \geq 1\right\}$ represents a sequence of iid
random variables with uniform $(0,1)$ distribution. Then, we have

$$
\left\{X, X_{n} ; n \geq 1\right\} \stackrel{d}{=}\left\{F^{\leftarrow}(U), F^{\leftarrow}\left(U_{n}\right) ; n \geq 1\right\}
$$

where " $\stackrel{d}{=}$ " means equal in distribution. This is a well-known fact. It now follows that

$$
\left\{X_{i: n} ; 1 \leq i \leq n, n \geq 1\right\} \stackrel{d}{=}\left\{F^{\leftarrow}\left(U_{i: n}\right) ; 1 \leq i \leq n, n \geq 1\right\}
$$

where $U_{i: n}, 1 \leq i \leq n$, are the order statistics of $U_{i}, 1 \leq i \leq n$. Note that

$$
P\left(U_{i} \neq U_{j} \text { for all } 1 \leq<j<\infty\right)=1
$$

So we have that

$$
\begin{aligned}
& \sum_{i=1}^{n} J\left(\frac{i}{n}\right) H\left(F^{\leftarrow}\left(U_{i: n}\right)\right)= \sum_{i=1}^{n} J\left(U_{i: n}\right) H\left(F^{\leftarrow}\left(U_{i: n}\right)\right) \\
&+\sum_{i=1}^{n}\left(J\left(\frac{i}{n}\right)-J\left(U_{i: n}\right)\right) H\left(F^{\leftarrow}\left(U_{i: n}\right)\right) \\
& \stackrel{\text { a.s. }}{=} \quad \sum_{i=1}^{n} J\left(U_{i}\right) H\left(F^{\leftarrow}\left(U_{i}\right)\right) \\
&+\sum_{i=1}^{n}\left(J\left(\mathcal{D}_{n}\left(U_{i: n}\right)\right)-J\left(U_{i: n}\right)\right) H\left(F^{\leftarrow}\left(U_{i: n}\right)\right) \\
& \triangleq \quad S_{n}+R_{n}, \quad n \geq 1
\end{aligned}
$$

where $\mathcal{D}_{n}$ is the empirical distribution function of $U_{1}, U_{2}, \ldots, U_{n}$. Clearly, classical results can be applied to the first part $S_{n}$ above. As for the second part $R_{n}$, we may try to apply some known results for the empirical processes to $R_{n}$ to obtain what we want. However, we can not misunderstand that, under some conditions (except $J(t) \equiv C$ some constant), both the law of the iterated logarithm and the central limit theorem for $\sum_{i=1}^{n} J\left(\frac{i}{n}\right) H\left(X_{i: n}\right), n \geq 1$, only
depend on $\sum_{i=1}^{n} J\left(U_{i}\right) H\left(F^{\leftarrow}\left(U_{i}\right)\right), n \geq 1$. We shall know this from Theorems

## 2.1 and 2.2 .

This approach is quite simple. The empirical process is a powerful tool which has now become a standard technique in proving limit theorems. Sce, for example, Gilat and Hill (1992) Mason and Shorack (1992), Shorack and Wellner (1986) and references therein. In Section 3, we show further that this approach can be applical to obtain necessary and sufficient conditions for either almost sure convergence or convergence in distribution of some well-known L-statistics or U-statistics. This is the second main objective of this paper.

It is very natural to consider the case of general scores $c_{i, n}, 1 \leq i \leq n, n \geq 1$ with

$$
\sup _{1 \leq i \leq n, n \geq 1}\left|c_{i, n}\right|<\infty
$$

In this connection, one may ask what we can say about the law of the iterated logarithm for

$$
\sum_{i=1}^{n} c_{i, n} H\left(X_{i: n}\right), \quad n \geq 1
$$

We shall have some certain sense about this problem by a result on what we call a law of the logarithm for L-statistics. See Section 4.

## 2 Main Results

In this section. we give our main results of this paper as well as their proofs.
Let $X$ he a real random variable with distribution function $F(x)$ and $U$
a random variable with uniform $(0,1)$ distribution. Let $H(\cdot)$ be a real Borelmeasurable function defined on $\mathcal{R}$ with

$$
\begin{equation*}
E(|H(X)|)<\infty . \tag{2.1}
\end{equation*}
$$

Then we write

$$
\mu=\mu(F, J, H)=E\left(J(U) H\left(F^{\leftarrow}(U)\right)\right.
$$

exists for all $J(\cdot) \in C[0,1]$, the set of continuous functions defined on $[0,1]$. For every given Lipschitz function $J(\cdot)$ of order 1 defined on $[0,1]$, write

$$
\left\{\begin{array}{l}
Z=J(U) H\left(F^{\leftarrow}(U)\right)  \tag{2.2}\\
Y=-Z+\mu-\int_{0}^{1}\left(I_{\{U \leq t\}}-t\right) J^{\prime}(t) H\left(F^{\leftarrow}(t)\right) d t
\end{array}\right.
$$

Then $Y$ and $Z$ are two random variables under (2.1). It is easy to see that

$$
\begin{equation*}
E(|Y|)<\infty \text { and } E(Y)=0 \tag{2.3}
\end{equation*}
$$

and that

$$
\begin{equation*}
\sigma^{2}=\operatorname{Var}(Y)=E\left(Y^{2}\right)<\infty \tag{2.4}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
E\left(Z^{2}\right)<\infty \tag{2.5}
\end{equation*}
$$

Let $\left\{\xi_{n} ; n \geq 1\right\}$ be a sequence of random variables. We say that $\left\{\xi_{n} ; n \geq 1\right\}$ is bounded in probability if

$$
\lim _{x \rightarrow \infty} \sup _{n \geq 1} P\left(\left|\xi_{n}\right| \geq x\right)=0
$$

The main results in this paper are following Theorems 2.1 and 2.2.

## Theorem 2.1 (Necessary and Sufficient Conditions for the LIL of L-Statistics) Let

 $\left\{X, X_{n} ; n \geq 1\right\}$ be a sequence of i.i.d. random variables and $H(\cdot)$ a real Borelmeasurable function defined on $\mathcal{R}$ such that (2.1) holds. Let $J(\cdot)$ be a Lipschitz function of order 1 defined on $[0,1]$. Then$$
\begin{equation*}
\underset{n \rightarrow \infty}{\limsup } \frac{\left|\sum_{i=1}^{n} J\left(\frac{i}{n}\right) H\left(X_{i: n}\right)-n \mu\right|}{\sqrt{2 n \log \log n}}<\infty \quad \text { a.s. } \tag{2.6}
\end{equation*}
$$

if and only if (2.5) holds. In either case,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\liminf _{n \rightarrow \infty}\right) \frac{\sum_{i=1}^{n} J\left(\frac{i}{n}\right) H\left(X_{i: n}\right)-n \mu}{\sqrt{2 n \log \log n}}=(-) \sigma \quad \text { a.s. } \tag{2.7}
\end{equation*}
$$

where $\sigma^{2}$ is defined by (2.4).
Theorem 2.2 (Necessary and Sufficient Conditions for the CLT of L-

## Statistics)

Under the conditions of Theorem 2.1, we have that

$$
\begin{equation*}
\left\{\frac{\sum_{i=1}^{n} J\left(\frac{i}{n}\right) H\left(X_{i: n}\right)-n \mu}{\sqrt{n}} ; n \geq 1\right\} \text { is bounded in probability } \tag{2.8}
\end{equation*}
$$

if and ouly if (2.5) holds. In either case,

$$
\begin{equation*}
\frac{\sum_{i=1}^{n} J\left(\frac{i}{n}\right) H\left(X_{i: n}\right)-n \mu}{\sqrt{n}} \xrightarrow{d} N\left(0, \sigma^{2}\right) \tag{2.9}
\end{equation*}
$$

where " $\xrightarrow{d}$ " means convergence in distribution.

Two remarks are in order.
(i) Theorems 2.1 and 2.2, respectively, include the classical LIL and the classical (IIT, respectively, as special cases. (Take $f(t)=1, t \in[0,1]$ and $H(x)=x, x \in \mathcal{R}$.
(ii) From the proofs of Theorems 2.1 and 2.2, one can replace $J\left(\frac{i}{n}\right), 1 \leq$ $i \leq n, n \geq 1$ by $J\left(t_{i: n}\right), 1 \leq i \leq n, n \geq 1$ with $t_{i, n} \in[0,1], 1 \leq i \leq n$ and $\max _{1 \leq i \leq n}\left|t_{i, n}-\frac{i}{n}\right|=o\left(\frac{1}{\sqrt{n}}\right)$ as $n \rightarrow \infty$.

Proof of Theorem 2.1 Note that (1..1), (1.2) and (1.3) hold and that the classical LIL asserts that

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} \frac{\left|S_{n}-n \mu\right|}{\sqrt{2 n \log \log n}} \\
& =\limsup _{n \rightarrow \infty} \frac{\left|\sum_{i=1}^{n}\left(J\left(U_{i}\right) H\left(F^{\leftarrow}\left(U_{i}\right)\right)-\mu\right)\right|}{\sqrt{2 n \log \log n}}  \tag{2.10}\\
& <\infty \text { a.s. }
\end{align*}
$$

if and only if (2.4) holds. So the first part of the theorem follows provided we show that, under the conditions of the theorem,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\left|R_{n}\right|}{\sqrt{2 n \log \log n}} \leq 2^{-1} B(J) E(|H(X)|) \quad \text { a.s. } \tag{2.11}
\end{equation*}
$$

where

$$
B(J)=\sup _{0 \leq s<t \leq 1}\left|\frac{J(s)-J(t)}{s-t}\right|<\infty .
$$

Clearly,

$$
\begin{aligned}
\frac{\left|R_{n}\right|}{\sqrt{2 n \log \log n}} & \leq \max _{1 \leq i \leq n}\left|J\left(\mathcal{D}_{n}\left(U_{i: n}\right)\right)-J\left(U_{i: n}\right)\right| \cdot \frac{\sum_{i=1}^{n}\left|H\left(F^{\leftarrow}\left(U_{i: n}\right)\right)\right|}{\sqrt{2 n \log \log n}} \\
& \leq B(J)\left(\max _{i \leq i \leq n}\left|\mathcal{D}_{n}\left(U_{i: n}\right)-U_{i: n}\right|\right) \cdot \frac{\sum_{i=1}^{n}\left|H\left(F^{\leftarrow}\left(U_{i}\right)\right)\right|}{\sqrt{2 n \log \log n}} \\
& \leq B(J)\left(\frac{n}{2 \log \log n}\right)^{1 / 2} \sup _{0 \leq t \leq 1}\left|\mathcal{D}_{n}(t)-t\right| \cdot\left(\frac{1}{n}\right) \sum_{i=1}^{n}\left|H\left(F^{\leftarrow}\left(U_{i}\right)\right)\right| .
\end{aligned}
$$

By Smirnov's (1944) law of the iterated logarithm,

$$
\limsup _{n \rightarrow \infty}\left(\frac{n}{2 n \log \log n}\right)^{1 / 2} \sup _{0 \leq t \leq 1}\left|\mathcal{D}_{n}(t)-t\right|=\frac{1}{2} \quad \text { a.s. }
$$

and by Kolmogorov's strong law of large numbers,

$$
\lim _{n \rightarrow \infty}\left(\frac{1}{n}\right) \sum_{i=1}^{n}\left|H\left(F^{\leftarrow}\left(U_{i}\right)\right)\right|=E\left(\left|H\left(F^{\leftarrow}(U)\right)\right|\right)=E(|H(X)|)
$$

Consequently, (2.11) and hence the first part of the theorem follows.
We now prove that conditions (2.1) and (2.5) imply that (2.7) holds. Consider the following two Banach spaces

$$
\mathbf{B}_{1}=\left\{h(\cdot) ;\|h(\cdot)\|_{1}=\int_{0}^{1}\left|h\left(F^{\leftarrow}(t)\right)\right| d t<\infty\right\}
$$

and

$$
\mathbf{B}_{2}=\left\{h(\cdot) ;\|h(\cdot)\|_{2}=\left(\int_{0}^{1} J^{2}(t) h^{2}\left(F^{\leftarrow}(t)\right) d t\right)^{1 / 2}\right\}
$$

Let $\mathcal{M}$ denote the class of all real valued functions $h(\cdot)$ defined on $\mathcal{R}$ satisfying

$$
h^{\prime}(x) \text { is continuous on } \mathcal{R}
$$

and

$$
h^{\prime}(x)=0 \text { when }|x| \text { is large enough. }
$$

It is casy to show that $\mathbb{f}$ is a dense subset of both $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$. It follows that, for any given $\varepsilon>0$, since (2.1) and (2.5) hold, there exists $H_{\varepsilon}(\cdot) \in \mathcal{M}$ such that

$$
E\left(\left|H(X)-H_{\varepsilon}(X)\right|\right) \leq \varepsilon \quad \operatorname{Var}\left(Y-Y_{\varepsilon}\right) \leq \varepsilon
$$

and

$$
\operatorname{Var}\left(Z-Z_{\varepsilon}\right) \leq \varepsilon
$$

where

$$
Z_{\varepsilon}=J(U) H_{\varepsilon}\left(F^{\leftarrow}(U)\right) \quad \mu_{\varepsilon}=E\left(Z_{\epsilon}\right)
$$

$$
Y_{\varepsilon}=-Z_{\varepsilon}+\mu_{\varepsilon}-\int_{0}^{1}\left(I_{\{U \leq t\}}-t\right) J^{\prime}(t) H_{\varepsilon}\left(F^{\leftarrow}(t)\right) d t .
$$

Write

$$
\hat{H}_{\varepsilon}(\cdot)=H(\cdot)-H_{\varepsilon}(\cdot) \quad \text { and } \quad \hat{\mu}_{\varepsilon}=\mu-\mu_{\varepsilon} .
$$

Noting (1.3), (2.10) and (2.11), we have that

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} \frac{\left|\sum_{i=1}^{n} J\left(\frac{i}{n}\right) \hat{H}_{\varepsilon}\left(X_{i: n}\right)-n \hat{\mu}_{\varepsilon}\right|}{\sqrt{2 n \log \log n}} \\
& \leq \sqrt{\operatorname{Var}\left(Z-Z_{\varepsilon}\right)}+2^{-1} B(J) E\left(\left|\hat{H}_{\varepsilon}(X)\right|\right)  \tag{2.12}\\
& \leq \varepsilon^{1 / 2}+\frac{1}{2} B(J) \varepsilon \quad \text { a.s. }
\end{align*}
$$

Let

$$
\begin{gathered}
H_{\varepsilon}^{+}(x)=\int_{-\infty}^{x} H_{\varepsilon}^{\prime}(x) I_{\left\{H_{\varepsilon}^{\prime}(x) \geq 0\right\}} d x, \\
H_{\varepsilon}^{-}(x)=-\int_{-\infty}^{x} H_{\varepsilon}^{\prime}(x) I_{\left\{H_{\varepsilon}^{\prime}(x)<0\right\}} d x .
\end{gathered}
$$

Then

$$
H_{\varepsilon}(x)=H_{\varepsilon}^{+}(x)-H_{\varepsilon}^{-}(x) .
$$

One now can casily check that $J(\cdot)$ and $H_{\epsilon}(\cdot)$ satisfy all conditions for Theorem 4 of Wellner (1977b) (See also Theorem 19.2 on page 665 of Shorack and Wellner (1986)). We thus have

$$
\begin{equation*}
\underset{n \rightarrow \infty}{\limsup }\left(\liminf _{n \rightarrow \infty}\right) \frac{\sum_{i=1}^{n} J\left(\frac{i}{n}\right) H_{\epsilon}\left(X_{i: n}\right)-n \mu_{\epsilon}}{\sqrt{2 n \log \log n}}=(\stackrel{+}{-}) \sigma_{\varepsilon} \quad \text { a.s. } \tag{2.13}
\end{equation*}
$$

where

$$
\sigma_{\varepsilon}^{2}=\operatorname{Var}\left(\int_{0}^{1}\left(I_{\{U \leq t\}}-t\right) J(t) d H_{\varepsilon}\left(F^{\leftarrow}(t)\right)\right)
$$

Since $J(\cdot)$ is a Lipschitz function of order 1 defined on $[0,1]$, we have that

$$
\begin{aligned}
& \int_{0}^{1}\left(I_{\{U \leq t\}}-t\right) J(t) d H_{\varepsilon}\left(F^{\leftarrow}(t)\right) \\
& \stackrel{\text { a.s. }}{=}-J(U) H_{\varepsilon}\left(F^{\leftarrow}(U)\right)+\mu_{\varepsilon}-\int_{0}^{1}\left(I_{\{U \leq t\}}-t\right) J^{\prime}(t) H_{\varepsilon}\left(F^{\leftarrow}(t)\right) d t \\
& =Y_{\varepsilon}
\end{aligned}
$$

Thus

$$
\sigma_{r}^{2} \longrightarrow \sigma^{2}=\operatorname{Var}(Y) \quad \text { as } \varepsilon \downharpoonright 0
$$

Letting $\varepsilon \downharpoonright 0$ and combining (2.12) with (2.13), (2.7) follows, and the proof of the theorem is complete.

Proof of Theorem 2.2 1 proof of Theorem 2.2 can be culled from the proof of Theorem 2.1 with obvious modifications. In fact, instead of using Smirnov's (1944) LIL for empirical processes, we use the following celebrated result which is due to Kolmogrov (1933). That is, for all $\lambda>0$,

$$
\lim _{n \rightarrow \infty} P\left(\sqrt{n} \sup _{0 \leq t \leq 1} \mid \mathcal{D}_{n}(t)-1 \geq \lambda\right)=2 \sum_{k=0}^{\infty} \exp \left(-2 k^{2} \lambda^{2}\right)
$$

Thus, Kolmogrov's SLLN implies that (2.8) holds if and only if

$$
\left\{\frac{\sum_{i=1}^{n} \cdot J\left(I_{i}\right) H\left(F^{--}\left(U_{i}\right)\right)-n \mu}{\sqrt{n}} ; n \geq 1\right\} \text { is bounded in probability }
$$

which is expuivalent to (2.5). Thus, the first part of Theorem 2.2 follows.
As for the second part of Theorem 2.2, note that, for any $\delta>0$.

$$
\begin{equation*}
\limsup _{\cdot(0)} \limsup _{n \rightarrow \infty} P\left(\frac{\left|\sum_{i=1}^{n} \cdot\left(\frac{i}{n}\right)\left(H\left(X_{i: n}\right)-I_{r}\left(X_{i: n}\right)\right)-n\left(\mu-\mu_{\kappa}\right)\right|}{\sqrt{n}} \geq \delta\right)=0 \tag{2.14}
\end{equation*}
$$

and by Theorem 19.1 on page 664 of Shorack and Wellner (1985),

$$
\begin{equation*}
\frac{\sum_{i=1}^{n} J\left(\frac{i}{n}\right) H_{\varepsilon}\left(X_{i: n}\right)-n \mu_{\epsilon}}{\sqrt{n}} \xrightarrow{\mathrm{~d}} N\left(0, \sigma_{\varepsilon}^{2}\right) . \tag{2.15}
\end{equation*}
$$

Combining (2.14) with (2.15), (2.9) follows.

## 3 Applications and Examples

In this section, weshow further how either our approach addressed in Section 1 or Theorems 2.1 and 2.2 can be applied to obtain necessary and sufficient conditions for either almost sure convergence or convergence in distribution of some L-statistics or even U-statistics.

As an application of our approach, we state the following interesting result. Its proof is left to the readers.

Theorem 3.1 Let $\left\{X, X_{n} ; n \geq 1\right\}$ be a sequence of i.i.d. random variables and $H(\cdot)$ a real Borel-measurable function defined on $\mathcal{R}$. Let $J(\cdot)$ be a Lipschitz function of order 1 defined on $[0,1]$. Then, we have
(i) If there exists a real sequence $\left\{b_{n} ; n \geq 1\right\}$ such that

$$
\begin{equation*}
b_{n \rightarrow \infty} \text { as } n \longrightarrow \infty \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{n}\left|H\left(X_{i}\right)\right|}{n \sqrt{b_{n}}}=0 \quad \text { a.s. } \tag{3.2}
\end{equation*}
$$

then, for any real sequence $\left\{A_{n} ; n \geq 1\right\}$,

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left(\liminf _{n \rightarrow \infty}\right) \frac{\sum_{i=1}^{n} J\left(\frac{1}{n}\right) H\left(X_{i: n}\right)-A_{n}}{\sqrt{2 n(\log \log n) b_{n}}}  \tag{3.3}\\
& =\limsup _{n \rightarrow \infty}\left(\liminf _{n \rightarrow \infty}\right) \frac{\sum_{i=1}^{n} J\left(U_{i}\right) H\left(F^{-}\left(U_{i}\right)\right)-A_{n}}{\sqrt{2 n(\log \log n) b_{n}}}
\end{align*} \text { a.s. }
$$

(ii) If there exist sequence $\left\{b_{n} ; n \geq 1\right\}$ and $\left\{A_{n} ; n \geq 1\right\}$ such that (3.2)
holds and

$$
\begin{equation*}
\frac{\sum_{i=1}^{n} J\left(U_{i}\right) H\left(F \leftarrow\left(U_{i}\right)\right)-A_{n}}{\sqrt{n b_{n}}} \xrightarrow{\mathrm{~d}} G(x) \tag{3.4}
\end{equation*}
$$

where $(i(x)$ is a distribution function, then

$$
\begin{equation*}
\frac{\sum_{i=1}^{n} J\left(\frac{i}{n}\right) H\left(X_{i: n}\right)-A_{n}}{\sqrt{n b_{n}}} \xrightarrow{\mathrm{~d}} G(x) \tag{3.5}
\end{equation*}
$$

As a corolaary of Theorem 3.1, we have

Corollary 3.2 Let $H(\cdot)$ and $J(\cdot)$ be the same as in Theorem 3.1. Let

$$
Z=J(U) H\left(F^{-}(U)\right)
$$

If

$$
E(|H(X)|)<\infty, \quad E\left(Z^{2}\right)=\infty
$$

and $Z$ is in the domain of attraction of the normal distribution, then, there exist sequence $\left\{A_{n} ; n \geq 1\right\}$ and $\left\{B_{n}>0 ; n \geq 1\right\}$ such that

$$
\begin{equation*}
\frac{\sum_{i=1}^{n} J\left(\frac{i}{n}\right) H\left(X_{i: n}\right)-A_{n}}{B_{n}} \xrightarrow{\mathrm{~d}} N(0,1) \tag{3.6}
\end{equation*}
$$

where $B_{n}$ may be chosen as

$$
B_{n}=\sup ,\left\{c: c^{-2} E\left(Z^{2} I_{\{|Z|<c\}}\right) \geq \frac{1}{n}\right\}
$$

and $A_{n}$ may be taken as

$$
A_{n}=\frac{n}{B_{n}} E\left(Z I\left\{|Z|<B_{n}\right\}\right) .
$$

Proof Since $Z$ is the domain of attraction of the normal distribution, we have that

$$
\frac{\sum_{i=1}^{n} Z_{i}-A_{n}}{B_{n}} \xrightarrow{\mathrm{~d}} N(0,1)
$$

for some $\left\{A_{n} ; n \geq 1\right\}$ and $\left\{B_{n} ; n \geq 1\right\}$ and they may be chosen as above, where $\left\{Z_{n} ; n \geq 1\right\}$ is a sequence of i.i.d. random variables with common distribution function as $Z$ 's. Note that $E\left(Z^{2}\right)=\infty$. So

$$
B_{n}=\sqrt{n\left(B^{2} / n\right)}=\sqrt{n b_{n}}, \quad n \geq 1
$$

with $b_{n}=b_{n}^{2} / n \longrightarrow \infty$ as $n \longrightarrow \infty$. Now, it follows that $E(|H(X)|)<\infty$ implies that (3.2) holds. By Theorem 3.1, (3.6) follows.

Remark It is interesting to note that, when $E(|H(X)|)<\infty, E\left(Z^{2}\right)=\infty$ and $Z$ is in the domain of attraction of the normal distribution, $A_{n}$ and $B_{n}$ are determined by $Z$, not $Y$.

Let $\left\{X, X_{n} ; n \geq 1\right\}$ be a sequence of i.i.d. random variables. Gini's mean difference,

$$
\frac{2}{n(n-1)} \sum_{1 \leq i \leq j \leq n}\left|X_{i}-X_{j}\right|
$$

considered as a U-statistic for unbiased estimation of the dispersion parameter

$$
\theta=E\left(\left|X_{1}-X_{2}\right|\right),
$$

is introduced in both Serfling (1980, page 263) and Shorack and Wellner (1986, page 676). It may be represented as an $L$-statistic as follows

$$
\begin{equation*}
\frac{2}{n(n-1)} \sum_{1 \leq i \leq j \leq n}\left|X_{i}-X_{j}\right|=\frac{1}{n} \sum_{i=1}^{n}\left(4 \cdot \frac{i-1}{n-1}-2\right) X_{i: n} \tag{3.7}
\end{equation*}
$$

Using 'Theorems 2.1 and 2.2 and our approach, we can establish the following result.

Theorem 3.3 (i) (Kolmogorov's SLLN for Gini's mean difference)

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{2}{n(n-1)} \sum_{1 \leq i<j \leq n}\left|X_{i}-X_{j}\right|<\infty \quad \text { a.s. } \tag{3.8}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
E(|X|)<\infty \tag{3.9}
\end{equation*}
$$

In either case,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{2}{n(n-1)} \sum_{i \leq i<j \leq n}\left|X_{i}-X_{j}\right|=\theta=E\left(\left|X_{1}-X_{2}\right|\right) \quad \text { a.s. } \tag{3.10}
\end{equation*}
$$

(ii) (lill for (iini's mean difference) For some $\theta$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sqrt{\frac{n}{2 \log \log n}}\left|\frac{2}{n(n-1)} \sum_{1 \leq i<j \leq n}\right| X_{i}-X_{j}|-0|<\infty \quad \text { a.s. } \tag{3.11}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
E\left(X^{2}\right)<\infty \tag{3.12}
\end{equation*}
$$

In either case, $\theta=E\left(\left|X_{1}-X_{2}\right|\right)$ and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\lim _{n \rightarrow \infty} \inf \right) \sqrt{\frac{n}{2 \log \log n}}\left(\frac{2}{n(n-1)} \sum_{1 \leq i<j \leq n}\left|X_{i}-X_{j}\right|-\theta\right)=(\stackrel{+}{-}) \sigma \quad \text { a.s. } \tag{3.13}
\end{equation*}
$$

where

$$
\begin{align*}
\sigma^{2} & =\operatorname{Var}(Y) \\
& =\int_{-\infty}^{\infty}\left[\int_{-\infty}^{\infty}|y-x| d F(x)\right]^{2} d F(y)-\theta^{2} \tag{3.14}
\end{align*}
$$

and

$$
Y=-(2 U-1) F^{\leftarrow}(U)+\theta-2 \int_{0}^{1}\left(I_{\{U \leq t\}}-t\right) F^{\leftarrow}(t) d t
$$

(iii) (CLT for Gini's mean difference) For some $\theta$,

$$
\begin{equation*}
\left\{\sqrt{n}\left(\frac{2}{n(n-1)} \sum_{1 \leq i<j \leq n}\left|X_{i}-X_{j}\right|-\theta\right) ; n \geq 1\right\} \text { is bounded in probability } \tag{3.15}
\end{equation*}
$$

if and only if (3.12) holds. In either case, $\theta=E\left(\left|X_{1}-X_{2}\right|\right)$

$$
\begin{equation*}
\sqrt{n}\left(\frac{2}{n(n-1)} \sum_{1 \leq i<j \leq n}\left|X_{i}-X_{j}\right|-\theta\right) \xrightarrow{\mathrm{d}} N\left(0, \sigma^{2}\right) \tag{3.16}
\end{equation*}
$$

where $\sigma^{2}$ is defined as in (3.14).

Remark Shorack and Wellner (1986, page 677) obtained (3.16) under the assumption that $E\left(|X|^{2+\delta}\right)<\infty$ for some $\delta>0$.

Proof of Theorem 3.3 Take $J(t)=4 t-2,0 \leq t \leq 1$ and $H(x)=x, x \in$ $\mathcal{R}$. Then (3.9) implies that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{n} J\left(U_{i}\right) F^{\leftarrow}\left(U_{i}\right)}{n} & =\int_{0}^{1}(4 t-2) F^{\leftarrow}(t) d t \\
& =\int_{0}^{1} \int_{0}^{1}\left|F^{\leftarrow}(t)-F^{\leftarrow}(s)\right| d s d t \\
& =0 \quad \text { a.s. }
\end{aligned}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{n}\left|X_{i}\right|}{n \sqrt{b_{n}}}=0 \quad \text { a.s. } \tag{3.17}
\end{equation*}
$$

where $b_{n}=\sqrt{n / \log \log n} \longrightarrow \infty$ as $n \longrightarrow \infty$. By Theorem 3.1, we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{n} J\left(\frac{i}{n}\right) X_{i: n}}{n}=0 \quad \text { a.s. } \tag{3.18}
\end{equation*}
$$

Note that (3.9) also implies that

$$
\begin{equation*}
\left|\frac{\sum_{i=1}^{n}\left(J\left(\frac{i-1}{n-1}\right)-J\left(\frac{i}{n}\right)\right) X_{i: n}}{n}\right| \leq \frac{4}{n^{2}} \sum_{i=1}^{n}\left|X_{i}\right| \longrightarrow 0 \quad \text { a.s. } \quad \text { as } n \longrightarrow \infty \tag{3.19}
\end{equation*}
$$

So (3.7), (3.18) and (3.19) together imply that (3.10) holds.
We now prove that (3.8) implies (3.9). Obviously, (3.8) implies that

$$
\limsup _{n \rightarrow \infty} \frac{2}{2 n(2 n-1)} \sum_{i=1}^{n}\left|X_{2 i-1}-X_{2 i}\right|<\infty \quad \text { a.s. }
$$

Since $\left\{\left|X_{2 n-1}-X_{2 n}\right| ; n \geq 1\right\}$ is a sequence of i.i.d. random variables, it follows that $E\left(\left|X_{1}-X_{2}\right|^{1 / 2}\right)<\infty$ which is equivalent to

$$
\begin{equation*}
E\left(\left|X_{1}\right|^{1 / 2}\right)<\infty \tag{3.20}
\end{equation*}
$$

Thus (3.19) holds. Combining (3.8) with (3.19), we have that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\left|\sum_{i=1}^{n} J\left(\frac{i}{n}\right) X_{i: n}\right|}{n}<\infty \quad \text { a.s. } \tag{3.21}
\end{equation*}
$$

Note that (3.20) is equivalent to

$$
\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{n}\left|X_{i}\right|}{n \sqrt{n^{2}}}=0 \quad \text { a.s. }
$$

By 'Theorem 3.1 and noting (3.20),

$$
\begin{aligned}
\left.\operatorname{limsip}_{n \rightarrow \infty}\right) \frac{\left|\sum_{i=1}^{n} \cdot J\left(U_{i}\right) F^{--}\left(U_{i}\right)\right|}{\sqrt{2 n(\log \log n) n^{2}}} & =\limsup _{n \rightarrow \infty} \frac{\left|\sum_{i=1}^{n} \cdot J\left(\frac{i}{n}\right) X_{i: n}\right|}{\sqrt{2 n(\log \log n) n^{\prime 2}}} \\
& =0 \text { a.s. }
\end{aligned}
$$

which implies that, for all $\varepsilon>0$,

$$
\begin{equation*}
E\left(\left|J(U) F^{\leftarrow}(U)\right|^{\frac{2}{3}-\varepsilon}\right)=\int_{0}^{1}\left|(4 t-2) F^{\leftarrow}(t)\right|^{\frac{2}{3}-\varepsilon} d t<\infty . \tag{3.22}
\end{equation*}
$$

Since $|J(0) J(1)|=4>0$, it is easy to check that (3.22) is equivalent to

$$
\begin{aligned}
\int_{0}^{1}\left|F^{\leftarrow}(t)\right|^{\frac{2}{3}-\varepsilon} d t & =\int_{-\infty}^{\infty}|x|^{\frac{2}{3}-\varepsilon} d F(x) \\
& =E\left(|X|^{\frac{2}{3}-\varepsilon}\right)<\infty
\end{aligned}
$$

In particular, we have that

$$
E\left(|X|^{7 / 12}\left(L_{2}|X|\right)\right)<\infty
$$

which is equivalent to

$$
\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{n}\left|X_{i}\right|}{n \sqrt{n^{10 / 7} / \log \log n}}=0
$$

Using Theorem 3.1 and noting (3.21) again, we have that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{\left|\sum_{i=1}^{n} J\left(U_{i}\right) F^{\leftarrow}\left(U_{i}\right)\right|}{\sqrt{2 n(\log \log n) n^{10 / 7} / \log \log n}} & =\lim _{n \rightarrow \infty} \frac{\left|\sum_{i=1}^{n} J\left(U_{i}\right) F^{\infty}\left(U_{i}\right)\right|}{\sqrt{2 n^{17 / 7}}} \\
& =0 \text { a.s. }
\end{aligned}
$$

which is equivalent to

$$
E\left(\left|J(U) F^{-}(U)\right|^{14 / 17}\right)<\infty
$$

and hence

$$
\begin{equation*}
E\left(|X|^{14 / 17}\right)<\infty \tag{3.23}
\end{equation*}
$$

Since $\frac{3}{2}=\frac{17}{1.4},(3.23)$ implies that

$$
\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{n}\left|X_{i}\right|}{n \sqrt{n / \log \log n}}=0
$$

Using Theorem 3.1 and noting (3.21) again, we have that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{\left|\sum_{i=1}^{n} J\left(U_{i}\right) F^{\leftarrow}\left(U_{i}\right)\right|}{\sqrt{2 n(\log \log n) n / \log \log n}} & =\lim _{n \rightarrow \infty} \frac{\left|\sum_{i=1}^{n} J\left(U_{i}\right) F^{\leftarrow}\left(U_{i}\right)\right|}{\sqrt{2} n} \\
& <\infty \text { a.s. }
\end{aligned}
$$

which is equivalent to

$$
E\left(\left|J(U) F^{\leftarrow}(U)\right|\right)<\infty
$$

and hence (3.9) follows. The proof of (i) therefore complete.
Using the same technique as it has just been used above, one can show that either catse of (3.11) and (3.15) implies that (3.12) holds and $\theta=E\left(\left|X_{1}-X_{2}\right|\right)$. Now applying Theorems 2.1 and 2.2 , (ii) and (iii) follow.

Another important application of our approach and results is on the expectation of order statistics. Let $\theta_{k}=E\left(X_{1: k}\right)$ where $X_{1: k}$ is the minimum value (smallest order statistic) in a sample of size $k$. Then an estimate of $0_{k}$ based on a sample of size $n$ is

$$
T_{n}=\binom{n}{k}^{-1} \sum_{(n, k)} \min \left\{X_{i_{1}}, \cdots, X_{i_{k}}\right\}
$$

where the sum $\sum_{(n, k)}$ is taken over all subsets $1 \leq i_{1}<\cdots<i_{k} \leq n$ of $\{1,2, \ldots, n\}$. Obviously, $T_{n}$ is also a U-statistic.

As it is dexluced in Lee (1990, page 65), $T_{n}$ can also be represented ass an

L-statistic as follows

$$
\begin{aligned}
T_{n} & =\binom{n}{k}^{-1} \sum_{i=1}^{n-k}\binom{n-i}{k-1} X_{i: n} \\
& =\frac{1}{\binom{n}{k}(k-1)!} \sum_{i=1}^{n}(n-i)(n-i-1) \cdots(n-i-k+2) X_{i: n} \\
& =\frac{1}{\binom{n}{k}(k-1)!}\left(\sum_{i=1}^{n}(n-i)^{k-1} X_{i: n}+C_{1} \sum_{i=1}^{n}(n-i)^{k-2} X_{i: n}+\cdots+C_{k-2} \sum_{i=1}^{n}(n-i) X_{i: n}\right)
\end{aligned}
$$

where $C_{1}, C_{2}, \ldots, C_{k-2}$ are constants depending on $k$ only. Note that

$$
\binom{n}{k} \sim \frac{n^{k}}{k!} \quad \text { as } n \longrightarrow \infty
$$

and, for $i=1,2, \ldots, n$,

$$
\frac{(n-i)^{n-j}}{\left(n^{k} / k!\right)(k-1)!}= \begin{cases}\frac{k}{n}\left(1-\frac{i}{n}\right)^{k-1}, & j=1, \\ O\left(\frac{1}{n^{2}}\right), & j \geq 2 .\end{cases}
$$

So we take $J(t)=(1-t)^{k-1}, 0 \leq t \leq 1$ and $H(x)=x, x \in \mathcal{R}$. Using Theorems

## $3.1,2.1$ and 2.2 , we have the following results.

Theorem 3.4 Let $\left\{X, X_{n} ; n \geq 1\right\}$ be a sequence of i.i.d. random variables.
Then, we have
(i) If there exists $p>\frac{2}{3}$ such that

$$
\begin{equation*}
E\left(|X|^{p}\right)<\infty \tag{3.24}
\end{equation*}
$$

then the following three statements are equivalent

$$
\begin{align*}
& E\left(\left|\min \left\{X_{1}, X_{2}, \ldots, X_{k}\right\}\right|\right)<\infty  \tag{3.25}\\
& \limsup _{n \rightarrow \infty} \frac{k}{n}\left|\sum_{i=1}^{n}\left(1-\frac{i}{n}\right)^{k-1} X_{i: n}\right|<\infty \quad \text { a.s. } \tag{3.26}
\end{align*}
$$

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|T_{n}\right|<\infty \quad \text { a.s. } \tag{3.27}
\end{equation*}
$$

In every case, we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} T_{n}=\lim _{n \rightarrow \infty} \frac{k}{n} \sum_{i=1}^{n}\left(1-\frac{i}{n}\right)^{k-1} X_{i: n}=\theta_{k} \quad \text { a.s. } \tag{3.28}
\end{equation*}
$$

(ii) If $E(|X|)<\infty$, then the following five statements are equivalent:

$$
\begin{gather*}
E\left((1-U)^{2 k-2}\left(F^{\leftarrow}(U)\right)^{2}\right)=\int_{-\infty}^{\infty}(1-F(x))^{2 k-2} x^{2} d F(x)<\infty  \tag{3.29}\\
\limsup _{n \rightarrow \infty} \frac{k}{\limsup }\left(\frac{n}{2 \log \log n}\right)^{1 / 2}\left|T_{n}-\theta_{k}\right|<\infty  \tag{3.30}\\
\left\{n^{1 / 2}\left(T_{n}-\theta_{k}\right) ; n \geq 1\right\} \text { a.s. }  \tag{3.31}\\
\left\{\frac { k } { \sqrt { n } } \left(\left.\sum_{i=1}^{n}\left(1-\frac{i}{n}\right)^{k-1} X_{i: n}-\frac{\theta_{k}}{k} \right\rvert\,<\infty\right.\right.  \tag{3.32}\\
\left.\left.\left\{1-\frac{i}{n}\right)^{k-1} X_{i: n}-\frac{\theta_{k}}{k}\right) ; n \geq 1\right\} \text { a.s. } \tag{3.33}
\end{gather*}
$$

In every case, we have that

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left(\liminf _{n \rightarrow \infty}\right)\left(\frac{n}{2 \log \log n}\right)^{1 / 2}\left(T_{n}-\theta_{k}\right) \\
& =\limsup _{n \rightarrow \infty}\left(\liminf _{n \rightarrow \infty}\right) \frac{k}{\sqrt{2 n \log \log n}}\left(\sum_{i=1}^{n}\left(1-\frac{i}{n}\right)^{k-1} X_{i: n}-\frac{\theta_{k}}{k}\right)  \tag{3.34}\\
& =(+) k \sigma_{k} \quad \text { a.s. } \\
& \qquad n^{1 / 2}\left(T_{n}-\theta_{k}\right) \xrightarrow{\mathrm{d}} N\left(0, k^{2} \sigma_{k}^{2}\right)  \tag{3.35}\\
& \quad \frac{k}{\sqrt{n}}\left(\sum_{i=1}^{n}\left(1-\frac{i}{n}\right)^{k-1} X_{i: n}-\frac{\theta_{k}}{k}\right) \xrightarrow{\mathrm{d}} N\left(0, k^{2} \sigma_{k}^{2}\right) \tag{3.36}
\end{align*}
$$

where

$$
\sigma_{k}^{2}=\operatorname{Var}\left(Y_{k}\right)
$$

$$
\begin{aligned}
Y_{k} & =-(1-U)^{k-1} F^{\leftarrow}(U)+\frac{\theta_{k}}{k}-\int_{0}^{1}\left(I_{\{U \leq t\}}-t\right)(1-k)(1-t)^{k-2} F^{\leftarrow}(t) d t \\
& =\int_{0}^{1}\left(I_{\{U \leq t\}}-t\right)(1-t)^{k-1} d F^{\leftarrow}(t) d t
\end{aligned}
$$

Remark If we replace

$$
\min \left\{X_{i_{1}}, \ldots, X_{i_{k}}\right\}
$$

by

$$
\max \left\{X_{i_{1}}, \ldots, X_{i_{k}}\right\}
$$

Then, similarly we have that

$$
\begin{aligned}
& \frac{1}{\binom{n}{k}} \sum_{(n, k)} \max \left\{X_{i_{1}}, \ldots, X_{i_{k}}\right\} \\
& =\frac{1}{\binom{n}{k}(k-1)!}\left(\sum_{i=1}^{n} i^{k-1} X_{i: n}+D_{1} \sum_{i=1}^{n} i^{k-2} X_{i: n}+\cdots+D_{k-1} \sum_{i=1}^{n} X_{i: n}\right)
\end{aligned}
$$

where $D_{1}, D_{2}, \ldots, D_{k-1}$ are constants depending on $k$ only. Thus, we can state an analogue of Theorem 3.4 for U-statistic

$$
\frac{1}{\binom{n}{k}} \sum_{(n, k)} \max \left\{X_{i_{1}}, \ldots, X_{i_{k}}\right\}, \quad n \geq k
$$

and L-statistic

$$
\frac{k}{n} \sum_{i=1}^{n}\left(\frac{i}{n}\right)^{k-1} X_{i: n}, \quad n \geq 1
$$

if we want. Thus, we can not only give an alternative proof of Theorem 1.1 of Gilat and IIill (1992), but also improve their result. For example, under the assumption (3.24), we have that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{k}{n}\left|\sum_{i=1}^{n}\left(\frac{i}{n}\right)^{k-1} X_{i: n}\right|<\infty \quad \text { a.s. } \tag{3.37}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
E\left(\left|\max \left\{X_{1}, \ldots, X_{k}\right\}\right|\right)<\infty \tag{3.38}
\end{equation*}
$$

In either case, we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{k}{n^{k}} \sum_{i=1}^{n} i^{k-1} X_{i: n}=E\left(\max \left\{X_{1}, \ldots, X_{k}\right\}\right) \quad \text { a.s. } \tag{3.39}
\end{equation*}
$$

Example Let $\left\{X, X_{n} ; n \geq 1\right\}$ be a sequence of i.i.d. random variables with common density function

$$
f(x)=\frac{5}{6(-x)^{11 / 6}} I_{\{x \leq-1\}}
$$

It is easy to check that

$$
E(|X|)=\infty
$$

Thus, Theorem 1.1 of Gilat and Hill (1992) can not be applied to

$$
\lim _{n \rightarrow \infty} \frac{k}{n^{k}} \sum_{i=1}^{n} i^{k-1} X_{i: n}
$$

However, note that $\frac{3}{4}>\frac{2}{3}$,

$$
E\left(|X|^{3 / 4}\right)<\infty
$$

and

$$
E\left(\mid \max \left\{X_{1}, \ldots, X_{k} \mid\right)<\infty, \quad \text { for all } k \geq 2\right.
$$

So (3.37), (3.38) and (3.39) imply that, for every $k \geq 2$,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{k}{n^{k}} \sum_{i=1}^{n} i^{k-1} X_{i: n} & =E\left(\max \left\{X_{1}, \ldots, X_{k}\right\}\right) \\
& =\int_{-\infty}^{-1} \frac{5 k x}{6(-x)^{(5 k / 6)+1}} d x \\
& =-\frac{5 k}{5 k-6} \quad \text { a.s. }
\end{aligned}
$$

## 4 The Law of the Logarithm for L-Statistics

Let $\left\{X, X_{n} ; n \geq 1\right\}$ be a sequence of i.i.d. random variables with

$$
\begin{equation*}
E(X)=0 \quad \text { and } \quad E\left(X^{2}\right)=1 \tag{4.1}
\end{equation*}
$$

and let $J(\cdot)$ be a Lipschitz function of order 1 defined on $[0,1]$. LIL for weighted sums of form $\sum_{i=1}^{n} J\left(\frac{i}{n}\right) X_{i}, n \geq 1$ established by Tomkins $(1975,1976)$ implies that,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\sum_{i=1}^{n} J\left(\frac{i}{n}\right) X_{i}}{\sqrt{2 n \log \log n}}=\left(\int_{0}^{1} J^{2}(t) d t\right)^{1 / 2} \quad \text { a.s. } \tag{4.2}
\end{equation*}
$$

By comparing (4.2) with (2.7), we can find that both (4.2) and (2.7) have the same framework except for two differences. One of them is, usually,

$$
\int_{0}^{1} J^{2}(t) d t \neq \operatorname{Var}(Y)
$$

where $Y$ is defined as in (2.2). On the other hand, Li, Rao and Wang (1995) show that, for almost all chices $\left\{c_{i, n} ; 1 \leq i \leq n, n \geq 1\right\}$ of triangular arrays of real numbers with

$$
\sup _{1 \leq i \leq n, n \geq 1}\left|c_{i, n}\right|<\infty,
$$

the weighted sums

$$
\sum_{i=1}^{n} c_{i, n} X_{i}, \quad n \geq 1
$$

obey the Law of the Logarithm, i.e.,

$$
\begin{equation*}
0<\limsup _{n \rightarrow \infty} \frac{\left|\sum_{i=1}^{n} c_{i, n} X_{i}\right|}{\sqrt{2 n \log n}}<\infty \quad \text { i.s. } \tag{4.3}
\end{equation*}
$$

It follows that

$$
\limsup _{n \rightarrow \infty} \frac{\left|\sum_{i=1}^{n} c_{i, n} X_{i}\right|}{\sqrt{2 n \log \log n}}=\infty \quad \text { a.s. }
$$

In this section, we give a version of (4.3) for L-statistics with no proof. See Li, Rao and Tomkins (1993) for the details of its prrof. Before we state our result, we introduce some more notation. Let $\mathcal{I}=\{(i, n) ; 1 \leq i \leq n, n \geq 1\}$. For a given probability measure $\nu$ on the Borel $\sigma$-algebra of $\mathcal{R}$, let $\mathcal{S}=\mathcal{S}(\nu$ denote the support of $\nu$. We will consider only those probability measures for which $\mathcal{S}$ is bounded. Let $P^{\prime}=\nu^{I}$ be the product probability measure on the Borel $\sigma$-algebra of $\mathcal{S}^{\mathcal{T}}$.

THeorem 3.1 (A Law of the Logarithm for L-Statistics) Let $\left\{X, X_{n} ; n \geq\right.$ 1\} be a sequence of i.i.d. random variables and $H(\cdot)$ a real valued measureable function defined on $\mathcal{R}$ such that

$$
E\left(H^{2}(X)\right)<\infty
$$

Then, for any given probability measure $\nu$ on the Borel $\sigma$-algebra of $\mathcal{R}$ with bounded support $\mathcal{S}=\mathcal{S}(\boldsymbol{\nu})$, there exists a set $\Omega_{0} \subset \mathcal{S}^{\mathcal{I}}$ such that

$$
\begin{equation*}
P^{\prime}\left(\Omega_{0}\right)=1 \tag{4.4}
\end{equation*}
$$

and for any $\left\{c_{i, n} ;(i, n) \in \mathcal{I}\right\} \in \Omega_{0}$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\liminf _{n \rightarrow \infty}\right) \frac{\sum_{i=1}^{n} c_{i, n} H\left(X_{i: n}\right)-n \mu}{\sqrt{2 n \log n}}=(\stackrel{+}{-}) \sigma \quad \text { a.s. } \tag{4.5}
\end{equation*}
$$

where

$$
\mu=E(H(X)) \int_{\mathcal{S}} t \nu(d t) \quad \sigma^{2}=E\left(H^{2}(X)\right)\left(\int_{\mathcal{S}}\left(t-\int_{\mathcal{S}} s \nu(d s)\right)^{2} \nu(d t)\right)
$$

Remark If $E(H(X))=0$ and $0<E\left(H^{2}(X)\right)<\infty$, then for almost all choices $\left\{c_{i, n} ;(i, n) \in \mathcal{I}\right\}$ of triangular arrays of real numbers with $\sup _{(i, n) \in I}\left|c_{i, n}\right| \leq$ $M<\infty$ for some constant $M>0$, the L-statistics

$$
\sum_{i=1}^{n} c_{i, n} H\left(X_{i, n}\right), \quad n \geq 1
$$

obey the Law of the Logarithm, i.e.,

$$
0<\limsup _{n \rightarrow \infty} \frac{\left|\sum_{i=1}^{n} c_{i, n} H\left(X_{i: n}\right)\right|}{\sqrt{2 n \log n}}<\infty \quad \text { a.s. }
$$

It follows that

$$
\limsup _{n \rightarrow \infty} \frac{\left|\sum_{i=1}^{n} c_{i, n} H\left(X_{i: n}\right)\right|}{\sqrt{2 n \log \log n}}=\infty \quad \text { a.s. }
$$

Thus, for almost all choices $\left\{c_{i, n} ;(i, n) \in \mathcal{I}\right\}$ of triangular arrays of real numbers with $\sup _{(i, n) \in T}\left|c_{i, n}\right| \leq M<\infty$, the LIL for L-statistics

$$
\sum_{i=1}^{n} c_{i, n} H\left(X_{i, n}\right), n \geq 1
$$

fails.

## NOTE

Some of the results of this paper were taken from the technical report of Li , Rao and Tomkins (1993).
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