
lGARee'97 
1997 International Geoscience and 
Remote Sensing Symposium 

03-00 August 1997 
I 

Singapore International Convention & Exhibition Centre • Singapore 

Remote 5ensing — A Scientific Vision for 
Sustainable Development 

Bimi 016 

Volume II 
IEEE Catalog Number:   97CH36042 
library of Congress Number:   97-70575 

DTIC QUALITY INSPECTED 1 



1997 IEEE INTERNATIONAL (3E0SCIENCE AND REMOTE SENSING SYMPOSIUM 

Editor. Tammy I. Stein 
Production:     IEEE Publications 

Copyright and Reprint Permissions: Abstracting is permitted with credit to the source, 
libraries are permitted to photocopy beyond the limits of U.S. copyright law for private use of 
patrons those articles in this volume that carry a code at the bottom of the first page, 
provided the per-copy fee indicated in the code is paid through the Copyright Clearance Center, 
222 Rosewood Drive, Danvers, MA 01923. For other copying, reprint, or republication 
permission, write to the IEEE Copyright Manager, IEEE Service Center, 445 Hoes Lane, 
Piscataway, NJ 0Ö655-1331. All rights reserved. Copyright © 1997 by The Institute of 
Electrical and Electronics Engineers, Inc. 

IEEE Catalog Number: 97CH36042 (softbound) 
97CB36042 (casebound) 

library of Congress Number : 97-70575 

ISBN Softbound: 0-7Ö03-3Ö36-7 
ISBN Casebound: 0-7Ö03-3637-5 
ISBN Microfiche: 0-7Ö03-3S-3Ö-3 
CD-ROM: 0-7503-3Ö39-1 
ISSN: N/A 

Additional copies of this publication are available from the following source: 

IEEE Operations Center 
P. 0. Box 1331 
445 Hoes Lane 
Piscataway, NJ 0ÖÖ55-1331 USA 

1-S00-67S-IEEE 
1-90Ö-9Ö1-1393 
1-90Ö-9Ö1-9667 (FAX) 
Ö33-233 (Telex) 
email: customer.services(S>ieee.org 



IEEE 

Founded 1905 

■\ 

LDSR 

tJRS^: 

IGAR55'97 
1997 International Geosdence and 
Remote Sensing Symposium 

03-00 August 1997 

Sponsors 

IEEE Geoscience and demote Sensing Society 

Centre for Remote Imaging, Sensing and Processing 
The National University of Singapore 

National Aeronautics and Space Administration (NASA) 

National Oceanic and Atmospheric Administration (NOAA) 

Office of Naval Research (ONR) 

International Union of Radio Science (URSI)... Technical Sponsor 



ORGANIZING COMMITTEE 

Hock Lim 

General Chairman 

Tat Soon Yeo 

Janet Nichol 

Jian Kang Wu 

Dayalan Kasilingam 

Technical Co-Chairmen 

Leonq Keong Kwoh 

Finance Chairman 

Karen Wong 
Publicity Chairman 

Choonq \Neng Mak 
Ngi Kun Chng 

Exhibits Co-Chairmen 

Jonnovan Hong 

Chiat Keng Yew 
Fen He 

Local Arrangements 

Co-Chairmen 

Tammy Stein 
GRSS 

Director of Conferences 

and Information Services 

TECHNICAL COMMITTEE 

Alpers, Werner 

Aschbacher, Josef 

Bechacq, Yves 

Blanchard, Andrew J. 

ESoerner, Wolfgang-Martin 

Cracknell, Arthur 

Chan, Philip 

Chappelle, Emmett W. 
Chen, AJ. 

Choi, Soon Dal 

Chua, Poh Kian 

Chuah, Hean Teik 

Cumming, Ian 

D'Aranjo, Wesley Gerard 

Ducho66o\e, G. 
Durana, Jim 

Forster, Bruce 
Friedman, Ami Ben-Shalom 

Fung, Adrian 
Gasiewski, Albin J. 
Gatlin, James A. 

Goodenough, David 
<3uo, Huadong 

Gupta, Avijit 
Hallikainen, Martti T. 

Hardesty, P. Michael 
Ho, Anthony 

Hong, Ye 

Ishimaru, Akira 
Jackson, Thomas J. 

Kam, Suan-Pheng 

Keydel, Wolfgang 
Khazenie, Nahid 

Khorram, Siamak 
Kong, J.A. 

Kuga, Yasuo 
Lau, William K.M. 

Le Toan, Thuy 

Lee, Jong-Sen 

Lewis, Anthony J. 

Liew, Soo Chin 

Lin, l-l 

Lu,YiHui 
Lui, Pao Chuen 

Luther, Charles 

Mariton, Michel 

Massonet, Didier 

Milne, Anthony K. 

Moon, Wooil M. 

Murai, Shunji 

Nik Nasruddin Mahmood 

Njoku, Eni 

Ong, Jin Teong 

Pampaloni, Paolo 
Prati, C. 

Quegan, Shaun 
Quek, Gim Pew 

Rais, Jacob 
Reagan, John 
Pees, W.G. 

Salomonson, Vincent 
Schumann, Robert 

Shimoda, Haruhisa 
Shu, Peter K. 
5\eber, Alois 
Singh, Kuldip 
Su, Guaning 
Takagi, Mikio 

Tan, Bernard T.G. 
Tiiton, James C. 

Tomiyasu, Kiyo 
Tsang, Leung 

Ulaby, Fawwaz 
Wiesbeck, Werner 

Winebernner, Dale 

Zhang, Cheng Bo 



IGAR55'97 
1997 International Geoscience and 
Remote Sensing Symposium 

03-00 August 1997 

Table of Contents 



Interactive Area It Aerosols 

IGARSS'97 DIGEST VOLUME I 

Aerosol Profile Variations Retrieval Through Kernel Functions in the Oxygen Absorption Band at 762 nm 3 
Gabella, M„ A. Leone, and G. Perona 

Atmospheric Correction of Landsat-TM Images Using Radiative Transfer Code with Image-Extracted Aerosol Optical NA 
Depth 

Kwon, T.Y., K.S. Ryu, S.N. Oh, and KG. Lee 

Seasonality of Ozone Profile at Reunion Island: The Role of Biomass Burning and of Transport 6 
Randriambelo, T., S. BaldyandM. Bessafi 

Preliminary Aerosols Observations by Lidar Technique at Reunion Island (20.8° S, 55.5°E) NA 
Riviere, E., andJ. Leveau 

Interpretation of Ground-Based Measurements of Atmospheric Aerosols 9 
Sano, I., S. Mukai, M. Yasumoto, K. Masuda, M. Sasaki and H. Ishida 

Lidar Investigation of Time and Spatial Distribution of the Atmospheric Aerosol in Mountain Valley NA 
Savov, P., and I. Kolev 

Interactive Area 2: Applications of Radar and SAR Techniques 

HF Radar Detection and Tracking of Oil Spills in the Marine Environment NA 

Anderson, S.J. 

High Spatial Resolution Radar Altimetry for Global Earth Topography Mapping 15 
Angino, G., F. Impagnatiello and C. Zelli 

Radar-Radiometer Images of the Zone of Underwater Gas Jet Activity NA 
Arakelian, A.K. 

RA-2 Radar Altimeter: Instrument EM Model Performance Results 
Zelli, C, F. Prowedi, F. Buscaglione andR. Croci 

18 

Ultrawideband Radar Tolerance to Antennas Phase Distortion NA 
Cherniakov, M., and L. Donskoi 

Combined Radar-Radiometer System for the Earth Surface Remote Sensing and Efficiency of Radar-Radiothermal NA 
Images in Environmental Monitoring 

Hambaryan, A.K., andA.K. Arakelian 

Non-Spherical Hydrometeor Signature in Melting Layer Obtained with Ku-Band Multi-Parameter Radar NA 
Hanado, K, H. Hiroaki, and H. Kumagai 

Relief Restitution by Radargrammetry Using RADARS AT Images: Example in French West Indies 21 
Marinelli, L., 0. Ferger, L. Laurore and V Poujade 

SARSCAT-A Ground-Based Scattermeter for Space-Borne SAR Applications 24 
Wu, J., and B. Sun 

"NA " indicates not available at time of printing. 



Interactive Area 3: Applications of Remote Sensing 

Artificial Recharge Studies Through Remote Sensing in Central Part of Tamil Nadu, India 29 
Anbazhagan, S., S.M. Ramasamy and J.M. Edwin 

Satellite Remote Sensing of Arctic Marine Mammals Sea-Ice Habitats NA 
Belchansky, G.I., I.N Mordvintsev, V.G. Petrosian, W.G. Garner andD.C. Douglas 

Global Survey of Jet Contrails Using AVHRR Data: Spatial Distributions and Optical Property Retrievals 32 
Kliche, D.V., J. Chou, J.M. Weiss, S.A. Christopher, R.M. Welch, T. Berendes andKS. Kuo 

Reception Condition of Optimization in the Case of Simulated by the Regression Models Earth Surface Parameters NA 
Esitmation by Passive Remote Sensing 

Kravchenko, V.E, V.K. Volosyuk and V.R. Tilinskii 

Recent Observing System Experiments on the Impact of ERS Scatterometer Wind Data on Numerical Weather 35 
Simulations of Cold Surges 

Lim, T.K., R. Zhang, LI. Lin, D. Kasilingam and V.H.S. Khoo 

Coastline Detection with Polynomial Transforms and Markovian Segmentations 38 
Moctezuma, M., B. Escalante, R. Mendez, J.R. Lopez, and F. Garcia 

Applications of ERS S AR-Interferometry in Hydrologie Modelling NA 
Riegler, G., K.P. Papathanassiou and W. Mauser 

The Concept of Russian Fisheries Industry Service for Satellite Monitoring of Fishing Areas in Global Ocean 41 
Romanov, A., A. Rodin and V. Mishkin 

The Probability Description of Diurnal Solar Radiation Absorption in the Atmosphere Within Different Regions NA 
Rublev, A.N., A.N. Trotsenko andN.E. Chubarova 

The Estimate of Atmospheric Solar Radiation Absorption Over the Moscow Area Using Data the AVHRR/NOA A N A 
Rublev, AN, A.N. Trotsenko, N.E. Chubarova andP.Y. Romanov 

Estimating Potential Mosquito Breeding Sites and Malaria Using Satellite Remote Sensing Techniques NA 
Saarnak, C.F.J.T. Nielsen and S. Lindsay 

Estimation of Precipitable Water from GMS-5 Split Window Channels NA 
Sun, A.S., and S.H. Sohn 

Land-Use Classification Using Temporal S AR-Images 44 
Torma, M., and J.Koskinen 

Using RADARS AT-1 for Fisheries Enforcement Operations 47 
Wahl, T. 

The Detection of the Great Wall Using SIR-C Data in North-Western China 50 
Xinqiao, L, G. Huadong andS.Yun 

Interactive Area 4: Atmospheric Sounding 

Water Vapor Profile Retrieval Possibilities by Low Angle GPS Data NA 
Gaikovich, K.P., andM.B. Tchernjaeva 

Application of Kitt Peak Solar Flux Atlas for Studying Air Pollution in Tokyo Area 55 
Jianguo, N, D. Tanaka, X Yanquen, Y. Sakurada, H. Kuze andN. Takeuchi 



Atmospheric Temperature Profile Retrieval Using Multivariate Nonlinear Regression 58 
Miao, J., K. Zhao and G. Heygster 

Retrieval of Total Water Vapor in Polar Regions Using SSM/T2 Channels 61 
Miao, J., N. Schlueter and G. Heygster 

TOVS and ATOVS Retrievals for Local Use NA 
Rochard, G. 

Interferometric Sounding of the Atmosphere for Meteorology NA 
Wilson, S.H.S., N. Atkinson, P.J. Rayer, J. Smith and D.R. Pick 

Simulation on Determination of Cirrus Cloud Optical and Micro-physical Properties from Satellite IR Measurements: NA 
New Channel Approach 

Xu, L., G. Zhang, and J. Ding 

Interactive Area 5: Clouds and Precipitation 

Radiance Thresholds and Texture Parameters for Antarctic Surface Classification 67 
Baraldi, A, G. Meloni, and F. Parmiggiani 

Dual-Frequency and Multiparameter Radar Techniques for Rain/Snow Measurements NA 
Horie, H., R. Meneghini, H. Kumagai, andN. Takahashi 

A Rainfall Estimation with the GMS-5 Infrared Split-Window and Water Vapour Measurements NA 
Kurino, T. 

Radar and Microwave Radiometer Sensing of Typhoon Ryan 70 
Mitnik, M.L., L.M. Mitnik and M.K. Hsu 

Cloud and Sea Ice Detection Using NOAA/AVHRR Data 73 
Muramoto, K., H. Saito, K. Matsuura and T. Yamanouchi 

Lidar Observation of Multiple Scattering in Fogs and Clouds in the Low Atmosphere NA 
Tatarov, B., B. Kaprielov, V Naboko, A Blagov and I. Kolev 

Interactive Area 6: Crops. Soils and Forestry 

Technology of the AVHRR Data Processing and Their Application for the Solution of Agronmeteorological Problems NA 
Arushanov, M.L., E.N. Alexeev, andLN. Kanash 

Improved Fourier Modelling of Soil Temperature Using the Fast Fourier Transform Algorithm 79 
Axelsson, S.R.J. 

Modeling Bidirectional Radiance Distribution Functions of Conifer Canopies Using 3-D Graphics 84 
Burnett, C.N., G.J. Hay, K.O. Niemann andD.G. Goodenough 

Forest Cartography of Spain Based on the Classification of NOAA-AVHRR Multitemporal Images 87 
Gonzalez-Alonso, E, and J.L. Casanova Roque 

Remote Sensing for Estimating Chlorophyll Amount in Rice Canopies 89 
Hong, S., S. Rim, J. Lee, and J. Kim 

"NA " indicates not available at time of printing. 



Estimation of Leaf Area Index and Total Dry Matter of Rice Canopy by Using Spectral Reflectance Field 92 
Lee, J.T., C.W. Lee, S.Y. Hong andM.E. Park 

Spectral Unmixing and Mapping of Surface Features Related to Soil Erosion 95 
Metternicht, G.I., and A. Vermont 

Simulation of Forest BRDF with the Coupling of High and Medium Resolution Reflectance Models NA 
Pinel, V, andJ.P. Gastellu-Etchegorry 

Forest Decline Dynamics Around the Severonickel Smelter in the Kola Peninsula, Arctic Russia: Remote Sensing and NA 
Mathematical Modelling 

Rigina, 0., 0. HagnerandH. Olsson 

Ku-Band SAR Data for Bare Soil Moisture Retrieval Over Agricultural Fields 98 
Sano, E.E., M.S. Moran, A.R. Huete, and T. Mima 

Airborne Remote Sensing to Support Precision Farming 101 
Wehrhan, M.J.G., and T.M. Selige 

Amazon Rainforest Visualisation/Classification by Orbiting Radar, Enabled by Supercomputers (ARVORES) 104 
Siqueira, P., B. Chapman, S. Saatchi, and T. Freeman 

Utilization of Coherence Information from JERS-1/SAR for Forest Type Discrimination 107 
Takeuchi, S., and C. Yonezawa 

Monitoring Changes in the Tropical Moist Forests of Continental Southeast Asia NA 
Wagner, T.W., andK. Nualchawee 

Interactive Area 7: Damage Assessment and Management 

A Flexible Environment for Earthquake Rapid Damage Detection and Assessment 113 
Casciati, F., P. Gamba, F. Giorgi, A. Marazzi and A. Mecocci 

Remote Sensing of Global Fire Patterns, Aerosol Optical Thickness and Carbon Monoxide During April 1994 116 
Christopher, S.A., M. Wang, D.V. Küche, R.M. Welch, S. Nolf, and VS. Connors 

Use of SIR-C/X-S AR to Monitor Environmental Damages of the 1991 Gulf War in Kuwait 119 
Dobson, M.C., A.Y. Kwarteng andF.T. Ulaby 

Modelling of Human Dimension on Soil Erosion Processes for Remote Sensing Applications 122 
Gaillard, C, F. Zagolski and F. Bonn 

Moisture and Temperature Condition of Lahar-Affected Area Around Mt. Pinatubo 125 
Inanaga, A., M. Watanabe, J.D. Rondal, M. Yoshida, T. Ohkura andA.G. Micosa 

Evaluation of RADARS AT Image for Landslide Susceptibility Mapping: Application in Bolivia 128 
Peloquin, S., Q. Hugh, J. Gwyn, D. Haboudane, R. Mendez andLA. Rivard 

The Use of ERS SAR Interferometry for Planning and Monitoring of Siberian Pipeline Tracks NA 
Streck, C, and U. Wegmuller 



Interactive Area 8: Detection of Buried Objects and Voids 

Near Field SAR and Noisy Target Identifications 133 
Afifi, M.S., andAG. Al-Ghamdi 

Reconstruction of a 3-Dimensional High-Contrast Penetrable Object in the Pulsed Time Domain by Using the Genetic 136 
Algorithm 

Choi, H.K., S.K. Park and J.W. Ra 

The Properties of GPR Antennas Near Lossy Media Calculated by FD-TD Method NA 
Guangyou, F., andZ. Zhongzhi 

Imaging Layered Subsurface Using a Multi-Frequency, Coil-Type Sensor NA 
He, X, and C. Liu 

Imaging the Shape of a Two-Dimensional Cylindrical Void Near a Plane Surface by Electromagnetic Wave Scattering NA 
Liu,L., and L. Xiao 

Generalized Detection Algorithm for Signals with Stochastic Parameters 139 
Tuzlukov, V.P. 

Applications of Ground Penetrating Radar Forward Calculus with Finite Offset for Point Scattering 142 
Wang, H. 

Derivative Seismic Processing Method for GPR Data 145 
Yu, H, andXYing 

Detection of the Man-Made Objects (PIPES) with Electromagnetic Induction NA 
Zhu, K, T. Sakurai and F. Tohyama 

Interactive Area 9: Detection and Monitoring of Ships and Ocean Pollution 

Sea Surface Imaging at Millimeterwave Frequencies NA 
Boehmsdorff, S., andH. Essen 

Wind Data in Operational Oil Spill Detection Using ERS SAR NA 
Espedal, H.A., and T. Hamre 

Ship and Ship Wake Detection in the ERS SAR Imagery Using Computer-Based Algorithm 151 
Lin, I.I., L.K. Kwoh, Y.C. Lin and V. Khoo 

Oil Spills Detection Using ALMAZ-1 and ERS-1 SAR NA 
Litovchenko, K.T., andAY. Ivanov 

Adapting Operations of the Radarsat SAR to Enhance Ship Monitoring 154 
Luscombe, AP., andL. Lightstone 

Incorporation of Prior Knowledge in Automatic Classification of Oil Spills in ERS SAR Images 157 
Schistad Solberg, AH., and E. Volden 

Phytoplankton's Fluorescence-Possible Tool for Remote Detection of the Radioactive Pollution in the Ocean NA 
Tsipenyuk, D. Yu. 

Automatic Detection of Ship Tracks in Satellite Imagery 160 
Weiss, J.M., R. Luo, andRM. Welch 

"NA " indicates not available at time of printing. 



Interactive Area 10: Emission and Scattering 

Rainfall Effect on Microwave Thermal Emission Characteristics of Sea Surface NA 
Bulatov, M.G., V.G. Pungin and E.I. Skvortsov 

Studies of BRDF in Conifer and Deciduous Boreal Forests Using the 4-Scale Model and Airborne POLDER and 165 
Ground-Based PARABOLA Measurements 

Chen, J.M., S.G. Leblanc, J. Cihlar, P. Bicheron, M. Leroy, D. Deering and T. Eck 

Six Years of Microwave Radiative Transfer Validation Using Airborne Radiometers: The Main Results NA 
English, S.J., T.J. Hewison, andPJ. Rayer 

Feasability to Measuring Directly Distribution of the Emissivitied of Territorial Surface on the Remote Sensing 168 
Platforms 

Zhang, R., X. Sun and Z. Zhu 

Third Order Microwave Radiative Transfer Equation Solution with SSM/I Data NA 
Givri, J.R., andEA. Decamps 

A Comparison of Mixture Modeling Algorithms and Their Applicability to the MODIS Data 171 
Kalluri, S.N.V., C. Huang, S. Mathieu-Marni, J.R.G. Townshend, K. Yang, R. Chellappa and A. Fleig 

Retrieval of Bidirectional Reflectance Distribution Function (BRDF) at Continental Scales from AVHRR Data Using 174 
High Performance Computing 

Kalluri, S.N.V., Z. Zhang, S. Liang, J. Jaja, andJ.R.G. Townshend 

Radiative Transfer Analytical Solutions for Remote Sensing Through the Atmosphere NA 
Katkovsky, L.V. 

RCS Computation of Dielectric-Coated Bodies Using the Conjugate Gradient Method and the Fast Fourier Transform NA 
Neo, C.P., M.S. Leong, L.W. Li andT.S. Yeo 

Study of the Polarization Behavior of Complex Natural and Man-Made Clutter at Middle and Grazing Angles 177 
Onstott, R.G. 

Sensitivity Analysis for a SAR Backscatter Model NA 
Slatton, K.C., MM. Crawford, J.C Gibeaut andR.O. Gutierrez 

Determination of the Earth's Emissivity for Use in Studies for Global Climate Change 180 
Stephenson-Hawk, D., K. Stephens and A. Shah 

A New Approach to the Problem of Wave Scattering in Random Media and Its Application to Evaluating the Effective 184 
Permittivity of a Random Medium 

Tateiba, M. 

Algorithms for Retrieving Land Surface Temperatures and Emissivities from Satellite Radiative Measurements NA 
Zhao, G., andH.Q. Wang 

Interactive Area 11; Geology and Geomorphologv 

Influence of Neotechtonic Movements on Exogenic Processes on the Territory of the Russian Plane NA 
Bronguleyev, V.V. 

Spectral and Geomorphometirc Discrimination of Environmental Units: Application to the Geomorphological 189 
Processes of Land Degradation 

Haboudane, D., F. Bonn, S. Peloquin, A. Royer, and S. Sommer 



Geo-Environmental Assessment of Landslide Hazards in the Sikkim Himalaya Utilising Remote Sensing Techniques NA 
for Sustainable Development in the Mountain Environment 

Krishna, A.P. 

Environmental Geoscientific Assessment for Sustainable Development Priorities in Sikkim Himalaya: An Integrated NA 
Remote Sensing Approach 

Krishna, A.P., and Y.K. Rai 

Balance and Restoration of Three Cross-Sections in Eastern Tethys-Himalayan Orogeny Belt in Southwest China NA 

Qing, X. 

Analysis of the Areal Valcanism Zones of Klyuchevskoy Volcano Using SIR-C Data NA 

Shkarin, V.E., V.V. Zaitsev andA.P. Khrenov 

The Design of a Methodology for Volcanic Hazard Mapping Using GIS and Remote Sensing Techniques in the 192 
Bulusan Volcano Area, Bicol District, Phillippines 

Slob, S. 

New Principles of Morphotectonic Mapping of Asia NA 

Timofeev, D.A., and V.V. Bronguleyev 

Interactive Area 12; GTS 

Geographical Information System (GIS) Based on National Base Maps of Iran at 1:100,000 by Satellite Images NA 
Bushehri, S.N., andN. Khorsandian 

Integration of GIS and Remote Sensing Techniques for EIA in Chilika Lake Region (India) NA 
Das, T.K., O. Dikshit, and KS. Bhatta 

Desertification and Land Degradation Using High Resolution Satellite Data in the Nile Delta, Egypt 197 
El-Khattib, H.M., N.M. El-Mowelhi and A.A. El-Salam 

Biodiversity Assessment Using GIS and RS Technology for Protected Area Management and Conservation in Xe NA 
Paine, Laos PDR 

Kamal, G.M. 

On Integrated Scheme for Vector/Raster-Based GIS's Utilization 200 

Kim, K.S., M.S. Kim and K. Lee 

The Application of Rational Formula Based on Remote Sensing and Geographical Information Systems NA 

Leu, C. 

Precision Rectification of Airborne SAR Image 204 

Liao, M., and Z. Zhang 

Contribution of Mathematical Morphology and Fuzzy Logic to the Detection of Spatial Change in an Urbanized Area- 207 
Towards a Greater Integration of Image and Geographical Information Systems 

Maupin, P., P. Le Quere, R. Desjardins, M.C. Mouchot, B. St-Onge andB. Solaiman 

Correlation Between Malaria Incidence and Changes in Vegetation Cover Using Satellite Remote Sensing and GIS NA 
Techniques 

Nualchawee, K, P. Singhasivanon, K. Thimasarn, D. Darasri, K. Linthicum, S. Suvannadabba, 
PL. Rajbhandari, andR. Sithiprasasna 

Application of Remote Sensing for Assessing the Habitat Structure of the Whooping Cranes in Nebraska, USA NA 
„„„ „   J Richert, A., S. Narumalani, S. Riehen and K. Church 
NA   indicates not available at time of printing. 



An Application of GIS Information and Remotely Sensed Data for Extraction of Landslide 210 
Shikada, M., Y. Suzuki, T. Kusaka, S. Goto and Y. Kawata 

Accuracy Assessment of Elevation Data Obtained from Radarsat Stereo Images 213 
Singh, K., O.K. Lim, L.K. Kwoh andH. Lim 

Parallel Ladex Spatial Index Mechanism 216 
Xiao, W., and Y Feng 

Spatial Information System Applications for Sustainable Development in Korea: Necessity, Possibility and NA 
Methodology 

Xiu-wan, C, C. An, D. Shin, and S. Oh 

GIS Modeling in Coastal Flooding Analysis: A Case Study in the Yellow River Delta, China 219 
Yang, X. 

Software Development Project for the National Geographic Information System (NGIS) Initiative NA 
Yang, Y.K., J.H. Lee and C.HAhn 

Combination Between Remote Sensing and Ecosystem Observation Network in China 222 
Zhang, Q., and R. Zhang 

Interactive Area 13; Ground Penetrating Radar 

Full-Wave 3D Modeling of Ground-Penetrating Radars by a Finite Element/Boundary Element-Hybrid Technique 227 
Eibert, T.F., V. Hansen andN. Blindow 

Subsurface Remote Sensing with Electromagnetic Pulsed Beam NA 
Kolchigin, N.N., S.N. Pivnenko and V.M. Lomakin 

GPR Attenuation Tomography for Sensing Subsurface Contaminants NA 
Liu, L. 

Mineral Sands Deposits Investigation in Australia Using Subsurface Interface Radar (SIR) NA 
Marschall, D.L., andRA. Marschall 

Scattering from Periodically Located Objects Embedded Near the Randomly Rough Surface of a Moist Soil 230 
Timchenko, A.I., and V.P. Tishkovets 

The Applications of GPR to Civil Engineering in China 232 
Ying, X, and H. Yu 

Interactive Area 14; Image Processing 

Separation of Character Strings and High Quality Vectorization for Digitized Korean Cadastral Map Images 237 
Bang, K., andD. Hong 

A Multi-Strategic Approach for Land Use Mapping of Urban Areas by Integrating Satellite and Ancillary Data 240 
Caetano, M., J. Santos and A. Navarro 

Development of a Feature-Based Approach to Automated Image Registration for Multitemporal and Multisensor 243 
Remotely Sensed Imagery 

Dai, X, and S. Khorram 

Imitation Modeling of Radar Images Using a Complexing Method NA 
Gernet, N.D. 



A Quality Assurance Algorithm for NASA Scatterometer Wind Ambiguity Removal 246 

Gonzales, A.E., andD.G. Long 

Mosaicking of ERS SAR Quicklook Imagery of South East Asia 249 

Kwoh, L.K., X. Huang andM. Li 

Change Detection from Remotely Sensed Multi-Temporal Images Using Morphological Operators 252 
Le Quere, P., P. Maupin, R. Desjardins, M.C. Mouchot, B. St-Onge andB. Solaiman 

Symbolic Data Analysis of Multitemporal Data: An Application to Seasonal Analysis NA 

Prakash, H.N.S., P. Nagabhushan andK.C. Gowda 

Multiscale Markov Random Fields for Large Image Data Sets Representation 255 

Rehrauer, H., K. Seidel andM. Datcu 

258 

261 

NA 

Gibbs Random Field Models for Image Content Characterization 

Schweden M., K. Seidel andM. Datcu 

Techniques for Large Zone Segmentation of Seismic Images 

Simaan, MA. 

SAR Image Interpretation Based on Markov Mesh Random Fields Models 
Struts, P.C., F. Giorgini, A Martuccelli, M. Petrou andS.G. Dellepiane 

Automatic Segmentation of Oceanic Linear Structures on AVHRR Thermal hrfra-Red Images NA 

Thonet, H., B. Lemmonier and R. Delmas 

Segmentation of Multispectral Remote-Sensing Images Based on Markov Random Fields 264 

Tsai, I.W., andD.C. Tseng 

Interactive Area 15; Land Cover Applications 

Land Cover Change: A Method for Assessing the Reliability of Land Cover Changes Measured from Remotely 269 
Sensed Data ' 

Aspinall, R.J., andMJ. Hill 

Remote Sensing of the Effects of Irrigation Activities on Vegetation Health in Ephemeral Wetlands of Semi-Arid 272 
Australia 

Benger, S.N. 

Mapping Pastures in Eastern Australia with NOAA-AVHRR and Landsat TM Data 275 

Hill, M.J., and G.E. Donald 

Evaluating Quaternary Climatic Change in West Africa Using the NOAA AVHRR 1KM Land Dataset 278 

Nichol, J. 

Landuse Planning for Sustainable Development of Southeastern Desert of Egypt An Integrated Remote Sensing and NA 
GIS Approach 6 

Rahman, S.I. Abdel 

The Method of Early Drought Detection with AVHRR/NOAAData 

Spivak, L., A. Terehov, N. Muratova and O. Arkhipkin 

Land Cover Classification of East Asia Using Fourier Spectra of Monthly NOAA AVHRR NDVI Data 284 

Sugita, M., and Y. Yasuoka 

Identifying Urban Features Using RADARS AT Images Taken at Multiple Incidence Angles 287 

.»A.-* ... Weydahl,DJ. 
NA  indicates not available at time of printing. 

281 



Interactive Area 16: Optical Measurement of the Ocean 

On the Peculiarities of SSMfl Brightness Temperature Variations in Kuroshio Region NA 
Chemy, I.V., and V.P. Nakonechny 

Simulation of Satellite Measurements of Radiance over Water for Operational Testing of MODIS Ocean Color NA 
Algorithms 

Fleig.AJ., andK. Yang 

Resolution Enhancement in SAR Images 293 
Guglielmi, V, F Castanie and P. Piau 

Diffuse Reflectance of the Optically Deep Sea Under Combined Illumination of Its Surface 296 
Haltrin, V.l. 

Light Scattering Coefficient of Seawater for Arbitrary Concentrations of Hydrosols 299 
Haltrin, V.l. 

Multi-Wavelength Laser Scattering at the Air-Sea Interface 302 
Lin, C.S. 

The MUBEX Experiment - Validation of Satellite Data and Air-Sea Interaction Studies at Mutsu Bay, Japan NA 
Llewellyn-Jones, D.T., IM Parkes, DJ., R. Yokoyama, S. Tamba, M. Takagi, C.T. Mutlow, 

T. Nightingale, C. Donlan and V. Bennett 

Line Noise Extraction of Thermal Infrared Camera Image in Observing Sea Skin Temperature 305 
Tamba, S., andR. Yokoyama 

Spatial and Temporal Behaviors of Sea Skin Temperature Observed by Thermal Infrared Camera 308 
Tamba, S., S. Oikawa, R. Yokoyama, I. Redley, I. Parkes and D. Llewellyn-Jones 

MUBEX: Japan and U.K. Collaboration for Mutsu Bay Sea Surface Temperature Validation Experiment 311 
Yokoyama, R., S. Tamba, T. Souma, D. Llewellyn-Jones and I. Parkes 

Laser Spark Spectroscopy in Remote Sensing of Sea and Land Surfaces Element Analysis NA 
Tsipenyuk, D.Yu, and MA. Davydov 

Interactive Area 17; Remote Sensing Data Processing Techniques 

Simulation of Split-Window Algorithm Performance 317 
Axelsson, S.R.J., and B. Lunden 

Analysis of Single and Multi-Channel SAR Data Using Fuzzy Logic 322 
Benz, U. 

Processing and Validation of the ERS-1 Radar Altimeter Data at the Italian PAF 325 
Celani, C, A. Bartoloni and F. Nirchio 

A Visual Tool for Capturing the Knowledge of Expert Image Interpreters: A Picture is Worth More than a Thousand 328 
Words 

Crowther, P., J. Hartnett, andR.N. Williams 

Data-Driven Decomposition of Mixed Pixels for Crop Area Esitmation NA 
Gebbinck, M.S.K., and T.E. Schouten 



Radarsat Processing Using the Desk-Top Synthetic Aperture Radar Processor NA 
Goulding, M., PR. Lim, L. WilkecmdP. Vachon 

Congestion Data Acquisition Using High Resolution Satellite Imagery and Frequency Analysis Techniques 331 
Kim, K.H., J.H. Lee and B.G. Lee 

Geoinformation Monitoring System - Gims (The Concept, Structure, Examples of Application) NA 
Krapivin, V.F., and A.M. Shutko 

The ENVISAT-1 Advanced Synthetic Aperture Radar Generic Processor NA 
Lim, P.R., D.R. Stevens, D. Rae, Y.L. Desnos, H. LaurandT. Gach 

A Framework for SAR Image Classification: Comparison of Co-Occurrence Method and a Gabor Based Method 335 
Manian, V, andR. Vasquez 

A Network Distributed Processing System for TRMM Ground Validation NA 
Merritt, J.H., N.T. Nguyen, D.E. Wolff andD. Han 

Fuzzy Supervised Classification of JERS-1 SAR Data for Soil Salinity Studies 338 
Metternicht, G.I. 

Land Cover Change Detection Using Radiometrically-Corrected Multi-Sensor Data NA 
Mispan, M.R., and P.M. Mather 

Quality Assurance of Global Vegetation Index Compositing Algorithms Using AVHRR Data 341 
van Leeuwen, W.J.D., T.W. Laing andA.R. Huete 

Interactive Area 18: Remote Sensing of the Ocean 

Investigations of Possibilities of Using SAR Data for Monitoring of Volga Estuary and Kalrnykija Shore of Caspian 347 
Sea 

Armand, N.A., A.S. Shmalenyuk, Y.F. Knizhnikov, VI. Kravtsova and E.N. Baldina 

Laboratory Investigations of Nonlinear Surface Wave Transformation in a Field of Two-Dimensionally 350 
Inhomogeneous Currents 

Bakhanov, V.V., S.D. Bogatyrev, VI. Kazakov and O.N. Kemarskaya 

Global Optimization Algorithms for Field-Wise Scatterometer Wind Estimation 353 
Brown, C.G., andD.G. Long 

Retrieval of Air-Water Interaction by Thermal Radio Emission Dynamics at 60 GHZ NA 
Gaikovich, K.P. 

Ka-Band Ocean Wave-Radar and Wave Envelope-Radar Modulation Transfer Function Measurements and Modeling NA 
Grodsky, S.A., V.N. Kudryavtsev and A.N. Bol'shakov 

Gulf Stream Signatures and Surface Wave Observation Using ALMAZ-1 SAR NA 
Grodsky, S.A., V.N. Kudryavtsev andAJ. Ivanov 

Ocean Wave Spectrum Reconstruction for ERS -1 Satellite Scatterometer Data 356 
He, Y, andJ. Zhao 

The Fine Grained Sediment Load of the Mississippi River: A Land Building Commodity NA 
Huh, O.K. 

"NA " indicates not available at time of printing. 



Studies of Ocean Surface Processes Which Influence Climate NA 
Jenkins, A.D., H.A. Espedal, H. Drange and O.M. Johannessen 

SICH-1 Real Aperture Radar Imagery of Ocean Temperature Fronts NA 
Malinovsky, V.V., A.V. Rodin and V.N. Kudryavtsev 

Validation of Models and Algorithms for Microwave Radiometrie Investigations of Tropical Cyclones 359 
Petrenko, B.Z., A.F. Nerushev, LI. Milekhin and G.K. Zagorin 

Bistatic Model of Ocean Scattering NA 
Picardi, G., R. Seu and S. Sorge 

Azimuthai Anisotropy of Sea Surface Polarized Microwave Emission NA 
Pospelov, M. 

Simultaneous Observation of Oceanic and Atmospheric Internal Waves by Air-Borne Dual Polarization Ku-Band Side NA 
Looking Radar 

Pungin, V.G., and M.I. Mityagina 

The Satellite Data "Resource" and NOAA/AVHRR for Black Sea Dynamics Investigation NA 
Stanichy, S.V., and D.M. Solov'ev 

The Surface Active Sea Films: Properties and Dynamics 362 
Talipova, T. 

Aerocosmic Method of Investigations of Short Time Hydrodynamic Processes and Phenomena at the Surface of Seas NA 
and Oceans 

Tomilov, G.M., and V.P. Bobykina 

Interactive Area 19: Remote Sensing Techniques and Instrumentation 

L-Band 300-Watt Solid State Pulse Power Amplifiers for SAR 367 
Deng, Y. 

Development of a PC Based System for Real-Time, Local Reception of High Resolution Satellite Data for 370 
Environmental Monitoring 

Downey, I.D., J.B. Williams, J.R. Stephenson, R. Stephenson and W. Looyen 

A Real Aperture Radar for Low Resolution Mapping at Low Costs 374 
Impagnatiello, E, G. Angino and G. Leggeri 

Effects of Faraday Rotation on Microwave Remote Sensing from Space at L-Band 377 
Le Vine, D.M., andM. Kao 

Using JPEG Data Compression for Remote Moving Window Display 380 
Leung, P.S., M. Adair and J.H. Lam 

The Universal Multichannel Technique for Enhancing Images Obtained from Different Sensors 383 
Petrenko, B.Z. 

YSAR: A Compact, Low-Cost Synthetic Aperture Radar 386 
Thompson, D.G., D.V.Arnold, D.G. Long, G.F. Miner, T.W. Karlinsey andA.E. Robertson 



The China Airborne Radar Altimeter Control System 389 
Xu, K., M. Li, N. Zhou, Y.L. Xue and Y.S.Liu 

Miniature Ocean Radar Altimeter NA 
Xu,K. 

Computer Simulation of Spaceborne Multimodes Microwave Sensors 392 
Zhang, Y, andJ. Jiang 

Interactive Area 20: Snow and Glaciers 

Improved Elevation Change Measurements of the Greenland Ice Sheet from Satellite Radar Altimetry 397 
Davis, C.H., and C. Perez 

Multi-year Ice Concentration from RADARSAT 402 
Fetterer, F., C. Bertoia andJ.P. Ye 

Analysis of a Microwave Airborne Campaign Over Snow and Ice NA 
Hewison, T., and S. English 

Vector Radiative Transfer for Scattering Signature from Multi-Layer Snow/Vegetation at SSM/I Channels 405 
Jin, Y.Q. 

Deriving Glaciers Variation Integrated Remote and GIS in Tibetan Plateau 408 
Li, Z., and Q. Zeng 

On the Accuracy of Snow Cover Segmentation in Optical Satellite Images 411 
Luca, D., K. Seidel andM. Datcu 

A Comparison of Antarictic Sea Ice Concentration Derived from SSM/I, SAR, and Ship Observations NA 
Lytle, V.l., andM. Rapley 

Sea Ice Concentration and Flow Size Distribution in the Antarctic Using Video Image Processing 414 
Muramoto, K., T. Endoh, M. Kubo and K. Matsuura 

Spectral RF Reflection from Water and Ice Layers NA 
Noyman, Z. Zlotnick, and A. Ben-Shalom 

Compatability of Sea Ice Edges Detected in ERS-SAR Images and SSM/I Data 417 
Schmidt, R., and T. Hunewinkel 

Snow-Cover Mapping Experiment by EMISAR C Band - Discrimination and Optimum Resolution NA 
Solberg, R., A. Schistad Solberg, E. Volden, H. Koren and A. Teigland 

Characterization of Snow Cover from Multispectral Satellite Remote Sensing and Modelling Runoff Over High NA 
Mountainous River Basins 

Swamy, A.N., and P.A. Brivio 

"NA " indicates not available at time of printing. 



Interactive Area 21; Lidars 

Statistical Approach for Lidar Sensing of Turbulence Parameters with a Vi to Atmosphere Pollution NA 
Avramova, R.P. 

Accurate Height Information from Airborne Laser-Altimetry 423 
Lemmens, M.J.P.M. 

Technique Doppler Lidar Measurement of the Atmospheric Wind Field NA 
Li, S.X., B.M. Gentry, and C.L. Korb 

A New Airborne Remote Sensing System Integrating Scanning Altimeter with Infrared Scanner 427 
Liu, Z, and S. Li 

Air Turbulence Measurements Using CCD Camera for Obtaining Laser Spot Fluctuations NA 
Mitev, V 

Interactive Area 22: SAR Interferometry 

Local, Global and Unconventional Phase Unwrapping Techniques 433 
Collaro, A., G. Fornaro, G. Franceschetti, R. Lanari, E. Sansosti andM. Tesauro 

Applicaiton of Wavelets to Improve BFS AR DEM Reconstruction NA 
Curlander, J.C., G. Burkhart and C. Johnson 

ERS Tandem INS AR Processing for Exploration of the Svalbard Archipelago NA 
Eldhuset, K., Amlien, J., P.H. Andersen, S. Hauge, E. Isaksson, T. Wahl and DJ. Weydahl 

Motion Compensation Effects in Wavelength-Resolution VHF SAR Interferomtry 436 
Frolind, P.O., andL.M.H. Ulander 

The Exact Solution of the Imaging Equations for Crosstrack Interferometers 439 
Goblirsch, W. 

SAR Interferometric Analysis of ERS Tandem Data over an Alpine Terrain NA 
Kenyi, L.W., andH. Raggam 

Baseline Estimation Using Ground Points for Interferomteric SAR 442 
Kimura, H., andM. Todo 

Development of an Interferometric SAR Data Processing System NA 
Li, J.F., H. Liu and H.D. Guo 

Phase Noise Filter for Interferometric SAR 445 
Lim, I., T.S. Yeo, C.S. Ng, Y.H. Lu and C.B. Zhang 

Calibration and Classification of SIR-C Polarimetric and Interferometric SAR Data in Areas with Slope Variations 448 
Pasquali, P., F. Holecz, D. Small and T. Michel 

On the Motion Compensation and Geocoding of Airborne Interferometric SAR Data 451 
Sansosti, E., R. Scheiber, G. Fornaro, M. Tesauro, R. Lanari, and A. Moreira 

A Method for Precise Reconstruction of INS AR Imaging Geometry NA 
ShiPing, S. 



Baseline Estimation in Interferometric SAR 454 
Singh, K., N. Stussi, L.K. Kwoh, andH. Lim 

Removal of Residual Errors from S AR-Derived Digital Elevation Models for Improved Topographic Mapping of 457 
Low-Relief Areas 

Slatton, K.C., MM Crawford, J.C. Gibeaut andR. Gutierrez 

Digital Elevation Models from SIR-C Interferometric and Shuttle Laser Altimetry (SAL) Data 460 
Sun, G., and K.J. Ranson 

Interactive Area 23: SAR Techniques 

A High Precision Workstation - Based Chirp Scaling SAR Processor 465 
Breit, H., B. Schattier and U. Steinbrecher 

Investigations of Coastal Zones in the North West Pacific by Remote Sensing NA 
Bobykina, V.P. 

SAR Image Simulation of Moving Targets with LOCOS AR NA 
Cazaban, F, M. Deschaux-Beaume, J.G. Planes andM. Bus son 

Automated Acquisition of Ground Control Using SAR Layover and Shadows 468 
Gelautz, M., E. Mitteregger, and F. Leberl 

An Accelerated Chirp Scaling Algorithm for Synthetic Aperture Imaging 471 
Hawkins, D.W., andP.T. Gough 

Analysis of Code Error Effect in Spaceborne SAR Imaging Processing 474 
Jiang, Z., and J. Song 

High Quality Spotlight SAR Processing Algorithm 477 
Jin,M.Y. 

Interpretation of Brightness Temperature Retrieved by Supersynthesis Radiometer 481 
Komiyama, K., Y. Kato and K. Furuya 

Non-Iterative Spotlight SAR Autofocusing Using a Modified Phase-Gradient Approach 484 
Chan, H.L., and T.S. Yeo 

Real Time Synthetic Aperture Radar Preprocessor Design Via Three-Dimensional Modular Filtering Architecture 487 
Chan, H.L., and T.S. Yeo 

High Resolution SAR Processing Using Stepped-Frequencies 490 
Lord, R.T., andM.R. Inggs 

RADARS AT Attitude Estimates Based on Doppler Centroid of SAR Imagery 493 
Marandi, S.R. 

A Research of Moving Targets Detection and Imaging by SAR 498 
Pan, R., G. Li andX. Zhu 

Tree Structured Filter Banks for Speckle Reduction of SAR Images 501 
Sveinsson, J.R., and J.A. Benediktsson 

Feasibility of Satellite On-Board SAR Processing NA 
Thompson, A, H. Jiang, S. Spenler and A. Macihunas 

"NA " indicates not available at time of printing. 



Near Real-Time RADARSAT Data System for NOAA CoastWatch Applications 505 
Tseng, W.Y., W.G. Pickel, A.K. Liu, P. Clemente-Colon, G.A. Leshkevich, S.V. Nghiem, 

R. Kwok and R.N. Stone 

Interactive Area 24: Surface Temperatures 

Land Surface Temperature Interpretation of Equatorial South America from AVHRR Data 511 
Li, G., andP.J. Hardin 

Tropical Model for Retrieving Surface Temperature from Satellite Data NA 
Mansor, S.B. 

Sea Surface Temperatures from NOAA Satellites in the Swordfish and Jack Mackerel Fisheries of Chile's Central NA 
Zone 

Yanez, E., M.A. Barbieri, V. Catasti, C. Silva and K. Nieto 

Interactive Area 25: Neural Network and Intelligent Systems 

Pollution Analysis of Hyperdimensional Data Using Neural Networks NA 
Benediktsson, J.A., K. Arnason and S. Jonsson 

A Classification of Multispectral Landsat TM Data Using Principle Component Analysis of Artificial Neural Network 517 
Chae, H.S., SJ. Kim and J.A. Ryu 

Unsupervised Classification for Remotely Sensed Data Using Fuzzy Set Theory 521 
Dinesh, M.S., K.C. Gowda and P. Nagabhushan 

Development of a Intelligent Image Analysis System for the Detailed Analysis of the Land Surface Information 524 
Kim, K.O., Y.L. Ha, I.S. Jung, J. Y. Lee, KM. Choi and J.H. Lee 

Study on the Characteristics of the Supervised Classification of Remotely Sensed Data Using Artificial Neural 528 
Networks 

Paek, K.N., Y.S. Song, H.S. Chae and K.E. Kim 

Interactive 26: Missions and Programs 

The Advanced Remote Sensing Data from MOMS-2P on PRIRODA 533 
Bodechtel, J., and Q. Lei 

Multi-Frequency and Multi-Polarization SAR System Analysis with Simulation Software Developed at CSA 536 
Huang, Y., G. Seguin, andN. Sultan 

Oceanological Results from the ALMAZ-1 Mission: An Overview 539 
Ivanov, AY., andKT. Litovchenko 

Some Options for RadarSAR-II NA 
Parashar, S., E.J. Langham and S. Ahmed 

A Summary of the Upper Atmosphere Research Satellite (UARS) 542 
Schoeberl, M., A.R. Douglass and CM. Jackman 



BEAWARE: B udget Effective All Weather Accurate Radar for Earth Observation 545 
Vincent, N., E. Souleres and N. Suinot 

Design of MACSM Cloud Radar for Earth Observation Radiation Mission 548 
Vincent, N., N. Suinot and C.C. Lin 

Interactive 27: Inverse Techniques 

Ice Concentration Estimation Based on Local Inversion 553 
Arai, K. 

Retrieving of LAI and FAPAR with Airborne POLDER Data over Various Biomes 556 
Bicheron, P., M. Leroy and 0. Hautecoeur 

The Uncertainty and Confidence in BRDF Model Inversion NA 
Jindi, W., andL. Xiaowen 

SAIL Model Experiment of the Inversion of Growth Indices from Rice Conopy Reflectance Using the Information on NA 
Variation and Regulation of Leaf Spectral Characteristics 

Kushida, K. 

Algorithms for Estimating Some Optically Active Substances and Apparent Optical Properties from Subsurface NA 
Irradiance Reflectance Measurements in Lakes 

Reinart, A. 

Geometry-Based Deconvolution of Geophysical Data 559 
Simaan, M.A. 

A Priori Information in Inverse Problems of Atmospheric Optics 562 
Jimofeyev, Y.M. 

Three-Dimensional DC Resistivity Inversion at a Gasoline Contaminated Site NA 
Xiao, L., andL. Liu 

Retrieval of Electrical Properties of a Stratified Medium with Slightly Rough Surface Using an Inversion Method NA 
Zhuck, N.P., D.O. Batrakov andK. Schuenemann 

Interactive 28: Calibration 

Characterization of Passive NMMW Backgrounds at 140 and 220 GHz NA 
Ben-Shalom, A, Y. Oreg, andM. Engel 

Some Issues on Calibration/Validation Algorithms of SSM/I Data 567 
Jin, Y.Q. 

Calibration and Validation of ADEOS/NSCAT in Japan NA 
Masuko, H., and Japanese ADESO/NSCAT CAL/VAL Team 

Calibration Experiments of the CRL/NASDA X/L-Band Airborne Synthetic Aperture Radar 570 
Satake, M., T. Kobayashi, H. Masuko andM. Shimada 

"NA " indicates not available at time of printing. 



Interactive 29: Education and Information Systems 

Development of Interactive, Graphical, Computer-Based Teaching Tools for Remote Sensing in Tcl/Tk NA 
Barnsley, M., and P. Hobson 

Ocean Expeditions: El Nino — An Interactive Education Tool Based on Remote Sensing Data NA 
Gautier, C. 

Meteorological Satellite Image Service via WWW 575 
Lee, H.G. 

Interactive 30: Wavelet Techniques in Remote Sensing 

Wavelet Techniques Applied to Lidar Temperature Profiles in the Middle Atmosphere to Study Gravity Waves 581 
Chane-Ming, F., F. Molinaro, and J. Leveau 

Robust Terrain Classification Using Wavelet Packets NA 
Keshava, N., and J.M.F. Moura 

High Resolution Image Classification with Features from Wavelet Frames 584 
Kim, K.O., IS. Jung and Y.K. Yang 

A Hierarchical Stereo Matching Algorithm Using Wavelet Representation Based on Edge and Area Information 588 
Um, G.M., C.S. Ye andKH. Lee 

Interactive 31: Classification 

The Impact of the Initial Land-Cover Classification on the Retrieval of Land Use Information from Remotely-Sensed NA 
Images Using Structural Pattern Recognition Techniques 

Ban, S., andM. Barnsley 

Snow Covered Area Classification Using Time Series ERS -1 SAR NA 
Li, Z, and J. Shi 

From the Satellite to the Airborn Platforms Imagery: Behavioral Classification and Segmentation NA 
Orban-Ferauge, F., J.P. Rasson and S. Baudart-Lissoir 

Symbolic ISODATA Clustering Procedure Useful for Land Cover Classification: A Case Study Employing IRS-1B NA 
LISS n Data for Nagarahole Forest, Karnataka State, India) 

Prakash, H.N. S., P. Nagabhushan andK.C. Gowda 

Interactive 32: Coastal Environment 

Retrieval of the Remote Radiance Reflection Coefficient of Coastal Waters from the Inherent Optical Properties 595 
Haltrin, V.l. 

Monitoring Coastal Water Systems: An Integrated Approach 598 
Krishnan, P. 

Near-Bottom Fluxes of Sediment Matter on a Shelf and Their Research by Remote Techniques 601 
Likht, F.R., andLM. Mitnik 

The Analysis and Comparison of Satellite and " In Situ" Temperature Measurements for Coastal Zone Dynamic NA 
Processes Investigation 

Stanichnaya, R.R., AS. Kuznetsov, S.A. Shurov, D.M. Solov'ev and S.V. Stanichny 



Interactive 33: General Applications 

New Method of the Characterization of the Simiconductor Plate Homogeneity by its Thermal Image NA 
Bolgov, C, and V. Morozhenko 

Ozone Distributions in the Stratosphere-Troposphere System Using the Interdisciplinary Physics Modelling 607 
Caldararu, E, S. Patrascu, M. Caldararu, A Paraschiv and D. Nicolaescu 

An Improved Description of the MTF of the Moderate Resolution Imaging Spectroradiometer and a Method for NA 
Enhancing Its Cross Track Resolution 

Fleig, A.J., and K. Yang 

Spectral Identification of Coral Biological Vigour 610 
Holden, H., and E. LeDrew 

Variance Fractal Dimension Analysis of Crustal Seismic Refraction Signals NA 
Jiao, L.X., and W.M. Moon 

A Study of the Micro-Scale Disturbances Associated with a Shear Layer in the Lower Atmosphere 613 
Natarajan, M.P., andM. Isaac 

New Architecture for Remote Sensing Image Archives 616 
Seidel, K., R. Mastropietro andM. Datcu 

The Evaluation of Bending Waves and Modified Path Profile NA 
Uz, B., 0. YMrimandHM. El-Khattib 

Combined Resistive and Conductive Three-Part Plane: Oblique Incidence Plane Wave NA 
Yildrim, 0. 

Constraint Propagation in the Multi-Granularity World NA 
Zequn, G., andL.Deren 

"NA " indicates not available at time of printing. 
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API: Remote Sensing of Snow and Glaciers 

A01.01 Improving the MODIS Global Snow-Mapping Algorithm 619 
Klein, A.G., D.K. Hall and G.A. Riggs 

A01.02 The HUT Brightness Temperature Model for Snow-Covered Terrain 622 
Hallikainen, M., J. Pulliainen, L. Kurvonen andJ. Grandell 

A01.03 Snow Crystal Shape and Microwave Scattering 625 
Foster, J.L., D.K Hall, A.T.C. Chang, A. Rango, W. Wergin and E. Erbe 

A01.04 Mapping Snow Cover with Repeat Pass Synthetic Aperture Radar 628 
Shi, J., S. Hensley and J. Dozier 

A01.05 Snow Monitoring Using EMISAR and ERS-1 Data Within the European Multi-Sensor Airborne Campaign 631 
EMAC-95 

Guneriusson, T., H. Johnsen, R. Solberg andE. Volden 

A01.06 Ground Penetration Radar and ERS SAR Data for Glacier Monitoring 634 
Hamran, S.E., T. Guneriusson, J.O. Hagen andR. Odegard 

A01.07 Comparison of Ranging Scatterometer and ERS-1 SAR Microwave Signatures Over Boreal Forest Zone 637 
During Winter Season 

Koskinen, J., J. Pulliainen, M. Makynen andM. Hallikainen 

A01.08 Multi-Source Snow Cover Monitoring in the Swiss Alps 640 
Piesbergen, J., and H. Haefner 

A02: Image Processing Techniques 

A02.01 The Use of Mathematical Morphology for Accurate Detection and Identification of Microwave Images in the 643 
K-Space Domain 

Gader, P., andAJ. Blanchard 

A02.02 New Classification Techniques for Analysis of Remote Sensing Integrated Data 646 
Console, E., andM.C. Mouchot 

A02.03 From the Unsupervised Remote Sensing Data Behavioral Classification to the Image Segmentation NA 
Rasson, J.P., F. Orban-Ferauge andS. Baudart-Lissoir 

A02.04 Hughes Phenomenon in the Spatial Resolution Enhancement of Low Resolution Images and Derivation 649 
of Selection Rule for High Resolution Images 

Nishii, R., S. Kusanobu andN. Nakaoka 

A02.05 Forming Digital Elevation Models from Single Pass Spot Data: Results on a Generation from Optical Stereo 652 
Data 

Massonnet, D., A. Giros, andB. Rouge 



A02.06 A Mixed Fractal/Wavelet Based Approach for Characterization of Textured Remote Sensing Images 655 
Marazzi, A., P. Gamba, A. Mecocci andE. Costamagna 

A02.07 Significance-Weighted Classification by Triplet Tree 658 
Yoshikawa, M., S. Fujimura, S. Tanaka andR. Nishii 

A02.08 On-Line System for Monitoring and Forecasting Earth Surface Changes Using Sequences of Remotely- 661 
Sensed Imagery 

Lee, S. 

A03; Data Fusion I 

A03.01 Effect of Scale on the Information Content in Remote Sensing Imagery 664 
Niemann, K.O., D.G. Goodenough and G.J. Hay 

A03.02 Multisensor Classification of Wetland Environments Using Airborne Multispectral and SAR Data 667 
Ricard, M.R., A.L. Neuenschwander, MM. Crawford and J.C. Gibeaut 

A03.03 Automated Forest Inventory Update with SEID AM 670 
Goodenough, D., D. Charlebois, A.S. Bhogal, S. Matwin andN. Daley 

A03.04 Modeling Soil Erosion Hazard by Using a Fuzzy Knowledge-Based Approach 674 
Metternicht, G.I. 

A03.05 Comparing Raster and Object Generalization 677 
Daley, N., D.G. Goodenough, A.S. Bhogal, Q. Bradley, J. Grant andZ. Tin 

A03.06 Expert Maps: An Alternative for Integrating Expert Knowledge in Satellite Imagery Classification 680 
Campagnolo, M.L., and M. Caetano 

A03.07 Data Fusion in a Context of Data Mining, Identification and Classification NA 
Wu, D., andJ. hinders 

A03.08 Infusion of Altimeter Data to Same Spatial, Temporal Resolution Infrared Images to Improve the Accuracy 683 
of Classification of Images and DEM 

Liu, Z., and S. Li 

A03.09 Data Integration in Support of Research on the Gulf of Mexico NA 
Mason, M., G.L. Rochon, M. Singletary, N. Blackmon, D. Bardell, C. Jernigan andM. Fernandez 

A04: Innovations in Remote Sensing Educational Programs and Information 

A04.01 NASA's Mission to Planet Earth Invests in the Future Through a Broad National Education Program 685 
Khazenie, N., and S. Stockman 

A04.02 What is Earth System Science? 688 
Johnson, D.R., M. Ruzek, and M. Kalb 

A04.03 A Web-Based Earth Systems Science Graduate Course for Middle School Teachers 692 
Myers, R.J., E.L. Shay, H. Shay, KB. Davis, and J.A. Botti 

A04.04 Globe: An International Science and Education Collaboration to Obtain Accurate Data for Monitoring Earth NA 
Systems 

Becker, M.L., R.G. Congalton, R.Budd, and A. Fried 
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A04.05 Teacher Enhancement Programs in the Atmospheric Sciences: The American Meteorological Society's NA 
Project Atmosphere and DataStreme 

Moore, J.D. 

A04.06 Global Classroom Education Network NA 
Mesarovic, M., andN. Sreenath 

A04.07 System Thinking and System Modeling in the Earth System Science Classroom 695 
Mahootian, F. 

A04.08 Practical Uses of Math and Science (PUMAS) 698 
Kahn, R. 

A04.09 An Earth System Science Education and Training Program for the Inter American Institute for Global 699 
Change Research (IAI) 

Johnson, D.R., M. Ruzek, M. Kalb 

A05; Rough Surface Scattering 

A05.01 An Exact Technique for Calculating the Scattering from Roughness Surfaces NA 
Kasilingam, D. 

A05.02 Application of an Extended IEM to Multiple Surface Scattering and Backscatter Enhancement 702 
Hsieh, C.Y., andA.K. Fung 
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Abstract - An algorithm (Snowmap) is under development 
to produce global snow maps at 500 meter resolution on a 
daily basis using data from the NASA MODIS instrument. 
MODIS, the Moderate Resolution Imaging 
Spectroradiometer, will be launched as part of the first Earth 
Observing System (EOS) platform in 1998. Snowmap is a 
fully automated, computationally frugal algorithm that will 
be ready to implement at launch. Forests represent a major 
limitation to the global mapping of snow cover as a forest 
canopy both obscures and shadows the snow underneath. 
Landsat Thematic Mapper (TM) and MODIS Airborne 
Simulator (MAS) date are used to investigate the changes in 
reflectance that occur as a forest stand becomes snow covered 
and to propose changes to the Snowmap algorithm that will 
improve snow classification accuracy forested areas. 

INTRODUCTION 

In the Northern Hemisphere winter, over 40% of the globe 
may be covered with seasonal snow. The high albedo of 
snow coupled with its large areal extent make it a strong 
influence on the Earth's radiation budget. Snow cover also 
has important societal ramifications. Runoff from snowmelt 
is an important water resource in many regions of the world 
and heavy late season snowfalls can cause disastrous 
flooding [1]. However monitoring of snow cover extent is 
not currently performed on a global basis. 

MODIS, The Moderate Resolution Imaging 
Spectroradiometer, is scheduled for launch in 1998 aboard 
the first NASA Earth Observing System (EOS) platform. 
MODIS is designed to provide quantitative measurements of 
important geophysical parameters on a global basis [2]. Its 
high spatial resolution and numerous spectral bands in the 0.4 
to 2.5 urn wavelength region allow for more accurate 
monitoring of snow cover than is possible using currently 
operational satellites. A prototype algorithm (Snowmap) has 
been developed to produce daily snow maps with 500 meter 
resolution at the global scale using MODIS visible to short- 
wave infrared reflectances [3]. 

Aside from cloud cover, forests present the most serious 
limitation to monitoring snow-cover extent using visible to 
short-wave infrared satellite imagery as much of the world's 
seasonally snow-covered area contains forests. For example, 
in North America 40% of the area north of the continental 
snowline is forest covered.  Validation efforts using Landsat 

Thematic Mapper (TM) and MODIS Airborne Simulator 
(MAS) images indicate that classification accuracy in forests, 
especially dense forests, is lower than in biomes where 
vegetation is sparse or of low stature. Because of their large 
extent, accurate snow mapping in forests is vital to maximize 
the accuracy of mapping snow cover in forests. 

THE SNOWMAP ALGORITHM 

Snowmap is a fully automated and computational frugal 
algorithm that will be ready to implement by the launch of 
the EOS AM-1 spacecraft in 1998 [3]. It builds on nearly on 
two decades of remote sensing research and represents a 
significant improvement over existing operational products 
because of the cloud screening ability of MODIS, its unique 
spectral bands and the planned 500 m resolution of the future 
MODIS snow cover products Snowmap uses at-satellite 
reflectances in the 0.4 to 2.5 urn wavelengths (Fig. 1) to 
determine if a pixel is snow-covered using two classification 
criteria. The first is a Normalized Difference Snow Index 
(NDSI) value of greater or equal to 0.40. The NDSI is akin 
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Fig. 1: Observed (solid line) and modeled (dashed line) 
spectra for a leafless deciduous forest stand. Open symbols 
are for snow free conditions and filled symbols for snow 
covered conditions. The model results were produced using 
the GeoSAIL model for a leafless aspen stand and 
illumination conditions corresponding to the August and 
February TM acquisitions. MODIS bands are indicated by 
the gray boxes 
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to the Normalized Difference Vegetation Index (NDVI) and 
is calculated using MODIS bands 4 and 6. Such a 
combination of visible and short-wave infrared wavelengths 
has a long history of use in snow classification and provides 
good discrimination of snow over a wide range of conditions. 
In addition, only pixels with a reflectance at 0.9 urn, (MODIS 
band 2) of greater than 11% are considered snow. This 
effectively excludes water which may have high NDSI 
values. 

FOREST STAND REFLECTANCE 

A forest canopy affects the stand reflectance as it obscures 
and shadows the snow cover underneath. Thus the 
reflectance of a forest stand with a snow cover beneath (a 
snow-covered forest) will differ considerably from that of a 
pure snowpack. The reflectance of a forest stand is 
determined by the reflectance, transmittance, geometry and 
areal extent of the canopy, properties of the canopy, the areal 
extent of the canopy, the surface cover and the solar 
illumination conditions which determine the proportion of 
shadowed and sunlight areas. 

Landsat TM images from Prince Albert National Park, 
Saskatchewan, and Glacier National Park, Montana, and 
MAS images from central Alaska were used to observe how 
the reflectance of snow-covered and snow-free forests differ. 
GeoSAIL, a forest canopy model [4] was used to investigate 
how the reflectance of a forest stand would be expected to 
vary due to changes in the canopy and background, solar 
zenith angle, and snow grain size. Both observed and 
modeled spectra of a forest stand indicate a snow cover under 
a forest canopy will produce significant changes in the 
spectral reflectance of the forest stand that can be used to 
distinguish snow-covered from snow-free conditions (Fig. 1). 

The most obvious reflectance change is an increase in the 
visible reflectances. In some species, short-wave infrared 
(1.6 urn) reflectances may also decrease. Combined, these 
changes will cause a snow-covered forest to have a higher 
NDSI than a snow-free forest, though not as high as for a 
pure snow cover and in many cases too low to be classified 
as snow in Snowmap. In addition, the red reflectance of 
forest is closer to its near-infrared reflectance if a snow cover 
is present. This makes the NDVI for a snow-covered forest 
lower that that of a snow-free forest. 

PROPOSED ADDITIONS TO THE SNOWMAP 
ALGORITHM 

These observed and modeled reflectance differences are 
used to propose improvements to the current Snowmap 
algorithm that enable improved detection of snow under 
forested conditions. To maintain Snowmap's simplicity and 
frugality and to speed possible implementation, the proposed 
additions are designed as additions to the existing algorithm, 
not as a complete redesign of the algorithm. 

The first is the addition of a NDSI-NDVI field (Fig. 2) that 
captures the observed differences between snow-covered and 

snow-free forests better than does the current algorithm. 
Taken together, the NDVI and NDSI allow for robust 
discrimination between snow-free and snow-covered forests. 
The new field is designed to capture as much of the variation 
in NDSI-NDVI values observed in the snow-covered forests 
as possible while minimizing inclusion of non-forested 
pixels. Existing or future MODIS derived vegetation maps 
may also be used to apply the additional criteria only to 
forested pixels. 

Another possible improvement that has been explored is 
using MODIS band 7 instead of MODIS band 6 to calculate 
the NDSI. MODIS band 6 was originally selected because of 
its history of use in cloud detection. However, the 
reflectance of some forest species, primarily deciduous 
species, is much higher than snow in MODIS band 6 which 
causes forest stands to have lowered NDSI values. 

The GeoSAIL was used to model the NDSI values using 
TM 5 and 7 as surrogates for MODIS band 6 and 7, 
respectively. For both coniferous and deciduous species, 
using band 7 results in higher NDSI values, especially for 
more closed canopies. However, there are two drawbacks to 
using band 7 in the NDSI calculation. The first is that 
modeled NDSI values using band 7 for snow-covered 
coniferous forests are much closer to snow-free conditions 
than if band 6 is used. Secondly, use of band 7 would require 
recalculation of the original NDSI threshold. While using 
MODIS band 7 to calculate the NDSI shows promise for 
some deciduous canopies, application in a global algorithm 
is not warranted until comparisons can be made with the 
MAS data in areas where adequate canopy information is 
available. 

Some tree species, most notably black spruce, have very 
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Fig 2: The light gray area indicates NDSI values that are 
considered snow in the current Snowmap algorithm. The 
dark gray shaded area indicates the proposed additional 
field for improved mapping of snow-covered forests. 
NDSI and NDVI values are contoured for an area 
surrounding Glacier National Park, Montana, for winter 
and summer. Thicker lines indicate a higher values of the 
2-D probability density function. 
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low reflectances in the 1.6 urn wavelength region (MODIS 
band 6). These low reflectances cause the denominator in the 
NDSI to be quite small, and only small increases in the 
visible wavelengths are required to make the NDSI value 
high enough to be classified as snow. To prevent forest 
stands with very low visible reflectances from being 
classified as snow, a 10% reflectance in the green (MODIS 
band 4) is used as a lower limit. A similar visible criteria has 
been proposed previously [5]. One potential drawback to 
using the visible threshold is that some snow-covered forests 
on slopes that either face away from the sun or are 
topographically shadowed may have a visible reflectance 
under ten percent. 

ACCURACY ASSESSMENT AND CONCLUSIONS 

To quantitatively assess the improvements in snow 
classification accuracy that are made by the proposed 
changes, both the original and revised Snowmap algorithms 
were run on a subsection of five TM scenes surrounding 
Prince Albert National park. Because validation of actual 
snow cover extent was not possible, snow cover is assumed 
to be 100% in the three winter and spring scenes and 0% for 
the two summer and fall scenes. The algorithms were 
compared for three forest classes (wet coniferous, dry 
coniferous, and deciduous). These classes were selected 
from the land cover map produced from the August 6, 1990 
TM scene by F.G. Hall (NASA/Goddard Space Flight 
Center). Overall, the proposed modifications increase the 
percentage of total area mapped as snow-covered in the 
winter scenes and decrease the area incorrectly mapped as 
snow in the summer and fall scenes (Table 1). 

Because forests comprise a large percentage of the 
seasonally snow-covered portion of the globe, accurate 
mapping of snow in forests is essential for producing reliable 

estimates of global snow cover extent using MODIS. 
Detection of snow in forests is more difficult than other 
biomes because a forest canopy obscures and shadows the 
snow underneath. However, in many instances, snow- 
covered forests can be distinguished from snow-free forests. 
Minor changes to the current Snowmap algorithm enable 
more accurate classification of snow cover in forests without 
sacrificing its simplicity and computational frugality. 
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Table 1: Mapping accuracy of the revised Snowmap algorithm. The first column for each date indicates the percentage of 
each cover type mapped as snow while values in parentheses indicate the percentage change in area between the revised and 
original algorithms. Positive values indicate more area mapped as snow in the revised algorithm, and negative values less area 
mapped as snow in the revised algorithm. 

18-Jan-93 06-Feb-94 29-Mar-95 06-Aug-90 21-Sep-95 

Wet Conifer 99.9 (0.3) 91.6 (15.8) 89.3 (-1.3) 0.00 (0.00) 0.10 (0.00) 

Dry Conifer 99.9 (0.1) 93.3 (10.4) 96.4 (0.8) 0.15 (0.07) 0.15 (0.02) 

Mixed 99.7 (1.4) 86.1 (37.4) 87.3 (14.8) 0.00 (0.00) 0.00 (-0.04) 

Deciduous 99.6 (1.6) 56.6 (33.9) 89.34 (6.3) 0.00 (0.00) 0.00 (0.00) 
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Abstract — The Helsinki University of Technology 
(HUT) semiempirical model to describe microwave emission 
from snow-covered terrain is discussed. The model treats the 
snowpack as a single layer above the ground and it takes into 
account the contributions from the ground, snowpack, forest 
canopy, and atmosphere. 

DESCRIPTION OF MODEL 

The HUT snow model consists of the following 
components: 
• emission from the snow layer, TBs     and TBsdown 

• emission from the ground, TB 

• contribution from the atmosphere, TBa 

• effect of forest canopies. 

The terms TBs     and TB^ down describe the upwelling and 

downwelling radiation from the snowpack, respectively. The 
total brightness temperature excluding vegetation is 

T =T      +T +T   +T (1) 

The upward welling radiation just below the snow-air 
boundary from a snowpack of depth d is the sum of 
brightness temperature contributions due to emission and 
scattering, 

T       =T    +T 

For a homogeneous snowpack (2) simplifies to 

(2) 

respectively, and Tx is the physical temperature of snow. The 

term q takes into account multiple scattering within the 

snowpack. In the case of perfect forward scatter, q = 1. 

Based on our ground-based radiometer mesurements of snow- 
covered terrain over a period of one winter [1], the optimum 
value is q = 0.7 . This means that forward scatter dominates 

in TB K. (3) can also be written in terms of the snow water 

equivalent  W     and, further,  in terms of the snowpack 

extinction coefficient L„ and attenuation coefficient L„ , 

Bs,up- 
rp "'am 

K„ 
(,-r> (4) 

+ «T, (i--) 
K„ 

K„ 
(1 

where Kam and Kem are the mass absorption and extinction 

coefficients, respectively. 

The brightness temperature due to downwelling radiation just 
above the ground-snow boundary is 

T Bs,down+ Bs,up- 
(5) 

Upwelling radiation from snow is 

TBs,uP=TBs,upAl-TJFl + 

<lTBS,upM-rjTas
rsg

F2> 

(6) 

K„ 
TBs,up- = Ts-f-(l-exp(-Kedsec(G)) 

K, 

+ qTs[l - exp(-Kad sec©)] 

-ft 
K, 
—(l-exp(Xdsec0)) 
K. 

(3) 

where 0 is the propagation angle in the snowpack, Ka and 

Ke are the absorption coefficient and extinction coefficient, 

where T„r and Tr„ are the reflectivities of the air-snow and as sg 

snow-ground boundary, respectively, and functions Fl   and 

F2    take   into   account   multiple   reflections   within   the 

snowpack. 
The reflectivity of the air-snow boundary can be obtained 

using the approach employed in [2]. The approach leads to 
unrealistically small values for the surface roughness in order 
to provide results that agree with experimental data. Hence, 
the surface roughness factor presented in   [2]     should be 
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taken, rather, as an experimental coefficient for accounting 
for a non-specular air-snow surface. 

A better approach [3] employs the incoherent IEM surface 
scattering and transmission coefficient equations and a 
coherent transmissivity [4]. This approach leads to realistic 
values for the surface roughness. 

Similarly to (4), the emission contribution from the ground 
can be written just below the air-snow boundary as 

T„._=eT 
1 1       1 (7) 

where Tg and eg are the temperature and emissivity of the 

ground. 
The ground-emitted brightness temperature is then 

TBg = TBg-(i-rjFl+qTBg_(i-ras)rasrsgF2,   m 

where  functions   Fl   and   F2take  into  account  multiple 

reflections within the snowpack. 
Similarly to (6) and (8), the brightness temperature 

contribution from the snowpack, due to downwelling 
radiation, is 

(i-rjr 
T =T Bs,down Bs,down+ j 

as'    sg (9) 

+ <lTBs,down-(l-Tx)T2F2. 

The effective emissivity of snow-covered terrain can be 
defined as 

eeff = 

*Bg "*" *Bs,up "*" *Bs,down 

T 

(10) 

TBa=(\-eeff)Tb Ba,down* 
(12) 

By grouping the terms in the above equations properly, the 
following brightness temperature contributions can be 
defined: 

• Directly transmitted brightness temperature from snow 
• Multiply-reflected brightness temperature from snow 
• Directly transmitted brightness temperature from ground 
• Multiply-reflected brightness temperature from ground. 

For calculations, the scattering properties of dry snow are 
modelled using equations from [5], the real part of snow 
permittivity using equations from [6], the imaginary part of 
snow permittivity using the Polder-van Santen mixing model 
[7], and the ice permittivity using equations from [6]. 

Fig. 1 shows the modeled behavior of snowpack and 
ground contributions as a function of frequency, when the 
new approach to treating the surface roughness is used. The 
frequency response in Fig. 1 is realistic. The results also 
demonstrate that multiple reflections are negligible. 

The tranmissivity of a boreal canopy is modeled as a 
function of frequency and stem volume, based on helicopter- 
borne microwave radiometer measurements (frequency range 
24 to 94 GHz) conducted in the Sodankylä test site in 
northern Finland [8]. The total attenuation of forest canopies 
with stem volumes (maximum 150 m3/ha) was observed to be 
up to 2.7 dB, depending on frequency. 

CONCLUSIONS 

The HUT semiempirical snow emission model is based, in 
addition to the radiative transfer theory, on ground-based and 
helicopter-borne microwave radiometer measurements for 
snow-covered terrain in open and forested areas, and 
experimental observations on the dielectric and scattering 
properties of snow. 
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Emissivity of Snow Covered Terrain 
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Fig. 1. Modeled snowpack emission contributions in the case of rough air-snow boundary. The temperature of snow and ground 
is -5 C. The snow grain diameter 0.8 mm, surface roughness rms height 1.4 mm, and surface correlation length 26.6 mm. 
The contributions are: (1) : total emissivity 

(2) : direct snowpack contribution 
(3) : direct ground contribution 
(4) - (6): multiply-reflected contributions from snow and ground. 
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INTRODUCTION AND BACKGROUND 

No two snow crystals look exactly the same because their 
histories are different. Precipitating snow crystals grow into 
forms according to how water molecules fit together as they 
fall through the atmosphere and encounter different 
temperature, pressure and humidity conditions. Impurities or 
defects on the surface of the crystals affect their growth by 
helping them to attract water vapor more efficiently. The 
crystals may take the form of plates, columns, needles, or 
dendrites, all of which are based on a hexagonal lattice 
structure. Competition for water vapor plays a big role in 
determining the shape of the falling crystals [1]. This is also 
the case for snow crystals which survive their fall to the 
ground, where the process of constructive metamorphism 
increases their size and alters their shape. In addition, the 
constant jostling of the crystals within the snowpack 
(destructive metamorphism) result in shapes having fewer 
protuberances. 

Microwave emission from a layer of snow over a ground 
medium consists of contributions from the snow itself and 
from the underlying ground. Both contributions are 
governed by the transmission and reflection properties of the 
air-snow and snow-ground boundaries and by the 
absorption/emission and scattering properties of the snow 
layer [2]. Most of the attention in algorithm development 
has been directed towards the effects of snow crystal size 
and effective size [3] in scattering microwave energy, and 
relatively little effort has been given to the role that crystal 
shape plays in this regard. A better understanding of the 
physics of snow and how microwave energy interacts with 
snow crystals is needed to make the snow/microwave 
algorithms more reliable. 

In this study, which is a follow-up of the work presented at 
the 1996 IGARSS meeting in Lincoln, Nebraska [4], a hand- 
held 35 GHz radiometer was used to make microwave 
measurements of snowpacks in both north-central Wisconsin 
and west-central Wyoming. Because the climate conditions 
are different for these areas, the characteristics of the snow 
crystals are somewhat different in regards to their shape and 
size. Microwave brightness temperatures (TB), in each area 
were related to physical properties of the snow, including 
snow depth, snow density, snow water equivalent ( SWE), 
and crystal size and shape. Coincident with the field 
observations, an aircraft instrumented with a gamma-ray 
sensor made measurements of the SWE of the snowpack. 
These measurements are compared with the SWE as derived 
using the passive microwave techniques and the "ground 
truth" measurements. 

A particle scattering model is used to assess the scattering 
properties of differently-shaped snow crystals and to 
determine if spherically-shaped crystals adequately mimic 
the extinction and absorption of microwave energy. Crystals 
were collected from the field sites and brought to a scanning 
electron microscopy (SEM) laboratory in order to examine 
and measure them in detail. 

A cryosystem has been developed [5] to preserve snow 
crystals collected in the field (Figure 1) so that they can be 
imaged using low-temperature SEM. This technique uses 
liquid nitrogen as a coolant and special pre-cooled dewars to 
store and transport the snow crystal samples, which are 
virtually undisturbed, to the SEM laboratory in Beltsville, 
Maryland. 

U.S. Government work not protected by 
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OBJECTIVE 

The goal of this study is to determine how the shape of 
snow crystals affects the response of microwave radiation 
emanating from below and within the snowpack and to 
determine whether or not the use of spheres is suitable for 
modeling how this radiation is scattered. This information 
will be useful in producing more reliable snow cover and 
snow depth passive microwave algorithms. At the time of 
this writing, the laboratory analysis and the analysis of the 
field data are not yet complete, thus the emphasis here is on 
results from modeling. 

MODELING RESULTS 

In terms of modeling snow crystals, although it may be that 
spheroids are adequate substitutes for actual snow and ice 
particles in radiative transfer calculations , it is not known 
with a high degree of certainty whether or not differently 
shaped crystals of a given size range will affect how 
microwave radiation is scattered. To address this concern a 
discrete dipole model [6] is used to approximate the 
scattering of idealized snow crystals having various shapes. 
The shapes can be hexagonal, cubic, cylindrical, elliptical, 
etc., or clusters of two or more crystals, and are modeled as 
an array of point dipoles. The electromagnetic scattering 
problem for the arrays is then solved , essentially exactly, 
using a Fortran program called DDSCAT [6]. 

DDSCAT is very versatile and can be used to approximate 
the scattering from snow crystals or even interstellar dust. 
The version of the program used here uses the discrete 
dipole approximation formulae [7]. The code incorporates 
fast fourier transform methods [8], and a lattice dispersion 
relation prescription is used for determining dipole 
polarization possibilities. 

For this DDSCAT program the wavelength selected was 
8100 microns (0.81 cm), corresponding to 37 GHz, and a 
value of 1.78 is used for the real part of the refractive index 
of ice, and 0.0024 is used for the imaginary part. Particles 
were modeled having effective radius (radii of a sphere of 
equal volume) of 0.3 mm, 0.5 mm, and 1.0 mm.   The 
shapes modeled included spheroids, ellipsoids, cylinders and 
hexahedrons. There are three different target orientations 
with calculations for two incident polarization states. 
Scattered intensities are computed for two scattering planes 
at intervals of 30 degrees in the scattering angle theta.; phi = 
0 for the x-y plane, and phi = 90 for the x-z plane. 

Using this model with an effective radius of 0.3 mm and 
with the above inputs, the average extinction efficiency is 
equal to 1.432E-03 (Qscattering = Qextinction - 

Qabsorption). This compares very favorably to Mie 
calculations (also with a radius of 0.3 mm), which give a 
value for the extinction efficiency of 1.40E-03. Table 1 
gives scattering values for the different shapes and particle 
sizes. In general, there are only small differences between 
results for spherical crystals and crystals having other 
shapes. The size of the crystal has little consequence on 
how different shapes scatter microwave energy. 

DISCUSSION 

The microwave radiation emitted by a snowpack is 
dependent on the physical temperature, crystal 
characteristics and density of the snow. A basic relationship 
between these snow properties and the emitted radiation can 
be derived by using the radiative transfer approach. The 
lack of precise information about snow crystal size and 
shape is compensated for by using an average size of 0.3 
mm (radius), a density of 300 kg m"3, an assumed spherical 
shape for the snow crystals, and the assumption that the 
crystals scatter radiation incoherrently and independently of 
the path length between scattering centers. These quantities 
are then used in radiative transfer equations to solve the 
energy transfer through the snowpack. If the crystals differ 
significantly from the averages and assumptions, then poor 
SWE values will result. 

The effects of shape on extinction efficiency can be used as 
a measure of the effectiveness of different shaped 
scatterers. It was shown [4] that the extinction response for a 
cylinder is somewhat higher, though not significantly 
different from that of a sphere. Modeling of other shapes, ie. 
ellipsoid, and hexahedron, gives more credence to this 
observation. 

When examining snow crystals in the field with a loop, it is 
apparent that they consist of a myriad of shapes and sizes. 
Because the edges or branches are quickly worn-off, the 
shapes become more and more rounded as the snow season 
progresses. The process of freezing and thawing 
(metamorphism) further rounds the crystals. Thus, the 
spherical shape used in the radiative transfer approximations 
is representative of what is observed in the field. Of course, 
when viewed with an electron microscope, the detail is so 
great that it becomes difficult to ascribe any crystal with a 
standard shape and the variation between even adjacent 
crystals can be substantial. Regardless, though, the size of 
the crystal and the effective particle size [3] are so dominant 
in scattering, that the cumulative contribution of other 
structural features, such as shape, is overwhelmed. 
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CONCLUSIONS AND FUTURE PLANS 

While crystal size and correlation length are strongly related 
to microwave brightness temperature, it appears from the 
modeling results of this study that the shape of the snow 
crystal is of little consequence in accounting for the transfer 
of microwave radiation (at 0.81 cm) from the ground 
through the snowpack. Analyzing the results for this past 
winter of the data collected in Wisconsin and Wyoming, 
will be useful in evaluating how accurately the model 
matches the observations. 
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ABSTRACT 

hydrological    investigations,    modeling    and 
forecasting of snow melt runoff requires information 
about snowpack properties and their spatial variability. 
This study demonstrates a technique to map snow cover 
with both the backscattering and coherence (with and 
without snow covered images) measurements. We 
found the coherence measurements provide a much 
easier way to map snow covered area. For validation of 
this method, we compared classification result with that 
derived from TM imagery. A accuracy of better than 86 
% can be achieved if we consider the classification 
result from TM imagery as the ground truth. 

INTRODUCTION 
Recently, there are several methods have been 

developed to map snow cover in alpine regions. (1) 
using single pass, single frequency and polarization 
SAR image[l-2]; (2) using single pass but polarization 
property or frequency ratio measurements [3]; (3) using 
single frequency and polarization with repeat passes 
[4]; and (4) using single pass but multi-frequency and 
polarization [5]. Except the last technique, all above 
methods are restricted to map wet snow-cover since it is 
difficult to discriminate dry snow cover with bare 
ground and short vegetation. In the recent study using 
SIR-C/X-SAR data to map snow cover [5], we found 
that wet snow cover has very similar backscattering 
intensity and polarization characteristics with smooth 
bare surface at C-band and X-band. For instance, the 
backscattering from wet snow-cover are very similar to 
those from smooth dry soil, alluvial surfaces, and 
relative rough water surface under windy condition. At 
drainage basin or regional scales where many different 
targets are within a scene, above techniques might not 
be reliable. For same reason, the change detection 

measurement from backscattering more unreliable since 
the similar change in backscattering could be caused by 
different natural environment change for different 
targets. In order to develop a large scale snow mapping 
technique we need other measurement to discriminate 
snow with other targets. 

A interferometric radar technique for topographic 
mapping of surfaces not only promises a high- 
resolution digital elevation models but also permits 
inference of changes in the surface over the orbit repeat 
cycle from the correlation properties of the radar 
echoes. Measurement of interferometer correlation 
provides the amount of surface changes over time 
describes processes occurring on the time scales of the 
orbit repeat time and size scales on the order of a radar 
wavelength, such as vegetation growth, glacier motion, 
permafrost freezing and thawing, and soil moisture 
induce effects. The coherence measurement between 
two repeat-pass, therefore, provides another useful 
measurement in addition to backscattering intensities in 
each scene and their changes between two passes, and 
makes it possible to develop an algorithm for mapping 
both dry and wet snow covers over large area. 

This study evaluates the usage of the 
interferometric measurements, mainly the coherence 
measurements with and without snow covered SAR 
imageries, in terms of mapping snow covered area. We 
will demonstrate the principle for snow mapping by 
using both backscattering and coherence measurements 
with repeat passes SFR-C image data from Mammoth 
Mtn., California. 

The Mammoth Mountain SIR-C/X-SAR site, at 
37°N 119°W on the eastern slope of the Sierra Nevada, 
is typical of much of the alpine region of the range. The 
study site includes a range of climatic zones only a few 
kilometers apart, from the heat and dryness of the high 
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desert at 1,000-2,000 m elevation to the cold and snow 
of the alpine zone above 3,000 m. 

Each climatic zone has its own assemblage or 
community of plants and soil types. Tree line is at 
about 3,000 m. Below tree line the forest type 
progresses through high mountain mixed forest. The 
short vegetation in the study site varies from the 
sagebrush in Long Valley, patchy grass along the 
Owens River, to the alpine cold of the Sierran Montane 
Chaparral. The soils of the study site are young and 
undeveloped, consisting of pumice ash, glacial till, and 
lava, with little organic material. At low elevations, 
most of bare surfaces are pumice ash, glacial till, and 
poorly developed soil with smooth surface roughness. 

CHARACTERISTICS OF COHERENCE 
MEASUREMENTS 

We evaluated the coherence measurements between 
two repeat-pass SIR-C image data from its first mission 
in April (has snow) and second mission in October 
(without snow), 1994. This measurement indicates that 
If the ground is completely undisturbed between 
viewings the signals will be highly correlated. 
Otherwise, the decorrelation will occur. Figure 1 shows 
the coherence measurements of L-band VV polarization 
as y-axis and VH polarization ratio of L-band to C-band 
as x-axis from 5 targets - snow as shown by character 
s, lake - w, bare surface - b, short vegetation - v, and 
forest -/. The reason why we select the VH polarization 
ratio of L-band to C-band is that this measurement can 
be obtained without requiring terrain correction and 
also provide a good seperation between the bare 
surface, short vegetation, and forest. It can be clearly 
seen that lake and snow cover have very low coherence 
between two data-takes with and without snow cover. 
For lake, the decorrelation between two data-takes is 
mainly resulted from the changes of the lake surface 
roughness characteristics, due to different windy 
conditions, such as wind speed and direction. For dry 
snow case, even the dominant scattering at L-band is 
from the interface of snow-ground, in addition to the 
change of the dielectric contrast from air-ground to 
snow-ground, existing dry snow cover will result in 
large decorrelation due to change in local incidence 
angle when radar signal passes through snow layer 
which will cause a spatial baseline decorrelation. We 
also expect that the radar echoes will be close to 

completely decorrelated when measuring correlation 
between wet snow-cover and bare ground passes. This 
is because the radar signal in snow-covered pass can 
only penetrate a few centimeters so that the radar 
senses two different targets. The coherence 
measurements from the bare surface are significantly 
higher that those from lake and snow as shown in 
Figure 1. For the bare surface, a change of soil moisture 
will result in a decorrelation. However, the amount of 
decorrelation is expected to be relative smaller because 
radar senses a same target with a same scattering 
mechanism (only change in magnitude). The short 
vegetation (mainly sagebrush and grass in our study 
area) has very similar coherence measurements with 
that from the bare surface mainly due to the dominant 
scattering source is from the ground surface at L-band. 
However, the coherence measurements from forest can 
have very low values - similar as those from snow and 
lake, especially from dense forest. 

CLASSIFICATION AND VALIDATION 
Figure 1. indicates that the coherence measurement 

between a snow covered scene and one without snow 
and provide a very good separation between snow cover 
and bare surface as well as short vegetation. These two 
targets are most difficult to discriminate with snow 
cover. Thus, the correlation measurement provides a 
significant information to map snow covered area. We 
could use the coherence measurements to discriminate 
forest, open water, and snow with short vegetation and 
bare ground. Then using backscattering intensities to 
separate forest and open water with snow. 

We used decision tree classifier (DTC) to establish 
a pixel-based classifier based on training sets. In order 
to verify the classification results, we acquired a cloud- 
free Landsat Thematic Mapper scene on April 14, 1994 
(the SIR-C/X-SAR data-take on April 13, 1994). We 
classified the TM data using same technique. We 
geocoded the TM classification map and projected (or 
co-registered) them to the slant range presentation of 
the SAR images by using the Shuttle ephemeris data 
and ground control points. In the classification of the 
TM scene, there are only four target categories: lake, 
snow, forest, and range land, which includes bare 
ground and short vegetation. Figure 2 shows the SAR 
classification map on top and TM classification map at 
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bottom. The comparison of this two results indicated 
that 86 % accuracy can be obtained for snow cover area 
under consideration of the TM classification map as the 
ground truth. 

CONCLUSIONS 
This paper demonstrated SAR on mapping snow in 

an alpine region by means of the repeat pass SAR 
measurements. For large scale snow mapping, the 
major problem is topographic effect since accurate high 
resolution DEM data are not available for most of 
world. Mapping snow in remote alpine regions by a 
conventional SAR backscattering measurements 
requires the topographic information in order to remove 
the topographic effects on the radiometric properties 
measured from SAR imagery. With the coherence 
measurements by repeat passes (with and without snow 
cover), both dry and wet snow can be mapped without 
requiring any topographic information. The validation, 
compared with TM classification result, indicates that a 
better than 86 % can be achieved. 
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Figure 1 shows the coherence measurements of L-band 
VV polarization as y-axis and VH polarization ratio of 
L-band to C-band as x-axis from 5 targets - snow as 
shown by character s, lake - w, bare surface - b, short 
vegetation - v, and forest -/. 
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Figure 2. Comparison of SAR (top) and TM (bottom) 
derived classification maps. Black - Forest and Lake, 
gray - bare surface and short vegetation, white - snow. 
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ABSTRACT 

Results from analysis of data obtained in the Snow and Ice 
experiment within the European Multi-sensor Airborne 
Campaign (EMAC'95) [2] are presented in this paper. The 
study area is located in Norway, 66° N, 14° E. 
Fully polarimetric C- and L-band SAR data from EMISAR, 
a airborne instrument operated by the Danish Centre for 
Remote Sensing, combined with ERS SAR, airborne photos 
and field data were analyzed in order to determine the capa- 
bilities for snow parameter estimation in mountainous areas. 
The backscatter statistics of EMISAR C-band data from two 
areas partly covered with wet snow was studied. There was a 
difference in mean values between the two areas of up to 4.4 
dB for snow and up to 1.3 dB for bare ground. For the pur- 
pose of classification, this indicates that local class statistics 
has to be applied. A classification test on a small area of K- 
means clustering showed that the best results was obtained 
for VV polarization with an error rate of 7.2%. All error rates 
were between 7.2 and 12.2%. The C-band polarization 
responses derived from the snowcover corresponds to 
smooth surface scattering. 
The extent of the wet snowcover observed by ERS SAR cor- 
respond to EMISAR observation. 

INTRODUCTION 

The weather dependencies of the optical instruments, in par- 
ticular the cloud cover, significantly reduce their applicability 
for operational monitoring of snow cover. Studies have dem- 
onstrated the capability of C-band SAR for detecting the 
extent of wet snow cover (e.g. [5], [3]). The scattering from a 
wet snow covered area is a combination of surface and vol- 
ume scattering, and the relative strength between the two 
components depends on the snow properties- liquid water 
content, density ice particle size and shape and surface rough- 
ness [6]. The dielectric loss within the wet snow volume is 
high and the scattering contribution from the snow- ground 
interface may be neglected. 
For a homogenous dry snow cover the absorption loss within 
the snow is low, and the snow cover is tranparent leaving the 
snow ground interface as the significant scattering source. In 
mountainous areas SAR data are radiometrically and geomet- 
rically distorted due to topography, and the data must be geo- 
metric corrected and calibrated using a Digital Elevation 
Model (DEM). 

The EMAC-95 EXPERIMENT 

The Norwegian test area is located at Kongsfjellet and at the 
Okstindan glacier, Norway, 66° N, 14° E. The snow test field 
cover elevations from about 400 m to 1100 m and contains 
different vegetation types varying from sparsely forested 
peatland to exposed rock. Three combined remote sensing 
and ground data acquisition campaigns were conducted at 
March 22- 23, May 1-3 and July 5-6. Fully polarimetric C- 
and L-band airborne SAR data were acquired using the 
EMISAR 

The EMISAR polarimeter measures the four elements (hh, hv, 
vh and vv) of the scattering matrix from an area of the earth's 
surface. The EMISAR polarimeter data are one look slant 
range complex data focused to a resolution of 2 m x 2 m, 
motion compensated, imbalance compensated and absolute 
calibrated [1]. The incidence angle varies from 35° to 60° at 
the near and far range respectively. In Fig. 1 the EMISAR C- 
vv backscattering coefficient image from July 6 are shown. 
We clearly observe the the extent of the wet snow cover in 
white (low backscatter). 

500 meters (dB) 

Figure 1. EMISAR C-vv backscattering coefficient 
image from Kongsfjellet July 6 1995. 
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The ground measurements include measurements of snow 
density, snow grain size, snow liquid water content and sur- 
face roughness. Air- and snow temperature data are also 
available. Several trihedral corner reflectors were deployed 
within the field for calibration and georeferencing purposes. 
The field measurements are georeferenced using GPS. One 
aerial photo of the test site was taken July 14. The field was 
completely covered with snow on March 22 and on May 1- 
3, while in July the field was nearly snowfree. 

The calibration of the EMISAR data have been verified 
using the radar cross section and the polarization responses 
from a 0.7 and lm trihedral corner reflectors deployed within 
the area. 

CLASSIFICATION EXPERIMENT 

One experiment using the EMISAR C-band data from July 
1995 data set is presented here. Data was extracted from 
three test areas, two areas for investigation of snow and bare 
ground backscatter statistics. 
Area 1 is located about 550 m.a.s.l., while Area 2 is located 
about 1000 m.a.s.l. The aerial photo was co-registered with 
Area 3 EMISAR data using a second-degree control-point 
transformation. An accurate snow cover mask was extracted 
from the aerial image based on thresholding. 

In Fig. 2 the Co-polarization responses from snow covered 
areas are shown for C- and L-band, extracted from two dif- 
ferent range positions. The C-band polarization responses 
correspond to theoretical smooth surface scattering 
responses. No range variation are observed. The polariza- 
tion response at L-band have a higher pedestal, i.e a show a 
higher degree of diffuse scattering than at C-band. This is 
explained by the higher penetration depth of the L- band 
resulting in scattering contribution from within the snow 
volume We clearly observe a range difference. 
For the statistical investigation, "safe" snow and bare areas 
were selected. Due to the uncertainty in the co-registration, 
the areas defined were all well within the border of each 
snow and bare ground area. The statistics are shown in 
Table 1. For Area 1, we see that the difference between the 
mean values of the two classes (between-class distance) is 
of the order 1.0-1.5 standard deviations. For Area 2, the 
between-class distance is about 2.0 standard deviations. 
This means that the two classes should be well separable in 
a classification for Area 2, but less separable for Area 1. 
Comparing the two areas for snow for each class, we see 
that the backscatter level is about 4.4 dB higher in Area 2 
for co-polarization and 1.8 higher for cross-polarization. 
For bare ground, there is a change of less than 1 dB for co- 
polarization and about 1.3 dB for cross-polarization. The 
ground truth measurements of snow show that water con- 
tents and surface roughness are almost equal for the two 
areas. For bare ground, the type of vegetation cover is dif- 
ferent and may influence on the backscatter level. However, 

both areas have only low alpine vegetation. It is more likely 
that the main differences in backscatter levels are due to the 
variations in local incidence angle. The angle was about 45 
for Area 1 and 55 for Area 2. 

Table 1: Backscatter statistics for Area 1 and 2. The values 
are given in dB. 

Areal Areal Area 2 Area 2 

Class Mean St. dev. Mean St. dev. 

Snow HH -15.8 2.8 -20.1 3.1 

Bare gr.HH -12.7 3.0 -13.6 3.4 

Snow VV -15.1 2.8 -19.6 3.1 

Bare gr. VV -12.6 3.0 -12.5 3.3 

Snow HV -21.4 2.9 -23.2 2.8 

Bare gr. HV -16.5 3.1 -18.0 3.1 

Snow VH -21.2 2.9 -23.0 2.9 

Bare gr. VH -16.4 3.1 -17.7 3.1 

To obtain a more accurate investigation of the discrimina- 
tion which could be expected for Area-2 conditions, Area 3 
was investigated further. A K-means clustering algorithm 
[7] was applied. Data from the entire West Profile, including 
Area 1 and 2, were speckle filtered by a 3 x 3 mean filter 
and applied for the clustering. 

C-band 

„<•"* 
L-band 
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Figure 2. Snow Co-polarization responses for C- and 
L-band. Left) near range, right) far range. 
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Area 3 was used for investigation of the classification 
results. The results are shown in Table 2. The table shows 
that clustering of VV data gave the best results with an error 
rate of 7.2%. The least good results were obtained for cross- 
polarization with an error rate of 12.2%. 

ERS DATA 

ERS-1 SAR PRI datasets from 29 March, 6 June, 11 July 
and 12 July have been calibrated and processed into terrain 
corrected images in Universal Transverse Mercator (UTM) 
map projection by applying high resolution (5m x5m) DEM 
data and geocoding software [4]. The DEM is derived from 
airphoto. A 3x3 Lee filter was applied to the data before 
conversion to dB. 
In Fig. 3 the mean ERS-1 SAR backscattering coefficient 
for from, 29 March, 6 June, 11 July and 12 July, respec- 
tively, are shown for two areas close to the previously 
defined areas are used. A decrease of 4 dB in backscatter- 
ing coefficient is observed for the high mountainous area 
between 29 March to 6 July. This change is related to the 
change in snow properties. In 29 March the area is covered 
with dry snow while in June the area is covered with wet 
snow. We clearly observe a change between the ascending 
11 July and descending 12 July ERS pass. This is caused by 
the difference in viewing geometry giving rise to different 
local incidence angle. 
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Figure 3. ERS mean backscattering coefficient from 
two areas for March 29, June 6, July 11 and July 12, 
respectively. The standard deviation is also shown. 

DISCUSSION AND CONCLUSIONS 

The backscatter statistics of two areas with an elevation dif- 
ference of about 450 m was studied. The difference of the 
mean of the class snow between the two areas were largest 
for co-polarization with about 4.4 dB. Correspondingly, it 
was 1.8 dB for cross-polarization. For bare ground, the cor- 
responding numbers were less than 1.0 and 1.3 dB. Since 
the ground conditions for snow were very similar in the two 
areas, the main reason for the change of the backscatter 
level is probably the incidence angle. For the purpose of 
classification, a preliminary conclusion is that local 
classstatistics must be applied. If the reason for variation is 
mainly due to the incidence angle parametrized class mod- 
els may be designed. A classification test using K-means 
clustering showed best results with an error rate of 7.2% for 
VV polarization. All error rates were between 7.2 and 12.2. 
An investigation of a larger area is necessary in order to 
draw more clear conclusions. 

EMISAR C-band polarization responses from wet snow cor- 
respond to theoretical responses from smooth surfaces. The 
polarization response at L-band show a higher degree of dif- 
fuse scattering than C-band. 
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Abstract 

Ground Penetrating Radar (GPR) data from the upper 30 
meters is used in the interpretation of KRS-1 SAR data from 
the accumulation area of Finstcrwalderbreen (77° 30'N , 15" 
20' E), Svalbard. An effective relative backscalter coefficient 
at the surface is calculated based on the GPR profiles. These 
profiles are compared with the backscatler coefficients mea- 
sured by the ERS-1 SAR along the GPR profiles. The results 
indicates that the SAR penetrates the cold surface layer, but 
not into the temperate ice. The SAR can distinguish between 
the superimposed ice zone and the wet snow zone. 

Introduction 

Several studies investigating the potential of utilizing space- 
borne Synthetic Aperture Radar (SAR) for snow and glacier 
parameters extraction have been carried out during the recent 
years [1]. The GPR-tcchnique, also called radio-echo sound- 
ing in glaciological literature, has proven useful in studying 
poly-thermal glaciers and characterizing the different zones 
on a glacier [2]. HF-frequency radar penetrates the glacier 
and maps the ice/rock bottom interface. UIIF-frequency 
radar waves arc scattered from the free water inclusions 
inside the temperate parts of the glacier, making it possible to 
map the eold/temperalc interface. High resolution microwave 
GPR gives informalion on the upper 30 meters of the glacier 
showing the last year snow thickness together with scattering 
from (im layers from previous years in the accumulation 
area. There is some uncertainty to what depth the ERS-1 
SAR penetrates and to what depth the inhomogencities con- 
tributes to the backscatlering crossection. This depends on 
the number of scalterers.and absorption in the surface layer. 
In this paper a comparison of high resolution GPR data of the 
upper 25 meters of the glacier is compared with HRS-1 data 
giving indication of what contributes to the backscatlering 
coefficient and to what depth. In the case of backscatlering, 
the normalized backscatlering coefficient, radar cross seclion 
per unit area or backscatlering coefficient, a", is used to 
describe the backscallering. 

For a wet snow cover the surface scattering componenl from 
ihe air-snow interface is significant and the dielectric loss 
within Ihe snow volume is high. The pcnclralion deplh at C- 
band is 0.05 m for a volumetric contenl of water in the snow, 
W = 5 % and density equal 0.5 g/cm3. The scattering from a 
wet snow covered area is a combination of surface and vol- 

ume scattering, and the relative strength between the two 
components depends on Ihe snow properties; liquid water 
content, density ice particle size and shape and surface 
roughness [3]. 
For a dry snow cover the surface scattering component is low 
and Ihe absorption loss wilhin Ihe snow is low resulting in a 
penetration depth of 20 m al O-band. 
In this sludy the snowcovcr is dry with temperatures from -1 
to -4 degrees [4] and the volume scattering is significant. The 
volume scattering from a dry snow cover may be modeled as 
cloud of spherical stutterer (ice) in a background media (air). 
In the case of infinite depth of the snow cover the backscat- 
lering coefficient is given by: 

2 Vb 
oo(0) = 0.5Y  cos(0) — 0) 

Where Qb and Oe is the backscatlering cross section and 
extinction cross seclion for an spherical scatlerer, respec- 
tively. T is the transmissivily of the snowpack, and 0 the inci- 
dence angle. 

Table 1. Backscattering coefficient (dB) 

Ice size 5.3 GHz 0.5 GHz 

r = 1 mm -7.5 -22 

r = 2 mm -6.5 -31 

Table 1 gives the backscallering coefficient for a infinite 
depth snowcovcr consisting of ice particles with radius 1 mm 
and 2 mm, complex dielectric constant E= 3.15 
5.3 GHz and 500 MHz, respectively. 

5*10° at 

GPR estimation of scattering crossection 

The major difference between Ihe GPR dala and Ihe KRS-1 
data, beside Ihe frequency, arc thai the SAR gets a two 
dimensional image where the depth is integrated out, while 
the GPR integrales along the spherical phase from of the 
probing wave, and gels a deplh versus distance image. The 
antenna to medium transfer function is however not known 
making it impossible to get calibrated scattering cross sec- 
tions. 

The received power from deplh R0 is given as: 
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P(Rr 

Ca(R0) 

R 
(~4aGPRR0) (2) 

0 

Where C is a constant, a is the backscattering coefficient, 
R0 is the depth to the scattering volume and a is the absorp- 
tion coefficient. An estimation of the radar crossection 
observed by a SAR having the same frequency as the GPR 
is given by: 

C7 GPR = f0
M"Pr(R0)RidR0 (3) 

where the power in depth has been integrated to give an 
effective scattering coefficient at the surface. This scattering 
crossection can only be used to measure relative changes as 
a function of position and not for calibration purposes. The 
radar will more or less only see scatterers which are larger 
than the wavelength. This means that if the GPR "sees" the 
scatterers they will also be visible by the SAR. Thus all the 
scatterers recorded in the GPR image will also contribute to 
the SAR reflection. Only scatterers smaller than the GPR 
wavelength will be present in the SAR image but not in the 
GPR. 

Data acquisition 

The area under study is the accumulation area of Finster- 
walderbreen, see Fig. 1. The figure show the different sur- 
face zones obtained from summer in-situ inspections of the 
glacier. Two GPR profiles, one running through stake 9 to 
13 and the other through F9E to FE3 where recorded on 
May 1st. 1995. The same area was imaged by the ERS-1 
SAR on the April 12 1995. No melting occurred between 
the SAR-data and the GRP-recordings, this is also observed 
in the GPR measurements where no internal layers in the 
snow-pack are seen. 

Accumulation area 
Finsterwalderbreen 

J Radar 
I  profiles 

□ Superimposed 
ice zone 

plf! Wet- snow 
123 zone 
■     Stake 

positions 

tk.    Nunatak 

ERS-1 SAR 3-look Fast Delivery (FD) data set from April 
12 1995 acquired and processed at Troms0 Satellite Station 
(TSS), Norway has been used in the study. The SAR FD 
product has been geometric corrected using DEM, cali- 
brated and processed into terrain corrected images in Uni- 
versal Transverse Mercator (UTM), zone 33 and ED50 
datum map projection using geocoding software [5]. The 
geocoding software corrects the data for variations in SAR 
parameters and converts SAR FD products into o°, values 
by first correcting the intensity in the FD image for antenna 
gain and propagation loss. Corrections are also made for the 
variations in physical size of the scattering area due to local 
topographic variations. Fig. 2 show the SAR derived back- 
scattering coefficient image. By comparing the map and the 
SAR image we find that the areas defined as wet snow in the 
map appear dark in the SAR image, i.e. high backscatter. 
Thus the ERS-1 SAR data discriminate between the super- 
imposed ice zone and the wet snow zone. This has been 
reported by several investigators [1]. 

Figure 2. ERS SAR backscattering coefficient image. 

GPR-field measurements 

The two profiles shown in Fig. 1 were recorded using a 
step-frequency radar system [7]. The radar system was 
mounted on a sled pulled by a snow scooter. 201 frequen- 
cies were transmitted over the frequency range 600-1000 
MHz giving a depth resolution in free-space of 37.5 cm. 
Fig. 3 show the GPR recording of the eastern profile run- 
ning over stake F9E through F3E. The plot show received 
power in logarithmic dB scale as a function of depth and 
surface distance from stake 9. The plot is intensity modu- 
lated were darker areas indicate high backscattered signal. 

Figure 1. Accumulation area of Finsterwaldbreen. 
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Figure 3. GPR image from east profile. 

The first 2.4 km show a nice reflection stemming from the 
snow/ice interface. The snow thickness is varying from 1.5 
m to 2.5 m. From 2.4 km and up strong scattering at increas- 
ing depth is clearly seen. This agrees well with the map in 
Fig. 1 indicating that the wet snow zone starts close to FE2. 
A closer look show that stronger scattering at depths from 
5-20 m starts at 3.3 km. This is believed to be scattering 
from free water in the temperate ice. 
The UHF-radar profile (not shown here) show that from 3.4 
to 3.7 km and up the glacier is temperate almost from the 
surface to the bottom [5]. 

Fig. 4 show the SAR backscatter coefficient profile and the 
GPR relative backscatter coefficient long the eastern profile. 
The GPR relative backscatter coefficient is calculated from 
(3). 
The general trend in the GPR profile is the same as Fig. 3 
with an increase starting at 2.2 km. There is a fairly flat pla- 
teau until 3.4 km where another increase of 8 dB take place. 
An explanation for the increase at 3.2 km can be found 
looking at Fig. 3. At 3.4 km the temperate ice rise to the sur- 
face giving increased scattering at depths greater than 5 m, 
see Fig. 3. This scattering is believed to stem from free 
water particles inclusions in the ice. 

The SAR profile in Fig. 4 is relatively flat until 2 km where 
an increase of 10 dB takes place. The backscattering coeffi- 
cient from 2.7 km and to the end of the profile is approxi- 
mately 8 dB higher than at the first part of the profile. 

The GPR and the SAR profile in Fig. 4 show the same 
behavior up to 2.4 km. In particular the increase in GPR 
backscattering from 3.3 km is not observable in the SAR 
profile. This may be explained by the increased dielectric 
absorption between the GPR and SAR frequency when free 
water is present in the ice/snow. 

If the SAR only penetrates the cold surface layer,and very 
little down into the temperate layer, then the SAR image 
only shows the difference between the superimposed ice 
zone and the wet snow zone, and not where the layer comes 
up to the surface. 

0 12 3 4 
Distance [km] 

Figure 4. SAR a0 (solid) and GPR profile. 

Conclusion 

A comparison between GPR shallow sounding and ERS-1 
SAR data indicates that the SAR only penetrates the cold 
surface layer down to approximately 5 meters. The SAR 
data reveals the superimposed ice and wet snow zones but 
can not indicate where the temperate layer hits the surface. 
The SAR will still be a powerful tool in glacier study with 
its potential in mapping the different snow zones. A lower 
frequency SAR than the ERS-1 SAR could however also 
map the structures at greater depths such as the temperate 
and cold-ice zones on a poly thermal glacier. 
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Abstract - A set of ERS-1 SAR images along with airborne 
non-imaging ranging scatterometer (HUTSCAT) measure- 
ments and in-situ surveys has been obtained from the Sodankylä 
test site in Northern Finland. A total of 5 measurement cam- 
paigns have been organized during years 1991 to 1993.19 test 
lines have been selected from the test site to represent different 
land-use classes. Microwave signatures representing the test 
lines have been extracted from ERS-1 SAR images and 
HUTSCAT measurements. The behaviour of these signatures 
has been compared to each other and with boreal forest 
semi-empirical backscattering model. The results indicate that 
the behaviour of ERS-1 SAR derived microwave signatures are 
similar to those of HUTSCAT even in the presence of forest 
canopies. By using the semi-empirical model the ERS back- 
scattering is divided into two contributions 1) contribution from 
top of the canopy and 2) contribution from ground, trunks and 
ground-canopy reflections. This can be used for analyzing 
forest backscattering mechanism under various conditions 

INTRODUCTION 
Airborne or ground based scatterometers are often used to make 
reference measurements for spaceborne radars. With airborne 
or ground based radars the measurement conditions can be 
better controlled than in case of spaceborne radars. By em- 
ploying airborne or ground based radar and comparing the 
results with spaceborne radar: 

1) more exact understanding of the backscattering from 
snow and vegetation can be obtained and 

2) better theoretical and semi-empirical models can be 
validated / developed. 

In this study a comparison of helicopter-borne non-imaging 
ranging C-band scatterometer and ERS-1 SAR is conducted. 
All measurements have been conducted in controlled conditions 
and extensive information has been collected from ground, 
snow and vegetation. The conditions include 1) snow free wet 
ground (and canopy), 2) snow free frozen ground, 3) dry snow, 
4) wet snow and 5) partially melted wet snow. 

TEST LINE AND DATA DESCRIPTION 
Our test site is located- in northern Finland around the town of 
Sodankylä. The land-use of the test site consist of sparsely 
forested areas (pine, mixed forest and mires) and open areas 
(bogs, lakes and clear-cut areas). A total of 19 test lines with a 
total length of over 9 km were selected for airborne and ground 
truth measurements. The properties of the forest canopies along 
the test lines were measured. During the airborne campaigns 
ground truth measurements were conducted along the test lines. 

ERS-1 SAR data set consists of 5 SAR images (19 Sep. 1992, 
23 Oct. 1991,20 Jan. 1993,1 May 1992 and 6 May 1993). The 
original SAR images, delivered in PRI format by ESA, were 
rectified and geocoded by the Technical Research Center of 
Finland [1]. The rectified images were undersampled into 25 m 
resolution. 
HUTSCAT [2] data set consists of backscattering coefficients 
along each test line. For forested test lines, in addition to the 
total backscattering coefficients, the ground and canopy 
backscattering coefficients were also determined. The back- 
scattering coefficients were measured using incidence angle of 
23°. HUTSCAT sampling interval on ground was about 1.5 m 
and the illuminated area on ground was less than 15 m. For 
comparison with ERS-1 SAR backscattering coefficients the 
HUTSCAT backscattering coefficients were averaged for 25 m 
interval. 

COMPARISON OF REMOTELY SENSED DATA AND 
SEMI-EMPIRICAL MODEL FITTINGS 

In the comparison of HUTSCAT and ERS-1 SAR a mean of 
backscattering coefficients was calculated for every land-use 
class. The average number of independent samples in case of 
ERS-1 SAR image was 100-300 while in case of HUTSCAT 
more than 1000 samples. In four cases the time difference 
between HUTSCAT and ERS measurements was within few 
hours but at 5 May 1993 it was one day. The comparison of 
ERS-1 SAR and HUTSCAT is performed using the mean 
backscattering coefficients for each land-use class. 
The comparison of remotely sensed data with boreal forest 
backscattering model benefit from the HUTSCAT's ability to 
distinguish the forest floor backscattering contribution from 
that originating from the tree canopy. Hence, the HUTSCAT 
data can be directly compared with the semi-empirical model 
which predicts the levels of forest canopy backscatter, forest 
canopy transmissivity and forest floor backscatter [3], [4]. The 
semi-empirical forest backscattering model describes the 
backscattering coefficient (o") as a function of forest stem 
volume, vegetation moisture and soil moisture [3], [4]. Even 
though the model does not include the effect of snowpack 
properties it is possible to employ it for snow covered ground 
conditions, since the snow covered terrain can be usually 
considered as a forest floor layer with a constant o° for a certain 
measurement event. The results for both comparisons are 
explained below. 
Snow free wet ground 
Fig. la depicts the behaviour of ERS-1 SAR and HUTSCAT 
backscattering coefficients under snow free conditions. Both 
forest canopy and ground are wet due to the heavy rain (21 mm). 
The general backscattering level is also high due to the wet soil 
and forest canopy. The a° curves of ERS-1 SAR and HUTSCAT 
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follow each other well throughout all land-use classes. At the 
time of measurements there was no wind, hence, the water was 
quite calm which causing a mirror-like reflection and therefore 
a low value of backscatter. Fig. 2a depicts the results for the 
comparison of ERS-1, HUTSCAT and semi-empirical model. 
Both ERS-1 SAR and HUTSCAT data indicate that the response 
of o" to forest biomass is constant, which is typical phenomenon 
for wet soil conditions. The model fitting suggest a relative high 
value for soil moisture which appears to be quite realistic 
according to weather statistics. The estimate for forest canopy 
moisture (mv_v = 60%) is a somewhat higher value than typical 
values for dry summer conditions (the nominal model para- 
meters are supposed to correspond to conditions mvv = 53%). 
In general, the model appears to agree very well with obser- 
vations. HUTSCAT observations for three stem volume classes 
(V = 19,85 and 136m3//ja) were used in model fitting. 
Snow free, frozen eround 
The total backscattering level in Fig. lb and Fig. 2b is re- 
markably lower than in Fig. la due to the low backscattering 
contribution from frozen ground. Also in this case the back- 
scattering curves of ERS-1 and HUTSCAT follow each other 
well. HUTSCAT has a clear correlation between stem volume 
and backscattering coefficient which is not the case with ERS-1 
SAR derived results. The ERS results indicate almost no 
difference in the mean a° values as a function of stem volume. 
The level of soil backscatter is extremely low (Fig. 2b). Thus, 
the equivalent soil moisture value obtained mViS is only 3.2%. 
The canopy moisture estimate mv_y is also quite low (43%) 
indicating a partially frozen tree cover. The decrease of back- 
scatter has been the most drastic in the forest floor back- 
scattering   contribution.   Hence,   the  canopy   contribution 
overcomes the ground contribution at a lower level of stem 
volume (90 m3/ha) than in the case of unfrozen soil (130 m /ha). 
Cold mid-winter dm snow conditions 
The test lines in Fig lc and Fig. 2c were covered by thick snow 
layer and the temperature has been well below zero for a long 
time period. Therefore the forest canopy is frozen. The results 
show a higher total backscattering level than in case of frozen 
snow-free ground. This is caused by increased volume 
scattering inside the snow pack. The general behaviour of 
backscattering curves of both instruments follow each other 
well. The backscattering contribution originating from forest 
floor is extremely high compared with forest canopy back- 
scattering contribution (Fig 2c). Because the canopy is frozen 
the equivalent forest canopy moisture value is low. The total 
level of backscatter is slightly lower than that observed under 
wet unfrozen soil conditions. The model-based curve for forest 
floor backscattering contribution differs slightly from HUTS- 
CAT observations. 
Wet (meltine) snow conditions 
The air temperature was daytime above zero and the snow cover 
is wet. Although the snow melt period has already begun the 
whole test site is covered by thick wet snow layer. The general 
backscattering coefficient is low in non forested areas due to 
the high absorption caused by wet snow (Fig. Id). The corre- 
lation between HUTSCAT and ERS results is not so strong as 

for the previous cases. The correlation of o° with the stem 
volume is slightly positive (Fig. 2d) and the level of (fat low 
stem volumes is 2.5 dB lower than for dry snow cover, whereas 
at high stem volumes the level of <f is about the same. This is 
due to the fact that the mvv-value is relatively high indicating 
non-frozen forest canopy. 
Partially melt-off snow conditions 
The Fig. le shows the ERS-1 and HUTSCAT signatures in 
situation where the snow has melted from some areas. Thus, 
terrain is a mosaic of open ground and snow. This can be easily 
seen as an increased level of backscatter for open areas when 
compared to Fig. Id. Although the ERS-1 SAR image was take 
one day before the HUTSCAT measurements took place the 
results follow each other extremely well. The correlation 
between stem volume and <f can be observed but it is not that 
strong as in Fig. Id due to the fact that 95 % of forest floor was 
covered by wet snow layer in contrast to open areas. Also the 
canopy backscatter has a lower level which indicates that the 
tree canopy may be partially frozen. 

CONCLUSIONS 
In this study, the comparison of the microwave signatures of 
ranging scatterometer HUTSCAT and those of spaceborneS AR 
was conducted. The results indicate that the behaviour of ERS-1 
SAR microwave signatures are similar to those of HUTSCAT 
measurements for various conditions. By applying this result 
together with the boreal forest semi-empirical backscattering 
model, the ERS-1 SAR backscattering coefficient were divided 
into two partitions backscattering contribution from (1) forest 
canopy layer and (2) ground. This novel method offers us new 
knowledge about the division of backscatter between forest 
canopy and ground under different weather conditions. Also as 
aresult of the model an estimate related to changes in the canopy 
and soil moisture and freezing/thawing of soil and vegetation 
can be obtained. 
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(a) 

(d) 

(b) 

ERS-l vs HUTSCAT backscattering coefficients 23 Oct, 1991 

(e) 

(c) 

ERS-l vs HUTSCAT backscattering coefficients 18 Sep, 1992 ERS-I vs HUTSCAT backscattering coefficients 20 Jan, 1993 

ERS-l vs HUTSCAT backscattering coefficients 1 May, 1992 ERS-l vs HUTSCAT backscattering coefficients 5 May, 1993 

Fig. 1. The seasonal behaviour of 
ERS-l SAR and HUTSCAT back- 
scattering coefficients for various 
land-use classes, (a) 19 Sep. 1992 wet 
ground, (b) 23 Oct. 1991 frozen 
ground, (c) 20 Jan. 1993 dry snow (d) 
1 May 1992 wet snow and (e) 5 May 
1993 a mosaic of wet snow and wet 
ground. 

a Open hag Fnrested hog 

1B Sept. 1992: Wet Soil Conditions 

(d) 

So» moisture estimate: 33.27 % 
Canopy moisture estimate: 59,78 % 

Dotted line: ERS-1 response 
Sold Sne: Modeled response 
HUTSCAT-observatlons: 

■ : total bHCkscatler 

X : ground backtcaltar 

(b) !3 Oct. 1991: Frozen Ground Conditions 

Stem Voiune (nAVha) 

1 May 1993: Wet Snow Conditions 

Soil moisture estimate: 10.79% 
Canopy moisture estimate: 52.72 % 

Dolled ine: ERS-1 response 
Solid Ine: Modeled response 
HUTSCAT-observatio ns: 

Dotted line: ERS-1 response 
Solkf line: Modeled response 
HUTSCAT-observations: 

(C)   . 20 Jan. 1993; Dry Snow Conditions 

Slem Volume (m^Sma) 

5-6 May 1993: Wet Snow/Sol Condrlions 

Stem Volime (m*3/ha) 

Sol moisture estimate: 23.92 % 
Canopy moisture estimate; 32.95 % 

Dotled line: ERS-1 response 
SoBd ine: Modeled response 
HUTSCAT-obse rvatlons: 
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Fig. 2. The seasonal behaviour of 
HUTSCAT-derived total backscatter 
<f and backscattering contributions 
in Sodankylä test lines comparedwith 
test line-wise processed ERS-1 SAR 
data and semi-empirical forest 
backscattering model. The test lines 
are grouped according to forest stem 
volume (biomass) and the modelled 
values are shown as a function of 
forest biomass. 
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ABSTRACT 

Methods for the application of ERS-1 SAR and L-5 TM imag- 
ery to monitor and map the snow cover in high mountain areas are 
presented. Snow monitoring using SAR data considering the mul- 
titemporal optimal resolution approach MORA results in a 
sequence of wet snow cover maps. The climbing of the snow-line 
could clearly be detected. Furthermore snow cover maps based on 
L-5 TM imagery are discussed. Considering spectral reflectances 
of snow a simple snow cover maps were derived. Analyzing advan- 
tages and disadvantages of the use of SAR or EO sensors, finally, a 
data fusion model was used to evaluate the potential of data fusion 
techniques for the retrieval of geoecological parameters, eg. snow. 
Including the SAR y-values in a RGB-YUV-RGB-model results 
show more textural information in snow covered areas while edge 
information originates from the TM imagery. The information 
content of the calculated image is increased. The potentials and 
limitations of the approaches are discussed. 

Keywords:   snow cover mapping and monitoring, SAR and EO 
data, geometric and radiometric rectification, data fusion 

1. INTRODUCTION 

Snow cover variations significantly influence the hydrologi- 
cal circulation. Remote sensing data and related techniques offer 
the opportunity to continuously monitor the snow cover over 
large areas. Results of snow cover mapping and water equivalent 
estimation showed the usefulness of electro-optical (EO) data 
over large alpine basins [1]. However, the use of optical satellite 
sensors can lead to lack of information, due to bad weather con- 
ditions. To overcome this problem interpolations to bridge the 
missing link between consecutive satellite images are required. 
Another possibility is to rely on radar sensors. In terrain with 
pronounced relief variations, radar backscatter becomes strongly 
distorted, exhibiting changes in local mean intensity. Further- 
more, layover and radar shadow effects produce signals without 
interpretable thematic information. 

Therefore it becomes necessary to use the optimal resolution 
approach ORA to combine SAR data of crossing orbits for each 
acquisition day [2], [3]. This method produces synthetic images 
to reduce the layover areas and improve the local mean resolu- 
tion. Furthermore theses images are more easily interpretable 
than the originals in the initial SAR geometry. Applying the mul- 
titemporal aspect of ORA to several ascending and descending 
image pairs (MORA) a sequence of "wet snow cover" maps can 
be derived [4]. 

The purpose of this paper is to present methods on snow 
cover mapping and monitoring with ERS single frequency SAR 
mangitude data and Landsat-5 Thematic Mapper (TM) imagery 
in high alpine basins. In addition we evaluate data fusion tech- 
niques for a natural, well distributed features. 

This work consists of three thematic parts, namely the moni- 
toring of the snow cover applying the multitemporal aspect of 
ERS-1 SAR data analysis, the derivation of snow cover maps 
based on L-5 TM imagery, as well as some aspects of data fusion 
techniques. Results show that the monitoring of wet snow cover 
based on SAR is practicable and give good results concerning a 
qualitative wetness distribution while EO derived maps indicate 
the local distribution of the overall snow coverage. First results 
on data fusion are presented. Several limitations will be dis- 
cussed. 

2. DATASETS 

For this study 12 ERS-1 SAR PRI scenes covering a part of 
Eastern Switzerland (1260km2) acquired in a 35-day repeat orbit 
cycle between January 1993 and July 1993 from ascending and 
descending orbits were used. The satellite overflight of the 
ascending swath (21:30 UTC) and the descending swath (10:10 
UTC) took place on the same date (Figure 1). Two Landsat-5 
Thematic Mapper (TM) scenes dated 15.02.93 and 22.05.93 
(09:10 UTC) are also available (Figure 4). 

Figure 1:     Subset of ERS-1 PRI imagery 01.05.93, descending orbit (left), 
ascending orbit (right) 

For this project a digital elevation model (DHM25) with a 
grid size of 25m and a height resolution of 0.1m is available [5]. 
Meteorological data (air temperature, cloud coverage, precipita- 
tion, wind velocity) and snow parameters (snow temperature, 
snow depth, density, grain size and type, snow surface type, and 
the load-bearing capacity) were collected during the field mea- 
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surements on the January, February and March overflights. 

3. BASIC CONCEPT 

The concept is based on three main pillars. First, snow cover 
monitoring is performed using SAR magnitude data. Second, the 
local snow coverage distribution is mapped based on EO imag- 
ery. Finally, the sensor specific snow maps are used as input in a 
simple fusion model to overcome the sensor specific disadvan- 
tages (SAR: no non-snow/snow discrimination; EO: no wetness 
information). Figure 2 illustrates the data processing scheme. 

(   ERSSAR    j DEM TM 

OR A/MORA 
monitoring : mapping 

(   wetness map snow cover map 

data fusion 
technique 

f    improved  ^\ 
Vwet snow mapy 

Figure 2: Basic concept of snow cover mapping and monitoring based on 
SAR and EO data 

MORA is based on the optimal resolution approach ORA, 
which allows the radiometric calibration of the SAR data in the 
initial original geometry (slant range or ground range representa- 
tion), as well as the combination of ascending and descending 
orbit imagery in a cartographic reference system using the high- 
est local ground resolution. Layover areas are dramatically 
reduced (from 38% to 5% remaining layover areas) and the 
extraction of thematic information is significantly improved. Pre- 
requisites are a DEM and a precise terrain geocoding [6]. Wet 
snow cover mapping is done by calculating the ratio between the 
backscattering coefficient values of the synthetic SAR images 
and that of a snow-free reference scene as proposed in [7]. The 
ratio of the backscattering coefficients corresponds to the differ- 
ence between the y-values expressed in dB. For each synthetic 
scene the ratio to a reference scene is calculated. As reference 
dates for the thematic interpretation the acquisition dates of 
16.01.93 and 10.07.93 were chosen because the first had rela- 
tively dry snow conditions and in the latter most parts of the 
scene were snow free except some areas near ridges with perma- 
nent snow coverage. 

TM derived snow cover mapping is based on a simple RGB 
composite of geometrically and radiometrically corrected imag- 
ery. The choice of the optimal TM channels is depending on the 
spectral refectance of snow. Therefore, channels 4 (nir) as red, 3 
(red) as green and 5 (mir) as blue were used [8]. They are used 
due to the significantly different reflectance of several snow 
types in the channels 4 and 5. A separation of snow and clouds 
can only be done with channel 5. Reflectance values in the visi- 
ble part of the spectra (blue, green, red) are used for a simple sep- 
aration of snow-/non-snow covered areas because of the 
relatively high contrast between snow and bare soil/forest (chan- 
nel 3). 

To be able to fuse SAR and EO data, both image types have 
to be referenced to the same geodetic/cartographic reference sys- 
tem. One of the most simple fusion methods is to display the data 
in a RBG-color cube. Applying a RGB-YUV-RGB color trans- 
formation the calculated original Y-channel is replaced by the 
normalized SAR backscatter values y. The YUV-model corre- 
sponds to a intensity-hue-saturation (IHS)-model used for video 
signals. So, only a visual interpretation is preferred. Finally, the 
resulting RGB imagery includes the orignally detected snow cov- 
erage as well as information on the wetness conditions. 

4. RESULTS 

The multitemporal dataset printed in Figure 3 are sequences 
of "wet snow coverage" based on ERS SAR data. The grayscale 
values indicate the increase of wetness and ranges from -0.5dB to 
-12dB and were applied to guarantee comparable results to [3]. 
The extent of the snow coverage is strongly correlated to the 
topography during the melting season, especially seen in May 
and June. January and February are relatively dry. Within the 
March scene an increase of the wetness conditions can be noti- 
fied. Between the May and the June date the snow-line moved to 
higher altitudes. July is snowfree but the remaining wetness indi- 
cate wet soil conditions. 

Figure 4 shows the RGB-435-composites of both TM acquis- 
tion dates. Remarkable is the strong influence of illumination 
effects due to the rugged terrain and the sun position (15.02.93). 
Most parts of the scene are snow covered (medium and light grey 
resp. green/yellow) while forested areas are appearing in very 
dark grey resp. very dark green. For the May scene a significant 
difference between bare soil/forest (medium and dark values 
resp. bordeaux and blue) and snow covered areas (very bright 
gray values resp. green and yellow) is recognized. Snow is repre- 
sented on sunny slopes as yellow, while in shadowed part and not 
directly illuminated slopes the green color dominates. Saturated 
pixel values are appearing in each dataset in TM-channel 3. 

Figure 5 illustrates the data fusion result. As a first step, 
using TM scene of 22.05.93 a RGB-YUV transformation was 
calculated. The dynamically strechted 8bit-y-values of SAR 
scene 01.05.93 were used to replace the Y-information for back- 
ward transformation (YUV-RGB). Comparing the subsets of the 
original 435-input image with the resulting fused output image 
visually following remarks can be made: a) saturated pixels in 
snow covered areas are gone, b) more textural information is 
appearing in snow covered areas, c) a clear border between dark 
grey and light gray values (blue/violet and light blue/red) can be 
detected, d) bare soil and forested areas are no more easily 
detectable. The border can be interpreted as a no-snow/snow 
zone, which includes dry snow conditions in upper altitudes as 
well as wet snow conditions in lower parts near snow free areas. 
The Y-information of the included SAR image dominates the 
resulting image while edge information originate mainly from 
the EO data. 

5. DISCUSSION AND CONCLUSIONS 

Methods for mapping and monitoring wet snow cover in 
alpine terrain were presented. Analyzing advantages and disad- 
vantages of the use of EO or SAR sensors, in general it can be 
concluded that EO data are more suitable for snow cover map- 
ping purposes. On the other hand SAR systems are absolute nec- 
essary to retrieve certain snow parameters and to monitor the 
melting process. However, there is still a great unrealised poten- 
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tial in analysing multitemporal and multisource data for geoeco- 
logical applications as well as for natural features using data 
fusion techniques. Following achievements and limitations have 
to be mentioned and taken into account: 

• The optimal resolution approach ORA increases the 
availability of thematic SAR imagery in mountainous regions 
dramatically. The multitemporal optimal resolution approach 
MORA is a practicable method for change detection using 
ERS magnitude data. A dry-snow or snow-free reference 
scene for calculating the ratio within the MORA results in 
qualitatively comparable results [4]. 

• Snow/no-snow maps based on SAR PRI data cannot directly 
be calculated. Nevertheless, a coarse discrimination of wet 
snow can only be made in wide open areas and together with 
additional information, i.e. meteorological data and specific 
thematic parameters. 

• Snow mapping based on EO imagery has to consider spectral 
reflectance characteristics of snow. Wetness information can 
not be retrieved. Saturated image pixels limit the retrieval of 
snow pack parameters. 

• A simpje RGB-YUV-RGB fusion model was used to show 
the potential of fusion techniques. Results are promising but 
more investigations considering numerical aspects and other 
fusion methods have to be carried out. 

• Vegetation changes have also to be considered. 

pp. 965-970, 1993 
[8] Guck, U.: Auswertung von digitalen, multitemporalen LANDSAT-5-The- 

matic-Mapper-Daten zur Erfassung der Schneefläche und anderer Ober- 
flächenarten im hinteren Ötztal unter besonderer Berücksichtigung der 
wasserwirtschaftlichen Bedeutung von Schneeflächendaten, Forschungs- 
bericht, DFVLR-FB 86-46, Oberpfaffenhofen, Germany, 1986 
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Abstract -- The use of holography in imaging is 
generally confined to the optical regime. Recent 
advances in microwave techniques have allowed 
the use of multi-frequency and multi-geometry to 
collect phase information that can be used to 
construct two and three dimensional information 
sets. The use of longer wavelengths allows 
flexible configurations and applications that can 
penetrate propagation media and in some cases the 
target of interest. Microwave radiation has not 
been used extensively in imaging three 
dimensional structure using holographic 
approaches. The use of tomographic processing 
requires that data be collected at sufficient 
resolution to allow unambiguous slices to be 
constructed. This differs from interferometric 
techniques where there is some ambiguity (phase) 
that must be handled to properly reconstruct the 
final three dimensional image. 

INTRODUCTION 

The difficulty in using these image construction 
techniques lies in the fact that the inversion is a 
linear process. The scattering mechanism is driven 
by non-linear behavior (multiple scatter, 
polarization coupling, near field effects, etc.). 
When decision processing mechanism are 
developed for images the characteristics inherent in 
the image generation process must be included in 
the algorithm design. There are two phenomena 
that must be modeled and accounted for in the 
development process, 1) the scattering information 
base and 2) the image generation attributes. One 
would like to develop decision processes that are 
invariant to the image generation process.   These 

robust algorithms could then be used with a variety 
of measurement system architectures and not be 
impacted by imaging constructs. We would also 
be able to include the non linear processes as part 
of the decision making scheme. 

The development of Imaging processes use the 
process of acquiring information in the K or time 
space domain to recover the effective spatial 
domain construct. The measurement space is 
illustrated in Figure 1. Information can be 
acquired in the frequency domain, and the 
geometric domain. In many cases the frequency 
domain is used to acquire data because the 
acquisition time is generally much less than that 
required for acquisition in the geometric domain. 
The relationship between the acquired data in the 
measurement space and the scattered field is given 
byd) 

ff dG a<i>s 
* >   Z„< V I    -V. dn an' 

dS* 

f(\(     _   
j2 qc(R,,co)Im|G(R-R,,coj) d*R 

J J .> 
EQ(1) 

In this expression the convenient inversion of the 
measured parameters to the field image values 
require several linearizing assumptions. The most 
convenient assumption is the far field measurement 
configuration. 
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Figure 1 Measurement Configuration 

In most radar applications this limitation does not 
impose a significant difficulty for practical 
application of the image inversion process. The 
application of the process on reflective surface or 
objects does require that the curvature of the 
surface be convex, single scatter process describe 
the interaction, and polarization independence. 
The last three can pose several difficulties in 
creating image that are recognizable in the optical 
sense. Multiple scatter processes can not correctly 
identify the interaction location of the multiple 
bounce phenomena. This makes the image look 
different than the physical structure of the object of 
interest. The convex surface requirement can also 
pose some problems given the general nature of 
natural and man-made objects. Finally in many 
cases polarization processes are couples and 
cannot be separated. By linearizing the interaction 
process the full descriptive nature of the object 
interaction process is not available. When these 
assumptions are made the expression relating 
measured data to inversion data becomes: 

**,= -£* 
riiSe±^j(WR-d3K 

EQ(2) 

This expression is the recognizable form of the 
Fourier Transform 

2n2 * 3*) 
EQ(3) 

Where the Fourier variable is 

K = kr-ki 

NON-LINEAR EFFECTS 

These nonlinear effects are not confined to the 
frequency spectrum, as polarization is also a 
coupled process. The linearizing assumptions 
described in (3) are significant for all forms of 
nonlinear coupling. When multiple scatter is 
present the interpretation of the scattering point is 
confused. A simple example is the scatter from a 
spherical object. The largest and most significant 
scattering phenomena is the direct scatter from the 
orthogonal point of the sphere. If we map this 
scattering point as a function of geometry the 
spatial scattering function paints the surface scatter 
magnitude on the physical surface of the sphere. 
The response of a sphere is well quantified, 
however, it is probably easier to identify the 
behavior in the frequency domain, rather than the 
time or space domain. The secondary interaction 
scattering function causes some ambiguity in the 
space domain (looks like two individual scatterers 
rather than one). It is much easier to define the 
nature of the interaction in the frequency domain 
because we know the nature of the scattering 
process and its frequency response. The 
linearization of the scattering process causes this 
ambiguity in the space domain. 

NON-LINEAR PROCESSING 

Mathematical morphology is a nonlinear 
processing paradigm that provides a firm 
mathematical basis for a class of nonlinear filtering 
and detection schemes. Morphological processing 
can be generalized to include robust statistical 
operators and can be incorporated into neural 
network architectures [1,2]. 

Mathematical morphology involves translation- 
invariant, non-linear convolution type operations 
based on fundamental operations of erosion and 
dilation. Erosion and dilation are operations that 
involve probing the image with sets, called 
structuring elements. Morphological processing is 
used to derive shape information from the image. 
This information is dependent on the structuring 
elements. The structuring elements are analogous 
to linear filters. 

Let X be a subset of n-dimensional Euclidean 
space, and let/:X—>R be a real valued function on 
X.   Generally n is 2 and / represents a digital 
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image.    Let /z(x) = /(x-z)  denote the  spatial 
translation of /   and let the reflection of / be 
defined by f*(x) = -f(-x). 
The gray-scale erosion of a function /    by  a 
structuring element g is defined by 

(fGg)(x) = mm{f(z)-gx(z) z e 
D[£X]}. 

EQ(4) 

This operation measures the minimum difference 
between / (z) and gx(z) for zeD[gx] and is 
equivalent to measuring the maximum amount that 
the structuring element gx can be translated 
vertically and still lie beneath f. It indirectly 
measures how well the shape represented by g fits 
under f but the output value is not invariant to 
shifts because if X is a number, then 

(f+X Gg)(x) = {f Og)(x) + X. EQ(5) 

The gray-scale dilation of a function / by a 
structuring element g is defined by 

closely fit the function /. If the structuring 
elements match the shape of an image over a 
region I, the hit-miss transform will produce a 
peak where the shape occurs. 

These nonlinear detection filters can be used in 
place of linear detection filters. We have empirical 
results that indicate that morphological filters 
produce images with better entropy than linear 
filters. 

[1] E. R. Dougherty, An Introduction to 
Morphological Image Processing. 
Bellingham WA: SPIE, 1992. 

[2] Y. Won. P. Gader, and P. Coffield, 
"Morphological Shared-Weight Networks 
with Applications to Automatic Target 
Recognition", IEEE Trans Neural 
Networks (Accepted for Publication). 

if ©£)(x) = max{/(z)-Gnx(z):z e 

D[(g*)x]} 

EQ(6) 

The gray-scale dilation is the dual of the erosion 
and indirectly measures how well the structuring 
element fits above f in the same sense that erosion 
measures the fit below f. An operation which 
measures both the fit above and below is the gray- 
scale hit-miss transform, which is defined as: 

f®(h,m) = (fQh)- (fern*) EQ(7) 

This definition is motivated by the umbra 
transform [1]. The hit-miss transform measures 
how the shape h fits under the function/ and how 
the shape m fits above /.   Higher values indicate 
good fits. If/ ®(h,m)(x) > 0, then there exists a 
set of vertical shifts for which both shapes h and m 

645 



NEW CLASSIFICATION TECHNIQUES FOR ANALYSIS 
OF REMOTE SENSING INTEGRATED DATA 

Elena Console*, Marie Catherine Mouchot** 
* T.E.A. s.a.s. 

Via Bruno Chimirri 28,88100 - Catanzaro (Italy) 
phone: +39.961.74.75.28, fax: +39.961.72.56.36, e-mail: console_e@abramo.it 

** Departement I.T.I., ENST de Bretagne 
Technopole de Brest-Iroise, BP 832,29285 Brest Cedex (France) 

phone: +33.298.00.13.58, fax: +33.298.00.10.98, e-mail: mc.mouchot@enst-bretagne.fr 

Abstract - The aim of this work is the application of 
techniques based on fuzzy logic for integrating and 
classifying spectral data and spatial information. The 
analysis was performed on a Landsat-TM image and on a set 
of map field data. 

Firstly fuzzy membership values of Landsat image pixels 
were calculated and a buffer area was defined around map 
field data for each considered class. 

The membership values were then modulated using spatial 
information derived from known targets. 

Finally the accuracy of the classification was assessed on a 
set of test data. The obtained results shown a significant 
improvement compared to more traditional methods of 
classification. 

INTRODUCTION 

Adequation of techniques for processing remote sensing 
imagery improves the knowledge of Earth' surface and 
contributes remarkably to the development of policies for 
planning and monitoring of environmental resources. The 
possibility of using different type of data can increase our 
ability to visually discriminate between different ground 
targets. 

The fusion techniques of optical imagery with other 
information require appropriate procedures for data analysis. 
Furthermore it becomes necessary to determine suitable 
methodologies of classification which take into account the 
heterogeneity of the acquired data and the indeterminateness 
of considered targets. 

In this work we used fuzzy logic for integrating and 
classifying spectral and spatial information. More 
particularly the analysis was performed on a Landsat-TM 
image of Southern Italy and on cartographic data. 

The map field data are represented by geographical 
coordinates of training pixels and by vector files of 
hydrography of the considered area. 

These known targets were used for modulating the fuzzy 
membership values of all pixels located in their 
neighbourhood. The size of the neighbourhood was defined 
differently for each class according to the experts's opinion. 

The steps of the applied methodology were the followings: 

a) choice of fuzzy membership function and membership 
values computing; 
b) estimation of buffer around the set of known targets; 
c) modulation of membership values in buffer areas; 
d) hard classification from fuzzy classification; 
e) accuracy assessment 
f) mixed classification. 

APPLIED METHODOLOGY 

The chosen membership function for computing fuzzy 
membership values of each pixel to considered class has been 
the following (Figure 1): 

nun NORM max 

if norm = min,       then pc(xO = 1 
if norm = max,      then pc(xi) = 0 

Figure 1: Membership function 

The adopted norm is defined as the absolute distance from 
the mean of the considered class normalized by the standard 
deviation: 

norm\ 
6     Xi,b       Xc'b 

6=1 o\ 

where: 
i = ith considered pixel 
c = cth considered class 
b = bth considered band 
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x c,b = mean of cth class in the bth band 

normalized standard deviation 

2> 
b=\ 

<Jb = standard deviation of the bth band. 

Next, the physical distances of each pixel from map field 
data have been calculated (Figure 2a). 

For each class a buffer area around the set of know targets 
(training pixels and hydrographic vector files) were defined 
on the ground based on expert's knowledge (Table 1). These 
windows delimit the pixels which the membership to the 
considered class is most probable (Figure 2b). 

Table 1 
DIMENSION OF BUFFER AREA FOR EACH CLASS 

Class meters Class meters 
Grass covered area 200 Cultivated area 250 
Orchards 250 Forest 100 
Non vegetated area 100 Road network 60 
Shady forest 500 Urban area 150 
Hydrography 100 

We assigned these pixels to values between 0 (assigned to 
the central pixel of the buffer area) and 1 (assigned to the 
pixels of external edge) defined as modulation values, m.v. 
(Figure 3). 

In order to integrate the spectral and the spatial 
information we assumed that the pixels located around the 
known targets belong most likely to the same class of the 
target. Hence the membership values of these neighbour 
pixels were modified using the modulation values drawn 
from spatial data: 

final membership value = ii0(Xi)mv' 

The resulting images have been filtered applying a median 
filter, which size was identical to the class buffer size. 

a) physical distances from streams 

) ^,   \ 
\          \ 

\ V        \ 
"\ \ V 
\ s 

\ 
* 

b) buffer area 

nuv. =0 

nuv. =1 

Figure 3 - Modulation values 

RESULTS 

In order to verify the accuracy of results, the error matrix 
and the K indices have been computed on hard classification 
derived from fuzzy classification against a sample of ground 
truth pixels. 

The hard classification was produced by assigning each 
pixel to the class having the highest membership value. We 
considered a fixed threshold value, under which the pixel 
was labelled non classified: 

ft 
if ju c (xi) = Max ju(xi), then JC; e class c 

The results were compared with conventional 
classifications (minimum distance and maximum likelihood) 
and hard classification not integrating spatial information. 

In the Table 2 we have reported the values of global index 
K and the conditional index K for classes "Urban area" and 
"Road Network". These two classes were chosen more 
particularly because they prove to exhibit a fairly high rate of 
false classifications in prior studies. 

One can see that the integration of the spatial information 
significantly improved the accuracy of the classification both 
in term of global K and conditional K. 

Table 2 

Figure 2: Hydrographic network 

COMPARISON OF RESULTS 
Algorithm Global K Cond 

Urban a. 
itional K 

Roadnetw. 
Minimum distance 0.37 0.26 0.27 
Maximum likelihood 0.46 0.33 0.25 
Fuzzy      cl.       non 
integrated         with 
spatial information 

0.30 0.44 0.19 

Fuzzy cl.  integrated 
with              spatial 
information 

0.42 0.60 0.28 
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Finally the mixed classification was considered; the mixed 
classes are represented by the combination of the two classes 
having the highest fuzzy membership values. 

Superimposing the mixed classification image on the 
official cartography of the considered area it becomes 
obvious that correspondence is better than with maximum 
likelihood classification. 

It is then confirmed that the "Urban area" and "Road 
Network" classes are better identified (Figure 4). 

CONCLUSIONS 

The use of different data sources and their integration 
significantly improved the performance of the adopted fuzzy 
classification technique. In particular, the applied 
methodologie, by allowing the modulation of membership 
values of each class, enhanced its ability to discriminate 
among all considered soil coverage, especially in the difficult 
case of the urban agglomerates. 

a) Official cartography (I.G.M.I., 1:50.000) 

b) Hard classification from fuzzy 

■JP-"' Äj'£•■'<   ■*■-■■■ 

y*H* 

c) Maximum likelihood 

Legend 

Non vegetated area 

Urban area 

Road Network 
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Abstract — The Landsat TM sensor for thermal 
infrared measurements, Band 6, has lower resolu- 
tion than those of other six Bands. Nishii et al 
(1996) proposed a statistical, method to improve 
Band 6 by the linear combination of other six 
band data. In this case, we observe a subset of 
high-resolution bands provide a better predictor 
than that based on all high-resolution bands. This 
may be Hughes phenomenon. We will propose the 
way to select the best subset of high-resolution 
bands based on the information theoretic crite- 
rion called AIC. 

1    INTRODUCTION 
The Band 6 of the TM sensor equipped by the Landsat 
5 observes heat radiation, which is physically important. 
Unfortunately, its spatial resolution on the earth is of 
120m x 120m, whereas those of other six Bands are of 
30mx30m. Thus, it is a key problem to enhance the spa- 
tial resolution of Band 6. [2] proposed a statistical proce- 
dure to enhance the low-resolution image. By employing 
conditional expectations of multivariate normal distribu- 
tions, Band 6 is improved by the linear combination of 
other six bands. The coefficients of the linear combina- 
tion are estimated by the covariance matrix among seven 
band data. 

Of course, every band with high-resolution has infor- 
mation on Band 6 to a greater or less degree. However, 
the linear combination of all high-resolution bands may 
give a poor correction than that of some of high-resolution 
bands. This is shown by actual images. 

In [2], four prediction procedures of Band 6 are 
suggested. We examine the performance of the block 
and global predictors through the sum of squared er- 
rors (SSE). Further, the usefulness of a subset of high- 
resolution bands for predicting Band 6 is verified through 
Akaike's information criterion (AIC) by [1]. It is shown 
that AIC provides a similar performance of SSE and needs 
less computation. 

30m 

30mQ i 2 3 4 

5 6 7 8 

9 10 11 12 

13 14 15 16 

. LOCAL   WINDOW 

120m 

120m 

Figure 1: Pixels in the 
local window 

Figure 2: Block consisting 
of 49 local windows 

'xy 
7yy 

2    PREDICTORS FOR BAND 6 
A region consisting of pixels numbered from i = 1 to 16 
at which Band 6 is observed is called a local window. 
Let Xbi be a random variable of Band b(= 1,...,5, 7) 
observed at the i-th pixel of the local window. Its obser- 
vation, say xi)i, is placed as Xi = (x-n,..., x$i,xn)T. Let 
Yi be an unobservable random variable of Band 6, but 
the averaged value Yli=\ Y/16 = F is observed, say y. 
Assume that the random vectors (Xf, Yi)T are indepen- 
dently distributed as a 7-variate normal distribution with 

mean (fiT,v)T and covariance matrix S = I tj"   * 
y Oyx   Oy, 

The mean and covariance matrix are supposed to be com- 
mon in the local window. Then, the value of Band 6 is 
predicted by the conditional expectation. Here, we con- 
sider the following two predictors of Band 6 depending 
on estimation methods of the covariance matrix S. 

~ block 
1. The block predictor Yi 

Consider a block consisting of (? local windows, 
see Fig. 2 with 1 = 7. Deriving the mean of 
7-dimensional observations in each local window, 
we calculate a sample covariance matrix based on 
C2 mean vectors which would give an estimate for 
(1/16)S. 

~ global 
2. The global predictor Yi 

Choose only one observed vector in each local win- 
dow. Then, calculate a sample covariance matrix 
based on all selected vectors. 
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3    NECESSITY OF BAND SELECTION 
The necessity of band selection is shown I))' the Land- 
sat TM image of Hiroshima Bay, JAPAN (2,000 rows x 
2,000 columns). This is verified by the following steps. 

1) 4 x 4 average one out of these bands. 

2) Certain band values are again averaged in 4 x 4 pixels 
in order to simulate the resolution of Band 6. 

3) Choose a subset of high-resolution bands and fix 
the block size t = 3(2)11.   Then, predict the low- 

~ block 
resolution band (/; by the block predictor 1'; 

4) Compare the sum of squared errors (SSE) between 
predicted and observed values. 

. . ^. .if?     , —block. 9 
Let RSSE be a ratio of SSEs:   £  £i=i ((/; - 1;        ) 

/E*E"i(ff.--y)2i where E* extends over all local 
windows. The small RSSE means a satisfactory result. 

Table 1 tabulates RSSEs of Band 3 predicted by lin- 
ear combinations of all possible subset of Bands 1,2,4,5,7. 
The numerals in the bold face denote the minimum val- 
ues among five block sizes, and band combinations are 
sorted in the increasing order of the minimum RSSEs. 
This shows that Band 3 is very accurately predicted by 
remaining high-resolution bands. Further, the linear com- 
bination of Bands 2,4,7 provides a better predictor than 
that of Bands 1,2,4,5,7 for any block size. 

Table 1. RSSEs of block predictors of Band 3 based on 
subsets of Bands 1,2,4,5,7 with sample size = 500x500 

Selected B ock Si'/es 
Bands 3 5 I 9 11 

2 4 7 .0676 .0569 .0565 .0570 .0575 
24 .0598 .0579 .0594 .0606 .0615 

2 45 .0707 .0587 .0584 .0588 .0592 
124 7 .0867 .0595 .0588 .0595 .0603 
245 7 .0932 .0612 .0589 .0589 .0591 
124 5 .0902 .0605 .0597 .0601 .0608 

12 4 5 7 .1313 .0632 .0605 .0606 .0610 
2 7 .0664 .0607 .0605 .0607 .0610 

1 27 .0773 .0614 .0606 .0607 .0611 
257 .0781 .0618 .0606 .0606 .0607 

2 5 .0659 .0607 .0613 .0619 .0624 
1 2 4 .0724 .0609 .0620 .0633 .0647 
1 25 .0777 .0616 .0612 .0617 .0623 

125 7 .0999 .0644 .0625 .0628 .0633 
2 .0642 .0653 .0671 .0679 .0684 

1 2 .0716 .0665 .0676 .0686 .0695 
1 47 .1358 .1148 .1165 .1189 .1212 

1 4 .1202 .1196 .1244 .1282 .1309 
1 4 5 .1447 .1229 .1259 .1301 .1342 

145 7 .1926 .1304 .1291 .1320 .1354 
1 5 .1457 .1362 .1372 .1379 .1382 

1 57 .1804 .1426 .1401 .1398 .1397 
1 7 .1553 .1442 .1455 .1467 .1473 

1 .1738 .1779 .1820 .1842 .1859 
4 7 .3970 .3944 .4150 .4332 .4495 

4 5 7 .5176 .4045 .4094 .4220 .4319 
7 .5063 .4973 .4994 .5011 .5024 

5 7 .5768 .5151 .5077 .5074 .5092 
4 .5560 .5651 .5848 .6040 .6201 

4 5 .5622 .5730 .6195 .6578 .6912 
5 .5947 .5796 .5828 .5860 .5890 

Table 2 gives RSSEs of Band 6 predicted by linear 
combinations of subsets of Bands 1 - 5, 7. Some digits 
exceed one, which means the enhanced image becomes 
worse than the 4x4 averaged image. Unfortunately, the 
linear combination of all high-resolution bands makes the 

result worse. This is also true for the sum of absolute 
errors. Hence, both selections of bands and of block sizes 
are inevitable. 

Table 2. RSSEs of block predictors of Band 6 based on 
subsets of Bands 1-5,7 with sample size = 500 x 500 

Selected B ock Sizes 
Bands 3 5 7 9 11 

1 .6595 .7070 .7426 .7759 .8024 
1 4 .7224 .7209 .7679 .8007 .8285 

2 .7211 .7634 .8013 .8283 .8543 
1 5 .7259 .7259 .7746 .8103 .8354 

3 .7473 .7810 .8145 .8415 .8725 
1 34 .8805 .7733 .8170 .8589 .8887 

24 .7881 .7928 .8459 .8806 .9127 
7 .7917 .8267 .8620 .8949 .9359 

1 3 5 .9748 .7966 .8273 .8643 .8877 
1 3 .8533 .7995 .8297 .8577 .8842 
1 7 .8058 .8028 .8544 .9077 .9430 

1 4 5 .9210 .8064 .8616 .9147 .9443 
1 2 .8659 .8068 .8339 .8304 .8504 

1 4 7 .9190 .8094 .8686 .9284 .9656 
1 2 4 .9946 .8191 .8534 .8701 .8824 

3 4 .8240 .8257 .8791 .9170 .9533 
1 2 5 1.0682 .8294 .8468 .8524 .8628 

5 .8298 .8689 .9032 .9326 .9664 
1 5 7 .9418 .8319 .8921 .9557 .9978 

2 5 .8542 .8456 .9038 .9446 .9770 
124 7 1.3319 .8585 .8801 .9219 .9391 
13 4 7 1.2479 .8585 .8757 .9206 .9498 
134 5 1.2650 .8593 .8838 .9317 .9545 

3 5 .8794 .8651 .9245 .9650 .9983 
124 5 1.3211 .8701 .8952 .9361 .9543 
13 5 7 1.3077 .8739 .8875 .9352 .9615 

1 2 7 1.0946 .8750 .8855 .9152 .9357 
125 7 1.3329 .8894 .9144 .9548 .9694 

4 7 .9277 .8921 .9444 .9941 1.0478 
24 7 1.0357 .9058 .9473 1.0048 1.0436 

1 2 3 5 1.3960 .9069 .9566 .9957 .9962 
234 1.0711 .9070 1.0136 1.1029 1.1240 

145 7 1.3289 .9090 .9466 .9877 1.0125 
1 3 7 1.1174 .9204 .9283 .9564 .9749 
24 5 1.0649 .9214 .9789 1.0328 1.0649 

123 4 1.4298 .9248 .9871 1.0223 1.0284 
5 7 .9660 .9366 1.0329 1.0958 1.1519 
2 7 .9674 .9444 .9910 1.0505 1.0874 
4 5 1.0183 .9501 .9951 1.0392 1.0855 

1 2 3 1.1367 .9521 .9925 1.0105 1.0111 
4 .9906 .9577 .9599 .9693 .9892 

23 5 1.1658 .9618 1.0440 1.1346 1.1553 
25 7 1.1107 .9765 1.0309 1.0853 1.1219 

13 4 5 7 2.0349 .9988 .9860 1.0109 1.0313 
345 1.1514 .9887 1.0475 1.1026 1.1414 

12 4 5 7 2.4716 .9930 .9959 1.0224 1.0382 
2 3 1.0347 .9931 1.0957 1.1828 1.1852 

34 7 1.1559 1.0074 1.0479 1.1127 1.1674 
12 3 4 5 2.2289 1.0163 1.0345 1.0603 1.0525 
12 3 5 7 2.2757 1.0289 1.0187 1.0324 1.0416 

12 3 7 1.5727 1.0205 1.0242 1.0551 1.0467 
1234 7 2.3151 1.0431 1.0312 1.0396 1.0388 

3 7 1.0526 1.0350 1.0935 1.1724 1.2325 
2 4 5 7 1.4996 1.0503 1.0836 1.1272 1.1529 

357 1.2478 1.0595 1.1015 1.1622 1.2141 
2 34 7 1.6185 1.0784 1.0978 1.1319 1.1247 
2 3 4 5 1.6470 1.0997 1.1566 1.1850 1.1730 

12 3 4 5 7 5.2273 1.1309 1.1068 1.1189 1.1169 
23 7 1.3683 1.1100 1.1536 1.2366 1.2548 

2 3 5 7 1.7200 1.1415 1.1156 1.1399 1.1477 
45 7 1.3160 1.1173 1.2435 1.3486 1.4206 

345 7 1.6859 1.1672 1.1913 1.2268 1.2544 
2 3 4 5 7 2.5159 1.2187 1.2261 1.2478 1.2342 

4    SELECTION OF BANDS BY AIC 
The redundancy of a subset of full-resolution bands is 
evaluated through Akaike's information criterion [1] un- 
der the null hypothesis such that the subset has no addi- 
tional information. This is formulated as follows. 

Partition the high-resolution bands as X{ = 
(Xf;,X.J;). The mean and covariance matrix are par- 
titioned in the similar manner as (iT = (/xf ,/J^), 

ay* — 

S2I S2 
following null hypothesis: 

Now, we consider the 
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Figure 3: SSE (solid line) and AIC* (dotted line) of global predictors of Band 6 with sample size 140 x 104 
(The horizontal axis is corresponding to subsets of full-resolution Bands 1 - 5, 7) 

H0: Subvectors X2i : q x 1 (* = 1 16) in all local 
windows have no additional information for predict- 
ing Band 6 

against the hypothesis: 

Hi: All full-resolution bands X-t : 6 x 1 have information 
for predicting Band 6. 

The conditional expectation of YJ: 

E[Yi \X{ = Xi] = v + jf(xu - /x,) + ilix-2i - Hi) 

with   xf    =    (xfi,X2i)   and   7 T       _ h^il)   = 
(<7yl,<ry2)\   V!.,,    V 

^11    u 
^21   ^22 

leads that H(1 is naturally for- 

mulated by 72 = (0 0)   . After some algebra, it is 
shown that this is equivalent to er^ =: «TyjSf/S^. Then, 
the conditional distribution of \) is given by 

Yi \{Xi = xt} ~ N{u + -yfixu ~ Ml)-  Vyyl) , 

where •y1 = S^ <T\V is a regression coefficient vector and 
Oyy-i = a-yy — (TyiE^ (T\,j is a conditional variance. We use 
the global estimate for S. Then, AIC for the conditional 
random variables is obtained as 

AIC(Ho) = N log *„„., + N log(27re) + 2x8-2./, 

where Ar is a sample size, s ,,■/■! = s,jy - syiS'[l
lS[y with 

5,. «... \      16 'a\r "^a-y    j 
sya- syy J N E* X — 

V 

— \ T — x\ (x - x\ 
-Vj \y-Vj   ' 

Sxx = [si] 5-22 ) and S"J! = (svuSvi)- Hcrc< (xT' 2/) 
denotes an observation selected in each local window, x 
denotes an average of x and J2* extends over all local 
windows. Among all possible subsets of full-resolution 
bands, the subset which minimizes AIC is considered as 
optimal. 

We here note that finding of the minimum AIC(H0) is 
equivalent to that of AIC(H„) - AIC(Hi)(= AIC*, say) 
which is simply equal to 

AIC* JVlog ■^1 - 2g with  syy.x = s 
Syy-x 

yy 'syxJxx 
sxy 

In Fig.3, AIC* and SSE of a subregion of the TM 
image used in Section 3 are calculated. The subregion is 
of size 560 x 416, and it is 4 x 4 averaged. The horizontal 
axis of Fig.3 denotes 63 combinations of full-resolution 
bands from {1,2,3,4,5,7} to {7}. The vertical scales in 
the left hand side and in the right hand side are used for 
SSE and AIC*, respectively. This shows that AIC has a 
similar performance of SSE. 

5    CONCLUSION 
We have shown that band selection is necessary and useful 
for predicting Band 6. Of course, SSE may be a natural 
measure for evaluating the goodness of subsets of high- 
resolution bands. We proposed an alternative procedure 
based on AIC. Features of our procedure are as follows: 

• AIC shows the similar performance of SSE. 

• AIC can be obtained when the covariance matrix 
is estimated. AIC needs calculations of order 0(1), 
whereas SSE needs O(N) for each band combination. 

The efficient procedure for finding the optimal block size 
with less effort is also another important problem. 
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Digital Elevation Models are significant elements in most 
of the remote sensing field, mostly as auxiliary data and 
sometimes as primary source of scientific or commercial 
information. The use of SPOT data opened a new era in the 
DEM computing business by allowing the construction of 
good precision DEMs (typically 10m rms.) thanks to its side- 
looking capability. Alternate techniques are now available, 
such as SAR interferometry, which is highlighted by the 
upcoming Shuttle Radar Topographic Mission to be launched 
around the year 2000 in order to compute a global DEM. Not 
all applications, however, require high precision DEM. Here 
we report the accuracy of a DEM made from two images 
acquired by the same optical instrument at the same time 
(single pass stereoscopy). This experiment is characterized by 
a very small forward baseline of about 15 km. The geometric 
performance is attenuated by a factor of about 100 with 
respect to conventional SPOT stereoscopy. Another potential 
difficulty is the different nature of the two images : 20m 
single band image and 10m panchromatic image. On the 
other hand, single pass operation guarantees a very good 
similarity between the images and a minimal influence of 
cloud cover. The concept has been tested using data acquired 
over l'ile de la Reunion, off the coast of Madagascar, a typical 
area where collecting stereoscopic data is difficult. We use a 
high performance image correlator we developed, which 
compensates partially for the poor baseline available. We 
discuss the quality of the result, which is compared to a 
conventional DEM, as well as the potential of this new 
product, from the point of view of the applications and of the 
design of future missions. 

BACKGROUND 

Digital elevation models (DEM) are crucial to a number of 
activities. They are directly used as input for geosciences, as 
witnesses of fault activity; their accuracy is essential in the 
assessment of the effort necessary for public works (road 
building, dams...); they are pivotal for the use of terrain 

following, advanced weapons and, in general, the protection 
of aircraft from detection; they find an application in hazard 
maps either directly (flooding) or indirectly (assessment of 
slopes for protecting against landslides). Last but not least, 
they are used as auxiliary data for proper positioning of any 
kind of data that can enter a geographical information system. 
In this sense, DEM give a better value to any geographical 
data, which is especially true for remotely sensed data. 

In the recent years, the use of SAR interferometry as a 
unique technique for the determination of displacement fields 
has added a new application of DEMs, since it is necessary to 
remove, sometimes with high accuracy, a topographic 
contribution from a radar interferogram before the 
displacement of the terrain is revealed, sometimes with 
centimeter-size accuracy. 

DEMs can be computed in a variety of ways, including the 
digitization of existing maps. The global result is, however, 
very heterogeneous both in terms of accuracy and in terms of 
reliability. Furthermore, the DEMs are not always openly 
accessible. In the US, the Defense Mapping Agency created a 
global DEM with a sampling of 1200 points per degree of 
latitude or longitude and a credited accuracy of 30 m rms. 
However, even if the part of this product covering the US 
territory is freely accessible, this is not the case elsewhere. 

The SPOT system offered in the mid-80s a solution for 
global DEM thanks to its lateral pointing capability. A 
number of areas, and sometimes whole countries, were 
successfully covered by this means, with a good and 
controllable accuracy in the range of 10 m rms. However, 
two passes are required for lateral stereoscopy, which leads to 
a low probability of success for areas with frequent cloud 
cover. Let P be the probability of having a cloud free 
acquisition over a given area, the probability of having two 
such acquisitions is P squared, not a matter of concern when 
P is 70%, but a miracle if P is only a few percent. 

To overcome this situation, plans have been made to use 
forward-backward stereoscopy in future satellites, or to 
synchronize  several  satellites   in   order to   correlate   the 
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probabilities of cloud cover for the two passes, for instance if 
the two satellites are only a few minutes apart. 

In the mid-90's another solution emerged thanks to the 
interferometric technique. Various studies showed that the 
interferometric signal had a potential for meter-size accuracy. 
Using radar data such as the ones ERS-1 had made available 
almost everywhere on earth could lead, in principle, to a 
global DEM. In an effort to reduce the time separation 
between images, the European Space Agency synchronized its 
two ERS satellites, creating the "tandem" mission. However, 
as we recognized early in our studies dealing with 
displacement fields, there is a strong atmospheric 
contribution to an interferogram. This contribution leads to 
artifacts that we have learned to recognize in order to avoid 
misinterpreting geophysical signals. However, to build a 
DEM requires not only to recognize, but also to correct the 
artifacts. This is the reason why radar interferometry is more 
useful, now, for validation of existing DEMs rather than for 
creating new ones. Hopefully, further signal processing 
improvement might solve the problem using several 
interferograms on the same spot. 

The inconvenient of radar interferometry disappears if one 
considers a simultaneous acquisition of the two radar images. 
However, this requires a specific radar mission with two 
antennas on the same craft. Despite the cost involved, the 
Defense Mapping Agency and NASA designed the Shuttle 
Radar Topography Mission, intended to deliver a DEM 
between plus and minus 60 degrees of latitude at the turn of 
the century. The results of this mission will certainly 
improve the situation a lot, however, part of the data will 
remain classified and efforts to solve the problem of global 
DEM by other means are still welcome. 

Here we discuss the first results of a test conducted with 
SPOT data, using a specific feature of the data from SPOT 
1, 2 or 3: the slight forward-backward stereoscopic difference 
between high resolution (10 m), black and white data 
(panchromatic) and lower resolution (20 m) spectral bands 
(XS). 

USING PANCHROMATIC AND XS STEREOSCOPY 

It results from the design of SPOT 1,2,3 instrumental 
focal plane that corresponding panchromatic and XS data ate 
not acquired at exacüy the same time. The panchromatic data 
is acquired about 2 seconds sooner than the XS data because 
the CCD line matrix which creates the XS data is behind the 
CCD line matrix of the panchromatic data. As a result, there 
is a tiny stereoscopic effect between the two data sets, which 
corresponds to a baseline on the ground of about 15 km 

combined with a distance of observation of about 832 km. 
This effect is responsible for a well known artifact in the 
combination of the two channels into a single image: 
landscapes with large elevation range occasionally create 
slight mis-registrations. 

We decided to attempt exploiting this stereoscopic effect 
for DEM production, which raises several questions: 

1) the stereoscopic effect is tiny, the baseline ratio is 
15/832 and we are forced to use the 20 m data as reference. 
The net result is that we are approximately 100 times less 
sensitive to topography than 10 m data used with a baseline 
ratio of one 

2) we attempt to correlate data of different physical 
meaning. XS data represent only a fraction of the spectrum 
observed by panchromatic data 

3) the instrumental responses are not the same for both 
kind of data. It suffices to notice that the resolutions are not 
the same, however, more factors of difference may come into 
play 

4) at the level of "pixel slicing" envisioned for our 
application, structured noise sources can be predominant 
(shift between neighbor CCD sub-matrixes, irregular matrix 
grid, very low amplitude vibrations, etc.). No one knows if 
these artifacts can be successfully modeled and removed. 

On the other hand we have two trumps: 
1) Having such a slight difference between images, 

furthermore acquired at the same time, may boost the 
performance of the procedure of correlation 

2) Our group at CNES is experienced with high 
performance image comparison techniques. In particular, we 
recently developed a new concept of precise image 
comparison. 

The only way to answer fully these questions was to 
experiment. 

DATA SELECTION AND ANALYSIS 

The ideal test site must have several qualities: 1) 
availability of combined panchromatic and XS data, 2) easy 
horizontal reference in order to bypass possible problems 
with biases in the attitude angles of the satellite, 3) 
availability of a DEM of good quality for the assessment of 
the results, and 4) the test site must be relevant, that is 
typical of a situation where conventional stereoscopy is 
likely to fail. 

For these reasons we selected La Reunion, which is part of 
France, and a volcanic island is the Indian Ocean. We have a 
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good quality, 100 m sampled, DEM computed by IGN (the 
French Geographical Institute). Besides, the island is under 
investigation as part of our RADARSAT proposal, which 
intends to monitor ground displacements of the main 
volcano: Piton de la Foumaise, using radar interferometry 
based on RADARSAT data. The site is relevant as a typical 
tropical area and working with an island about the size of 
SPOT frame gives an easy horizontal reference. 

We selected two image pairs which could both be used for 
our purpose. None of the pair was acquired vertically. The 
mirror of SPOT was tilted for each pair, selected from 
archived data. By chance, the two pairs could also be used for 
conventional stereoscopy since their angular biases are 
opposite. We used one pair as a reference and the other as a 
backup. 

Applying the latest image comparison techniques we have 
resulted, in an automated way, in a disparity image featuring 
a typical dispersion of 2% of a pixel, which is equivalent to a 
dispersion of 20 m in elevation. 

Several problems were discovered and corrected in the 
image comparison procedure, which is a first valuable result 
of the experiment. The technique had not been used in such a 
challenging context before. It seems possible to improve 
further on the quality and having a final 10 m accuracy is 
within reach. 

However, the main challenge is not in the accuracy, but in 
the separation of topography from artifactual contributions. 
We observed well known phenomena such as differences 
between adjacent matrix bars and, more generally, differences 

linked the layout of the various detectors used. These biases 
can, however, be mapped and accurate geometric calibration 
could correct them. 

More difficult is the short period oscillations of the 
satellite attitude, which cannot be easily modeled from 
auxiliary data because these are poorly sampled, and thus 
aliased, in the frequency range of interest. This is not a 
system design error, but a specification choice linked to the 
extremely low amplitude expected at these frequencies, which 
goes unnoticed for any conventional application. 

DISCUSSION 

The study is now focused on the modeling of the attitude 
aliasing and the perfection of the geometric model. The latter 
could actually help a great deal the former : one may think, 
for instance, of using lateral deformation as a calibration 
source for the geometric setting of the data take, where the 
useful data are mainly based on the forward deformation. This 
study will be followed along two axes: 

On the short term, we intend to turn this experiment into 
the development of an industrial software product, which 
would create DEMs of satisfactory accuracy (in the 10-20 
meter range) 

On the long term, the results will be used as a driver for 
new missions as well as a way to revise the technical 
specifications of future missions. 
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ABSTRACT 2. FRACTAL GEOMETRY 

One of the problems encountered in the field of remote 
sensing image characterization, is the choice for the right 
features. The addition of textures as a discriminating 
parameter is a good help in the step of segmentation of 
different zones. In this work we present an approach that is a 
mix between a wavelet multiscale analysis and a fractal 
characterization, in order to exploit both the main 
characteristic of the two approaches and to override the 
limitations of the two techniques. The chain was applied to 
different textured images showing an improvement respect to 
other methods based on wavelet transform and fractal 
approach alone. 

1. INTRODUCTION 

Most traditional statistical approaches to texture are 
restricted to the analysis of spatial interactions over relatively 
small neighborhoods. The recent advent of texture multiscale 
analysis, leading with the simple wavelet transform [1] to the 
more complete packet wavelet approach [2] [3] [4], permits to 
overcome the problem due to the intrinsic limitations of a 
single scale analysis. With a different approach several 
researchers have investigated the possibility of the use of 
fractals to study textured patterns, with the aid of the fractal 
dimension and some features related [5] [6] or the recent 
multifractal dimension [7]. It is well known that the use of the 
simple fractal dimension does not provide sufficient 
information to describe and to segment natural textures, 
because different fractal sets may share the same dimension 
and have a different visual appearance. The addition of the 
wavelet tools allows to override the problem due to rotation 
invariance of the fractal dimension; the multichannel 
approach is able to change the distribution of the information 
in such a way that is possible a discrimination based on the 
simple fractal dimension. So, the use of a wavelet transform 
applied to the original image before performing the 
computation of the fractal parameters permits to improve the 
results. 

Fractal geometry was developed by Mandelbrot [7] and is 
an interesting mathematical approach to give a description of 
natural scenes; the basic idea is that an object has fractal 
properties when is Hausdorff-Besicovitch dimension is 
greater than its topological dimension. It is so possible to give 
a degree of complexity for irregular shapes that is called 
fractal dimension. In order to calculate the dimension, we can 
exploit the concept of self-similarity. Rake a bounded set A 
in the Euclidean n-space: This set is considered self-similar 
when is the union of N distinct copies of itself, each of which 
has been scaled down by a ratio r in all the coordinates. The 
fractal or similarity dimension of A is given by the relation : 

D 
log(Nr) 

log|- 
(1) 

This concept of self -similarity can not be applied in a 
straightforward way for natural surfaces because they do not 
posses a deterministic self-similarity (only some specific 
natural surfaces is strictly self-similar), but an other kind of 
self-similarity called statistical self-similarity can be 
considered with a mathematical definition equal to the FD 
shown in (1). 
Several approaches exist to estimate the FD in image like as 
[9][10][11], they differ for the computational weight, for the 
complexity and for the efficiency. 

3. THE WAVELET TRANSFORM 

Several studies has proven the utilities of the wavelet 
transform with application to texture. With the 2-D wavelet 
technique an image is decomposed in a set of subimages with 
a reduced dimension and with a narrow and more defined 
bandwidth. While in the classical transform this process of 
filtering and decimation is iterated only in the base-band, in 
the more complete packet wavelet the filtering process is 
applied to all the subimages, obtaining a number of pictures 
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equal to 4" where n is the level of decomposition. This last 
kind of technique is quite useful to define textures because 
they can be generally modeled as a quasi-periodic signal with 
dominant frequencies in the middle frequency channels. The 
basic transform can be seen as tensor product of two 1-D 
wavelet basis along the horizontal and vertical directions ; the 
corresponding coefficients can be expressed as : 

hLL(k,l) = h(k)h(l), 

hHL(k,D = g(k)h(l), 

hLH(k,l) = h(k)g(l), 

hHH(k,l) = g(k)g(l), 
(2) 

where the first and second subscript denote the low-pass and 
high-pass filtering along the x and y directions. Different kind 
of filter (corresponding to different wavelet basis) can be 
easily found in literature with different characteristic and 
utilization. 

4. THE MIXED APPROACH 

As discussed in the introduction the basic idea is to apply a 
wavelet/packet wavelet algorithm before to perform the 
calculation of the fractal dimension. The dimension is 
considered as a features in the segmentation step. 
Different basis were here applied and the best result were 
found with the Battle-Lemarie'. The fractal dimension were 
calculated with the classical differential box counting 
algorithm [9] that seems to give the best fractal 
approximation with low computational cost. 

The algorithm works as follows: 

1 - apply a 2D wavelet transform to an image with 
different textures and obtain the filtered subimages. With this 
first step, that can be iterated with a packet wavelet transform, 
the frequency information is separated in different channels 
and it is easier to discriminate the different textured patterns. 

2 - compute the fractal dimension for each subimage. A 
moving window is shift along all the images in order to built 
the histogram of the fractal dimension. A this point we have a 
number of subimages, dependent on the choice of the level of 
the wavelet transform, where the gray level is replaced by the 
local fractal dimension. Note how there is a reduction of the 
dimension of the images because the border is lost in the 
process of the computation of FD. 

3 - apply an unsupervised K-means clustering to the 
images using the fractal dimensions as features in the 
multidimensional space. 

The application of the wavelet transform allows to identify 
the fractal information related to each textured patterns; in 

fact textures with the same fractal dimension often show a 
different fractal behavior in each wavelet subband. With usual 
wavelet 2D techniques, where an horizontal and vertical 
filtering is performed, textures with patterns mainly referring 
to these directions are recognized by fractal dimension very 
well. 
The algorithm was tested with different basis and with 
different levels of wavelet transform; good results were found 
with the application of a complete decomposition stage with a 
packet wavelet algorithm. 

5. RESULTS AND DISCUSSION 

Here are shown some results obtained by testing the 
algorithm on a mosaic with 4 textures. In fig.la are shown the 
test patterns built with a set of 4 textures with the same fractal 
dimension. A comparison is made between the result obtained 
with the application of the algorithm [6] and the application 
of our mixed approach. It is easy to notice how the addition 
of a wavelet decomposition permits to improve the 
segmentation results both in the two cases. The application of 
this kind of approach to a remote sensing textured image is a 
straightforward consequence of what we have discussed in the 
previous section where different patterns are easily 
distinguishable by this mixed approach. 

a) 

b) 
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c) 

fig.l a)mosaic of 4 textures with the same fractal dimension 
b)result of the segmentation with the C&S algorithm c)result 
of the segmentation with the mixed wavelet/fractal approach 

[7] S.Fioravanti "Multifractals. Theory and Application to 
Image Texture Recognition, in Proc. of the Congress on 
Fractals in Geoscience and Remote Sensing, EUR Report 
16092 EN, Vol. I, pp. 152-175, 1994 

[8] B. B. Mandelbrot "Fractals: Form, Chance and 
Dimension", W. H. Freeman, San Francisco, CA, 1977. 

[9] N. Sarkar and B.B.Chaudhuri, "An Efficient Approach to 
Estimate Fractal Dimension of Texture Image", Pattern 
Recognition, Vol. 25, pp. 1035-1041, 1992 

[10] A. P. Pentland, "Fractal-based description of natural 
scenes", IEEE Trans. Pattern Anal. Machine Intell. 6, 
661-674, 1984. 

[11] J. J. Gangepain and C. Rocques-Carmes. "Fractal 
approach to two dimensional and three dimensional 
surface roughness", Wear 109, 119-126,1986. 

REFERENCES 

[1] S.G. Mallat, "A theory of Multiresolution Signal 
Decomposition: the Wavelet Representation", IEEE 
Trans. Patt. Anal. Mach. Intell, vol. PAMI-11, pp. 674- 
693, 1989 

[2] M.Unser, "Texture Discrimination Using Wavelets" Proc. 
of 1993 IEEE Conference on Computer Vision and 
Pattern Recognition, pp. 640-641, New York City June 
1993 

[3] Aiaine and J.Fan, "Texture Classification by Wavelet 
Packet Signatures",", IEEE Trans. Patt. Anal. Mach. 
Intell, vol. PAMI-15, pp. 1186-1191, Nov. 1993 

[4] A.Mecocci, P.Gamba, A.Marazzi, M.Barni, "Texture 
Segmentation in Remote Sensing Images by Means of 
Packet Wavelets and Fuzzy Clustering" Proc. of 2nd 
ESSRSSPIE, pp. 142-151, Vol. 2584 Paris, Sept. 1995 

[5] J.M.Keller, S.Chen and R.M.Crownover, "Texture 
Description and Segmentation through Fractal Geometry" 
Comp. Graph. Im. Proc. pp. 150-166 Vol. 45 1989 

[6] B.B. Chaudhuri and N. Sarkar, "Texture segmentation 
Using Fractal Dimension", IEEE Trans. Patt. Anal. Mach. 
Intell, vol. PAMI-17, pp. 72-77, Jan. 1995 

657 



Significance-Weighted Classification by Triplet Tree 

Masanobu Yoshikawa*, Sadao Fujimura**, Shojiro Tanaka*,  and Ryuei Nishii* * * 

* Faculty of Engineering, Yamanashi University 
** Faculty of Engineering, University of Tokyo 

* * * Faculty of Integrated Arts and Sciences, Hiroshima University 

* Takeda 4-3-11, Kofu-shi, Yamanashi 400, Japan 
Phone: +81 552 20 8491, FAX: +81 552 20 8776, E-mail: yoshi@esi.yamanashi.ac.jp 

Abstract - An efficient classification method using a 
triplet tree is proposed for target land-cover categories 
with significance weight. The weights are determined by 
user in the view of importance in actual classification. 
In the proposed method, a triplet tree classifier for land 
cover classification is used. The triplet tree classifier has 
two types of nodes. It generates two nodes for 'definite 
nodes' and one optional 'indefinite node' at every node 
segmentation. 

Tree design procedure uses the weights in the two 
meanings. Firstly, significant categories are assigned with 
high priority in the selection of splitting patterns. Cate- 
gories with higher priority are separated from other cat- 
egories at the upper nodes. Secondly, a node for heavily 
weighted categories are designated with little classifica- 
tion error at every decision of boundaries. 

Experiment about real remotely sensed images was ex- 
ecuted to show the performance of the proposed method. 
The results of classification were compared with the stan- 
dard Bayesian classifier or other multistep methods. 

The classification accuracy about heavy weighted cate- 
gories by this method is higher than a conventional classi- 
fier without weights. The computing cost for this method 
is small because this approach is based on a decision tree 
method. 

INTRODUCTION 

In many cases of classification of remotely-sensed im- 
age, several categories are highly interested categories. 
For example, the target category is an agricultural field 
or forest area. In such case, classification accuracies 
of the other categories is less important and precise 
classification of such categories are sometimes unneces- 
sary. Traditional classifiers are not always suitable for 
this objective. They are designed for averaged perfor- 
mance about all categoried in the image. An effective 
method has been proposed for a successive feature extrac- 
tion method designed for significance-weighted supervised 
classification^]. That method has intended for hyper- 
dimensional data. 

This paper proposes another simplified approach with 
a triplet tree classifier. We already proposed a triplet tree 
classifier for land cover classification [1]. The triplet tree 
is an extension of binary decision tree. It generates two 
types of nodes in each step: two 'definite nodes,' which 

are nodes for definitely-classified samples, and one 'in- 
definite nodes,' which is a node for indefinitely-classified 
samples. Data with uncertain spectral features are clas- 
sified to indefinite nodes and processed repeatedly in the 
tree. In this triplet tree, single category may appear as 

plural terminal nodes. In the proposed method, these 
weights are utilized in the design process of the triplet 
tree. 

In a step of tree design, one binary segmentation pat- 
tern of the group of categories is selected as label-set of 
child nodes. And two boundaries in the feature space 
are decided based on the data histograms and the spec- 
ified error tolerance about training samples. These two 
boundary generates triplet nodes, two are definite nodes 
and one is an indefinite node. 

In this paper, highly interested categories are heavyly 
weighted in the triplet tree design. Significance-weighted 
triplet tree focuses highly interested categories in two 
ways. 

• At the selection of splitting pattern of nodes, the 
most important category is tried firstly to separated 
from the other categories. If it works well, other 
patterns will not be checked. 

• At the decision of two boundaries, error tolerance 
about training samples are calculated considering to- 
tal weights for two definite child nodes. 

SIGNIFICANCE-WEIGHT OF 
CATEGORIES 

The significance is defined as a weight for each cate- 
gory determined in the view of importance in classifica- 
tion. Important categories have larger weights and less 
important categories have smaller weights. 

Suppose g identification classes are given. Importance 
of category i is denoted by weight u/;. Several assump- 
tion enables to help formalization of the method. The 
value of weights are determined by user following to the 
interests or objectives of classification under the following 
definitions. 

For normalization, let weight IUJ (i = 1... g) conform to 

Yli=i wi = 1- Assume that there are G[G < g) interested 
categories and their priority queue is denoted as (pj)- 
One type of weight for this case is defined by the next 
equation: 

...      _ (Pj)'1 

Ei=i(pi)" 
(i) 
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Here we define that some category i and some groups 
of category J C {1,2,...,g} are informative or not- 
informative as follows: 

(Dl) 
I   l     ! 

is informative if   Wi > W, 

(D2) 

is not — informative    if   Iü; < W, 

J    is informative if   X) ,,■ 6 j u> j > W, 

J    is not — informative    if   52,-cj-iOj < W, 

where W = —=^ . W is the minimum value of (1) 
°-Ei=iW-1 

in simple case that (pj) = [1,..., G}. 

SIGNIFICANCE-WEIGHTED 
CLASSIFICATION 

Triplet Tree Method 

A triplet tree method has been proposed by Yoshikawa 
et al.[l] to make flexible and robust classification of fea- 
ture space. The tree of the method is an extension of 
binary decision tree and third segmentation of indefinite 
category groups are not executed. Thus the classifier is 
almost as simple as binary decision tree, while the accu- 
racy is much improved. The overview of the mechanism 
is as follows. 

1. A binary segmentation with one optional node is se- 
lected by group distance criterion. 

2. Two 'definite nodes' and one 'indefinite node' are 
generated as child nodes. 

3. Samples definitely classified are assigned to 'definite 
nodes'. 

4. The uncertain samples are assigned to 'undetermined 
node' labeled as the same categories as the parent 
node. 

5. Two boundaries in the feature space for. the division 
of nodes are decided based on the data histograms 
about training samples. Specified error tolerance pa- 
rameter T is used as criterion. 

Error tolerance parameter T(%) is determined at the 
beginning of design. Let N be the number of training 
samples for a parent node. Then two boundaries are se- 
lected to satisfy the condition that error classified samples 
for two definite nodes are less than [N * r/100j. 

Definite part of data are classified as fast as binary 
decision tree. Categories with uncertain parts have plu- 
ral terminal nodes according to the nature of training 
data. The decision of binary segmentation pattern and 
two boundaries are executed in the bottom-up manner 
with training data. The advantage of the triplet tree ap- 
pears when categories are diversified in nature or training 
samples have poor representabilities[l]. Several terminal 
nodes have plural categories for uncertain samples by the 
definition of division. They are indefinite terminal nodes 
with labels of candidate categories. If single classification 
category for all data is needed, triplet tree without indef- 
inite terminal nodes can be made by applying majority 
rule about training samples to such nodes. 

Processing about Weights in the Tree 

Several devices are introduced to the design process of 
the triplet tree classifier. Let the group of category J = 

{ill hi ■ ■ ■ lifc} (fc < d) °e included in a parent node and 
let JA and Jg be categories for two child definite nodes 
A and B respectively. Assume that N be the number of 
samples in the parent node, and that NA and JVg be the 
number of samples about JA and JB respectively. 

(a) r and weights of categories 
The upper limits of error classified samples are calcu- 
lated not only by the size and r, but the total weights 
for JA and JB are also considered. The upper limits 
LA for A is in inverse ratio to total weights: 

(b) 

[NA* ^^*r/100j, 
i£jE 

[NB * Yl ^i*r/100j. 

(2) 

(3) 
i£JA 

Top-down strategy in binary splitting 
Target categories with large weight are assigned with 
high priority in the selection of splitting patterns. 
Such categories are separated from other categories 
at the upper nodes and early classification is exe- 
cuted. When j\ is the most informative category in 
J, the first candidate for binary splitting pattern is 

JA = {ji}, JB = {J2, ■ ■ -,jk}, Then, this pattern is 
adopted when the node division for this pattern is 
well-constructed in the sense of accuracy and size as 
follows: 

• Error tolerance criterion is applied severely 
than (a). In this case, NA is number of samples 
for category 1 in J. The upper limits of error 
classified samples for A and B are decided only 
by the size for highly interested category. 

LA    =    [NA*^2wi*T/lQ0i,       (4) 
i€JB 

LB    =    [NA*WI*T/100\. (5) 

• Samples of category j'i in JA is more than pre- 
setted portion of samples of j\ in J. This pa- 
rameter was equal to 10(%) in the experiment. 

to  indefinite node 

to definite node 

to  definite node 

Fig.l. Segmentation to child nodes: sample 
histogram and boundaries (using feature Xk) 
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(c) Weighted majority rule 
When a triplet tree without indefinite terminal nodes 
is needed, a weighted majority rule is utilized. Let 
ni be the number of samples for category i in A, the 
category JA = max;6jA u/jn; is selected. 

(d) Division for not-informative nodes 
When the total weight for J is not-informative, fur- 
ther division of this node is found to be useless. In 
the method, such nodes are omitted to classification 
and remains to be indefinite terminal nodes. 

EXPERIMENTAL RESULTS 

Test Image 

Triplet tree classifier was designed for a real remotely- 

sensed image. Error tolerance parameter r was selected 
as 3%. For the comparison, traditional quadratic discrim- 
inant function method (QDF) was applied to the same 
data. 

The used image was geocoded six bands of Land- 
sat TM data in December 2, 1989. The field of im- 
age was 16kmxl2km area. The test fields has the fol- 
lowing categories with widely varied frequencies: Resi- 
dential area(Cl), Developed area(C2), and Barren(C3), 
Farm and Grassland(C4), Paddy field(C5) and Water sur- 
face(C6). 

The sample sizes in the whole data (12004 pixels) are: 

tree methods were about equivalent performance to QDF 
in this case. 

Table 1: Accuracies for TEST Image (%) 

Class Cl C2 C3 C4 C5 C6 
pixels 2111 1798 1167 3162 2748 1018 
300 pixels for each category were selected as train- 

ing data. The design process was tested by assigning 
two types of priority to categories. The priority [A] was 
{C4 > Cb > C2 > Cl > C6 > C3}, and the priority [B] 
was{C4 > C5 > C6 > Cl > Cl > C3}. In these cases, 
the main targets of classification were agricultural fields. 
The weights were calculated by equation (1) with G = 6, 
so that all categories were informative. 

Classification Results 

Triplet Triplet 
CLASS Tree [A] Tree [B] QDF 

Cl 85.8 (4) 82.5(4) 83.8 
C2 37.3 (5) 46.7(3) 40.7 
C3 55.8 (6) 54.0(6) 87.8 
C4 89.4 (1) 90.5(1) 75.7 
C5 94.8 (2) 93.1(2) 94.0 
C6 73.6 (3) 63.9(5) 73.6 

Overall 76.7 77.3 77.1 
Average 71.0 71.7 75.9 
Average2 92.1 91.8 84.8 

AverageA3 82.5 - 81.1 
AverageB3 - 76.7 70.1 
Digits in par« ntheses are priority of category 

CONCLUSION 

Triplet tree considering weights was proposed and ac- 
tual classification was tested. Highly interested categories 
are included many nodes in the tree, and they are fast 
and accurately classified. Triplet tree is robust about 
sample distribution because the decision of boundary are 
independent of distribution functions. It was found by 
experimental result that proposed method had apparent 
advantages in accuracies for larger weighted categories. 

The triplet tree has multistep process with redundancy 
about categories. Proposed triplet tree method has ad- 
vantages when target categories are diversified in nature 
or training samples for target categories have poor repre- 
sentabilities. 
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ABSTRACT - Irregular temporal sampling is a common 
feature of geophysical and biological time series in remote 
sensing. This study develops an on-line system for 
monitoring and forecasting ground surface changes by 
adaptively generating an appropriate synthetic time series at 
regular interval with recovering missing measurements for 
sequential images that are compiled at irregular time interval 
from earth ground. The proposed system integrates an 
adaptive reconstruction technique and a classification 
algorithm. The reconstruction method incorporates 
temporal variation according to physical properties of targets 
and anisotropic spatial optical properties into image 
processing techniques. The classification algorithm 
segments each image frame by partitioning into physically 
meaningful regions whose statistics are expected to depend 
on the physical properties of the region. This adaptive 
approach allows successive refinement of the structure of 
objects that are barely detectable in the observed series and 
monitoring of temporal variation in surface characteristics by 
observing statistical changes between contiguous image 
frames in the adaptive system. 

INTRODUCTION 

In this study, a Gibbs Random Field (GRF) is used to 
represent the spatial dependency of the digital image 
structure, while a polynomial model is employed to track the 
underlying variation through time. Because simultaneous 
modeling of the spatial and temporal components is 
extremely complex, the feedback scheme using multiple 
filters is utilized to separate the operations on these 
components. An anisotropic diffusion approach is 
employed to restore mean intensity image from spatially- 
contaminated observation. This approach is an iterative 
smoothing technique which adaptively selects the GRF 
coefficients according to the intensity difference between the 
center and neighbor pixels at each iteration. Temporal 
variation in remotely-sensed image process is represented 
with a polynomial time series model. For a realization 
sequence of the intensities, the estimates of the polynomial 
coefficients are sequentially updated over time using the 

exponentially weighted least squares criterion. The 
parameter values related to the class characteristics 
continuously change over time. An unsupervised 
classification method is thus applied for the multitemporal 
analysis. The integrated system sequentially collects the 
estimated results from the individual filters and then 
statistically analyzes them to monitor and forecast the 
change in surface characteristics. 

IMAGE MODEL 

Most physical processes observed in remote sensing data 
usually exhibit systematic trends in properties over a long 
period time. This type of variation is most apparent in the 
mean intensity. In this study, the mean intensity variation 
is represented by a polynomial function of time. Let X, and 
Hz be the variables of the observed intensity image and the 
mean intensity image at time t respectively. The image 
process of« pixels can be modeled as 

X, =u,+er 

H,-{. Mtj\f*tJ ■*k=0 'i,k t'iel ■} 
(1) 

where I„ = {1,2,-"-,«} be a set of indices of pixels and e, is a 
Gaussian random noise with zero mean. 

This study uses a particular class of GRF to represent the 
spatial dependency of the mean intensity process in 
neighboring regions. The energy function of the GRF is 
expressed in terms of "pair potentials" [1] which are a family 
of symmetric functions 

{v^s) iy.Wir.s) = *W) and F(rj) = 0 if r = s, (r, s) e I„ }. 

The pair potential, which is only dependent on the values of 
pixel pair in the associated clique, can be defined as a 
function  of the  quadratic   distance between the  mean 
intensities of the associated pixel-pair: 

V(r,s)W = ""(fr ~ Ms) (2) 
where a^ = a^ is the nonnegative coefficient which 
represents "bonding strength" between the rth and sth pixels. 
Specification of the energy function with the pair potentials 
of (2) quantifies the local smoothness in the image spatial 
structure such that neighboring pixels have closer intensity 
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levels with higher probability.    The related GRF defines a 
probability structure of the mean intensity process: 

Ep(v)=   Lars\Mr - Ms) 

where ä: is a normalizing constant and C is the set of cliques. 

BAYESIAN MEAN INTENSITY ESTIMATION USING 
ANISOTROPIC DIFFUSION 

For a probability structure of n, a class of Gibbs measures 
is specified with the energy function Ep(\x) of (3) which can 
be expressed for the periodic boundary as 

Ep(\i) = \L'A\i. 

where A={Aij, i,jel„} is the matrix related to the bonding 
strength coefficients such that 

, ify-/ 
Atj = 

^k^ aik 

■ «„ 

0 otherwise 
where Rt is the index set of neighbors of the rth pixel. 
Given the random noise variance E = diagonal^,2, iel„}, 
the posterior probability of the mean intensity conditioned on 
the observation process X = x is then 

/(uWxexpfcx-uyE-^x-uHu'Au], 

and the log likelihood equation is 
E-1(x-^)-A^ = 0. (4) 

Equation (4) can be rewritten as 
H = D-1Sn + D_1S~1x (5) 

where 

D - [DV , i, j e I„ | Du = a-1 + Aü and Dv = 0 for / * /} 

> = {sv,i, j eln\Sti =0and SiJ=Ai] for i*j\ 

Applying an iterative approach similar to the point- 
Jacobian iteration method [2] to (5), the mean intensity 
image is iteratively obtained.    At the /rth iteration, 

■■D?\*72 ■Y <7  r^1 V/el. 

This iteration converges to a unique solution since 
D^.^Sy <l, V/eI„. 

Unfortunately the bonding strength coefficients {OrS, 
(r,5)eC}are unknown in most practice. This study employs 
an approach of anisotropic diffusion [3] which adaptively 
choose the coefficients at each iteration. The coefficients 
are updated at every iteration as a function of the brightness 
gradient: 

ah„ = g(\V„Xh„|) = 4xr ~ x* \\ v <T,s) e C . 

As in [3], two functions generating different scale-spaces are 
considered for g( ): 

,2' 

g(VX) = exp 
jVX 

and g(VX) = 
1 

1 + f    >K 
where AT is a constant which determines the magnitude of 
discontinuities to be preserved during the smoothing process. 
The one privileges high-contrast discontinuities over low- 
contrast ones, while the other privileges wide regions over 
smaller ones. 

SEQUENTIAL IMAGE SEGMENTATION 

Let Jm = {1,2, ",m} be a set of region indices associated 
with a partition of I„. The closest neighbor of region j is 
defined as 

CN(J) = TamkeNj{dU,k)} 

where TV, is the index set of neighboring regions of the yth 
region and d(J,k) is the dissimilarity measure between region 
j and region k. These regions are referred to as mutually 
closest neighbors (MCN) iff it = CN(/') and; = CN(£). If a 
cutting rule is given as the merging condition for two 
regions, for arbitrary region j0 that satisfies the merging 
condition with CN(/0), a CN-chain is established as the 
sequence of regions 
j0, h = CNOo), j2 - CN(y1)J-,Ä_1 = MCN(.4) 
such that the last two regions constitute an MCN pair. The 
CN-chain spatial clustering algorithm [4] provides the 
unique optimal solution for the spatial constraint of merging 
if the dissimilarity measures satisfies the following condition, 
referred to as regional reducibility: 

d(puq,k)> d{p,q),ke[Np^Nq} 

where p = MCN(^). Using intra-cluster sample variance 
which is a typical measure satisfying the reducibility, the 
measure of inter-cluster dissimilarity is defined as 

where «, and /jj are the number of pixels and the sample 

average of theyth region respectively. 
All the pixels in the sample space are initially considered 

to be separate regions in the clustering algorithm. It results 
in computational complexity for sequential imagery analysis. 
Instead, at each iteration, the algorithm is used for the initial 
configuration which is modified from the segmentation map 
generated at the previous contiguous time step. 

ADAPTIVE POLYNOMIAL PREDICTION 

If the mean intensity process is only signal-dependent, the 
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intensity variable can be considered separately for each pixel. 
Given a realization sequence {/^ r = r0, t\,'", %} and a 
weight factor for the unit time, 0 < X < 1, the estimate of the 
polynomial coefficients are sequentially updated over time 
using the exponentially weighted least squares criterion [5]: 
for k>p 

(atlfiatiy'\.p) = 

<t>P(h) 

fat*) 

Wh) 

-1/ A 
<Po(tk) 

{<Pv(h\ 

(6) 

andfc>0 

^(tk) = #*-'*-'VjC*-i) + tJk, j = 0,-,2p 

p,(ft) = A('*-f*-1Vy(^-i)+^^,    J = 0,-,p 
where   <*; (r_j) = <pj (t_x) = 0, V/'.      Using  the   estimated 

coefficients, the mean at the present time can be predicted on 
the basis of the temporal trend in previous history. 

DYNAMIC COMPOSITING 

Image compositing is a procedure in which geographically 
registered data sets which are collected over a sequential 
period time are compared and the best value of a defined 
measurement is selected to represent the conditions observed 
during that time period. Successively observing images 
from the same area over time, the compositing procedure can 
be dynamically done by fitting observations to the adaptive 
polynomial functions of (6). At time tk, the fitted value for 
a pixel is 

xtt = A-=ofl'»A 

where \atk 0 attl---att p\ is computed by substituting </> 

and £> for ^and tpin (6): 

Pj(tk) = \<pj(
tk-i)+tJkyh 

where \ is a compositing factor and yt is the present 

observation. Factor \ indicates a tradeoff between 

information in the present value and temporal tendency. 

As a compositing technique, ^ is set to relatively a small 

value if data is good, while a larger ^ is used if necessary 

to achieve consistency with temporal trend. For a missing 
pixel, the predicted value from the polynomial function or 
the spatially-interpolated value [5] can be used for y,. 
Alternatively, missing values can be estimated by using 
spatial compositing based on the segmentation map of the 
scene at previous contiguous time step under the assumption 
that region classes are smoothly changed over time.    It is 

effective for large missing area. 

MONITORING AND FORECASTING SYSTEM 

Given an observed image as an input signal to the system, 
the system initially performs the dynamic compositing, and 
the mean image is then restored by the Bayesian estimation. 
Next, the restored image is segmented by the CN-chain 
spatial clustering algorithm and the adaptive polynomial 
coefficients are updated using the segmentation results. For 
the Bayesian estimation of the mean intensity process, the 
variance matrix can be adaptively estimated in the integrated 
system using the composite values and the restored values. 
Difference between the segmentation maps at contiguous 
time steps can be utilized to monitor changes in land use on 
ground. 

The estimated polynomial parameters for each pixel 
represents a local temporal trend at the corresponding site 
for the mean signature related only to the target 
characteristics. Using these estimates, an image series with 
regular time interval can be generated. If a feature is 
shifting over time, temporal variation of the response in a 
image series is more rapid at the sites around its boundary. 
Therefore, the pixels associated with the track of the 
feature's boundary have relatively steeper temporal trends 
compared to the inner regions. The amount of temporal 
trend change in a pixel can be represented by gradient that is 
the first derivative with respective to time for the estimated 
polynomial function. The gradient image shows the trace 
of the feature movement in recent observations, thereby 
resulting in predicting the future track of target feature. 
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I.  Introduction 

Over the next few years a large number of 
satellites designed to image the earth's surface will 
be launched. These satellites, quite commonly, will 
have a large range in spatial as well as spectral 
resolutions. The potential for users to become 
overwhelmed, not only by the quantity of data, but 
also by the problem of multiple pixel sizes is very 
real. Second, individual platforms and sensors will 
have the ability to image at multiple resolution 
simultaneously. It may therefore be useful and 
necessary to integrate, or fuse, the images from a 
number of sources into a single data set. 

The approach taken in this study is that 
high resolution data should be degraded when fused 
with coarser data, rather than the more common 
approach of "sharpening" coarser imagery. This 
approach is at odds with the more common attitude 
but conforms with the generally accepted notion 
that one cannot introduce detail into a generalized 
data set. 

II.  Research  Questions 

A number of research questions can be 
developed as a result of the anticipated increase in 
the number of sensors. These include: 

• Do we need to collect data at a variety of scales 
or can we collect imagery at a single resolution 
and degrade the data set to the desired 
resolution? 

• Can we incorporate more relevant information 
into a pixel which has been upscaled (degraded) 
than one which has been collected at coarser 
scales? 

• Can we combine the data collected by 
multiresolution sensor packages, such as 
MODIS, into a single image? 

• Is it reasonable to collect data at a certain 
scale/resolution for process models generated at 
an entirely different resolution? 

III.   Project  Description 

A project was developed to address the 
research questions outlined above. This project has 
a number of objectives. These include: 

• the assessment of resampling strategies for 
upscaling; 

• the assessment of changing information 
content of varying resolution remote sensing 
imagery; 

• automated cartographic generalization 
coincidental with image upscaling; 

• the development of expert systems to help 
resolve scale/resolution/application questions. 

Multiresolution, multi sensor data been 
collected over three separate forested sites on 
Vancouver Island, British Columbia. These sites 
represent a range of oldgrowth and regeneration 
conditions. Two of these sites are located on the 
west coast near Tofino. The first site, located on 
Flores Island, is covered by an unmodified 
oldgrowth west coast temperate rain forest. The 
species composition is dominated by both Western 
Red-cedar (Thuga plicata Donn ex. D. Don in 
Lambert) and Yellow-cedar (Chamaecyparis 
nootkatatensis [D. Don in Lambert] Spac). The 
second site, centered on Tofino Creek Watershed, is 
substantially drier, and has a greater elevation 
range, extending above tree line (approximately 
1000m). The species composition is dominated by 
cedar (both Yellow- and Western Red-cedar) with 
lesser quantities of Sitka Spruce (Picea sitchensis 
[Bongrad] Carriere). There is substantially less 
precipitation at this site so that the similarly aged 
trees are significantly smaller than at the Flores 
Island site. Also there has been a substantial 
amount of clearcutting and regeneration yielding a 
range in forest stand age classes. Both the Flores 
Island and the Tofino sites start at sealevel The 
third site is located on southeastern Vancouver 
Island in the Sooke Watershed. This is a 
substantially drier site that the previous two. As a 
result the predominant species is Coastal Douglas 
Fir (Pseudotsuga mensiesii [Mirbel] Franco) with 
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minor inclusions of Western Hemlock (Tsuga 
heterophylla [Rafinesque] Sargent [T. Mertensiana 
(Gordon) Carriere]) and Western Red-cedar. Logging 
activities, as well as an active fire history over the 
past 50 years has resulted in a range of age classes 
from less than 10 years to oldgrowth greater than 
160 years. The topography in this site is less 
rugged than the coastal sites with a relief of less 
than 500 metres. 

The remote sensing data collected for each 
of these sites is itemized in Table 1. The data 
collected over the three sites represents three 
seasons of imaging. The first was 1993 when 
AVIRIS and MEIS data were acquired for the Sooke 
and Tofino sites. Landsat Thematic Mapper data 
from those years were also acquired. During the 
second season, 1994, AVIRIS data were acquired 
over the Flores Island site. The third season was 
summer 1996 when CASI data were flown over the 
Flores Island site. 

Table 1 
Flores Island 
1 m. Orthophoto (pan) 
2 m CASI (15 bands) 
4mKFA1000 (pan) 
10 m SPOT (pan) 
20 m SPOT (4 bands) 
20 m AVIRIS (224 bands 
30 m Landsat TM (7 bands) 
50 m Landsat MSS (4 bands) 
1000 m AVHRR (5 bands) 
Tofino Creek 
1 m. Orthophoto (pan) 
4 m MEIS (8 bands) 
4mKFA1000 (pan) 
10 m SPOT (pan) 
20 m SPOT (4 bands) 
20 m AVIRIS (224 bands 
30 m Landsat TM (7 bands) 
50 m Landsat MSS (4 bands) 
50 m MAS (11 bands) 
50mAOCI(llbands) 
1000 m AVHRR (5 bands) 
Sooke 
1 m. Orthophoto (pan) 
1 m MEIS (8 bands) 
20 m AVIRIS (224 band) 
30 m Landsat TM (7 bands) 
50 m Landsat MSS (4 bands) 
1000 m AVHRR (5 bands 

IV.  Project  Components 

To achieve the stated objectives, a number 
of different facets are being undertaken. These 
include: 

1. Evaluation of a number of approaches to 
upscaling (resampling); 

2. Assessment of the information transfer 
between images; 

3. Generalization of cartographic products to 
reflect the varying scales. 

1) Upscaling: 
A number of different approaches to 

degrading the resolution of remotely sensed data are 
being assessed. These include the more traditional 
approaches commonly incorporated into the image 
processing packages: nearest neighbour, bilinear 
interpolation, cubic convolution and 
nonoverlapping averaging. In addition we are 
investigating the potential of using a variance based 
approach (4) which works on the premise that there 
are scene objects which are not all the same size. 
This is in contrast with the approach outlined by 
Woodcock and Strahler (6) whose assumption was 
that an optimal pixel size could be identified to 
represent for objects. This project recognizes that 
forest objects (including trees as well as areas with 
shrub and herbaceous cover and no cover at all) are 
represented by varying sizes, so that a 
representative pixel size may not be realistic. 

2) Assessment 
The upscaled images created by applying the 

various resampling methods will be assessed through 
the application of a number of strategies. These include 
global methods such as the Wald-Wolfowitz test (1,5), 
a nonparametric test used to assess the degree of 
randomness, or the existence of spatial trends, in a 
sequence of numbers or pixels. This test does not 
address the image qualities, or give an impression of 
local variations within the image. Histogram moments 
were used to achieve this local evaluation (3) The 
moments are defined as: 

where p(zt), j=l,2,3,...,L for the corresponding 
histogram, where L is the number of distinct 
histogram values, and n is the moment. The mean 
pixel value (m) is defined as: 
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m =Xz^Z/) 
(=1 

The second moment, variance, is especially 
important in that it relates to the contrast within 
the kernel. The third moment is a measure of 
skewness, while the fourth is the relative flatness, 
or kurtosis. 

To investigate the degree of similarity 
between images of varying resolutions, the use of 
a Principal Component Analyses is being 
investigated. In the cases where the degraded images 
do not change substantially a high correlation 
between the images is encountered. Where the 
images have experienced a substantial degree of 
change there will be less redundancy. 

An alternative assessment strategy will be 
to segment the images into individual forest objects 
at the highest resolution, and track the statistical 
characteristics of the objects with decreasing spatial 
resolution. This will also allow for the effective 
application of spectral unmixing in the image and 
the investigation of the statistical behaviour of the 
objects with changing resolutions. 

The images that will be evaluated will 
include the resampled images as well as the images 
collected at similar resolutions but by different 
sensors. The correspondence of the images is being 
assessed. 

A final assessment as to correspondence will 
be in the classification accuracy of the various images 
generated. The class resolution as well as 
classification accuracy will be investigated. The 
classifications will be based on and compared to the 
Forest Inventory and ecological land evaluation maps 
for the study areas. 

3) Cartographic Generalization 
In an effort to develop maps which are 

representative of the various resolutions being 
produced, or processes being modeled, a 
cartographic generalization strategy has also been 
implemented in ARCINFO. The intent is that 
thematic maps originally produced at scales of 
1:20,000 will be generalized to representative scales 
of  1:50,000,   1:100,000,   or   1:250,000.   Three 

cartographic issues have being addressed: polygon 
size, class definition, and line generalization. 
• Polygon size: a minimum polygon size that 

will be cartographically reproduced can be 
specified. This is operator specific but should 
follow standard cartographic protocol. 

• Class definition: as the scale of the map 
changes, so does the label that can represent 
the cover class. Smaller scales will have a less 
detailed class definition. 

• Line generalization: as the cartographic scale 
becomes smaller the number of points used to 
define boundaries and features become fewer as 
the level of detail decreases. The generalization 
approach adopted for this study allows for the 
reduction of points according to the Douglas 
and Poiker (2) method. 

V.   Conclusions 

The project that has been described 
addresses some of the issues relevant to the 
successful fusion of multiscale and multi resolution 
data sets. The results of the study will enable the 
user of multiresolution data to merge these data 
using the most appropriate procedures possible. 
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Abstract - Near concurrent airborne data were acquired over the 
wetlands of the Bolivar Peninsula on the Texas coast by the 
NASA/JPL AIRSAR (June 28, 1996) and NASA/Stennis 
Space Center Calibrated Airborne Multispectral Scanner 
(CAMS) (July 3, 1996), both at 4m spatial resolution. 
Several approaches which utilize information from both 
sensors are investigated for classifying the landcover in these 
data sets. Differences in statistical characteristics of the data 
necessitate individual parametric models for observations from 
each sensor, so data are initially classified separately, then a 
final classification is obtained by combining results from the 
statistical models using different multisensor integration 
techniques. These integrated results are compared to single- 
sensor classification results, as well as to a multisensor 
classification based on artificial neural networks. 

INTRODUCTION 
The primary objective of classification of remotely sensed 

data is often to map landcover. Because different information 
is provided by various sensors, it can be advantageous to 
jointly utilize the information of the multisensor data in the 
classification process. In order to optimally exploit this 
potentially expanded information set in the classification 
framework, issues of sensor characteristics, differences in time 
of acquisition, and target/sensor dependent information 
content must be addressed. 

Over the past several years, a significant amount of 
research has focused on multisource and/or multisensor 
classification for remote sensing applications. In [1] and [2], 
the authors classify multisource data consisting of digital 
imagery (Landsat MSS) and ancillary information (elevation, 
slope, and aspect data). Since these data cannot be represented 
by a single multivariate statistical model, the authors utilize 
consensus theoretic methods to combine the results of single- 
source statistical classifiers. In [3], the authors classify 
multisensor data (optical and SAR) using structured classifiers 
based on artificial neural networks, thus avoiding the need for 
modeling the statistical distribution of the data and treating 
each source or sensor separately. 

Based on these issues, there were three objectives of this 
study. The first was to classify the landcover present in a 
wetland environment using remotely sensed data from several 

This work was supported in part by the NASA Topography 
and Surface Change Program (Grant NAG5-2954) and by the 
NASA National Space Grant Consortium (Grant NGT40003). 

sensors. Part of this process involved assessing the accuracy 
of single-sensor classification, as well as determining the 
advantages and potential problems associated with the use of 
data from each sensor. By performing multisensor integration 
of single-sensor classifier outputs, it could be determined 
whether an improved classification was achieved, as well as 
whether sensor integration enabled the detection of "hard" 
classes, i.e. those classes which had lower probabilities of 
correct classification for a given sensor. The final objective 
was to determine, based on the data and single-sensor 
classifier architecture adopted, how to best integrate the 
multisensor data for classification of the study area. 

The following sections contain descriptions of the test site, 
the multisensor data acquired for the project, and the 
methodology used to combine the information from these data 
sets for the purpose of multisensor classification, as well as 
preliminary results from analysis of the imagery. 

STUDY  SITE 
Bolivar Peninsula is part of the low relief barrier islands of 

the Texas coast located at the mouth of Galveston Bay. The 
test site chosen for this study consists of a salt marsh located 
at a washover fan on southern Bolivar Peninsula. 

For classification purposes, this salt marsh study area is 
characterized in terms of sub-environments defined by wetland 
maps [4]. The various landcover types present in these 
environments include low proximal marsh, high proximal 
marsh, high distal marsh, and spoil/barren flats, as well as 
areas consisting of water and trees. The low proximal marsh 
corresponds to tidal flats comprised of spartina alterniflora 
which experience frequent flooding. High proximal marsh is 
defined as more continuos areas of spartina alterniflora and 
salicornia virginica and are less frequently flooded. High 
distal marsh is comprised of spartina patens, salicornia 
virginica, juncus roemerianus and lies adjacent to barren sand 
flats. This area is flooded less frequently than proximal 
marshes. 

MULTISENSOR  DATA  DESCRIPTION 
Two near concurrent airborne data sets were acquired over 

the study site for the purpose of mapping wetland vegetation. 
Both 20 MHz and 40 MHz AIRSAR data were acquired by 
NASA/JPL on June 28, 1996 with a ground resolution of 
approximately 8m and 4m respectively. Additionally, 
Calibrated Airborne Multispectral Scanner (CAMS) was 
flown by NASA/Stennis Space Center on July 3, 1996 with 
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approximately 4m spatial resolution. The CAMS data and 
the 40 MHz AIRSAR data were selected for multisensor 
classification due to their common coverage and comparable 
spatial resolution. The multisensor classification system 
analyzed data from three sensors: optical, thermal, and radar. 
The "optical sensor" consisted of the six Landsat bands of the 
CAMS instrument (Blue-NIR) plus a vegetation index, the 
thermal sensor recorded the ninth band of the CAMS data, and 
the NASA AIRSAR system acquired two frequency bands 
(C,L) of fully polarimetric radar data (six channels total). 

CLASSIFICATION  METHODOLOGY 
An ensemble based approach was adopted for classification of 
the test site data. Data from each sensor were classified 
separately, then single-sensor classifier outputs were 
combined at the sensor integration stage. 

Pre-Processing 
During the pre-processing phase, radiometric and geometric 

corrections were applied to the data sets. The CAMS Optical 
data were corrected for bi-directional reflectance The CAMS 
Thermal data were empirically corrected for radiometric 
curvature present as a function of scan angle. The AIRSAR 
data was passed through a 5x5 enhanced Lee filter to reduce 
the effects of speckle in the imagery. Geometrically, the 
AIRSAR data was slant-to-ground range corrected. To enable 
multisensor classification, the three sensor data sets were co- 
registered. Finally, each sensor band was normalized to zero 
mean and standard deviation one for input to the classifiers. 

Single-Sensor   Classifier 
For each sensor, the modular classifier architecture employs 

an expert classifier trained for each output class. The 
modularized class-specific expert classifiers are chosen to 
increase the rate of correct classification since the sensor 
classifier is not trained to solve the whole problem, just to 
identify a particular class from all the remainder [5]. 

A separate radial basis function (RBF) network, based on a 
mixture of Gaussians distribution for each sensor's class, is 
used to obtain an estimate of the posterior probability for 
each class 

M 

y'=i 

where 0,{x) are the local basis functions, wkJ are the weights 
of the network, and M is the number of basis functions [6]. 
These class distributions are modeled as local kernel 
functions, in this case as mixtures of Gaussians. Based on 
this framework, each class-specific RBF network was trained 
to provide estimates of the posteriors using Moody-Darken 
three-phase learning. 

Sensor   Integration 
Sensor integration techniques are investigated as ensemble 

approaches to combining classifiers with the goal to 
incorporate information from each sensor and thereby increase 

the performance over that achieved by single-sensor classifiers 
[5]. Since the classifiers utilized for this study provide 
estimates of the posterior probabilities for each class, 
information can be combined via either the sum rule or the 
product rule [1,7]. The sum rule, or weighted average, is 
based on a weighted sum of the posterior probabilities of a 
class for each sensor, whereas the product rule is based on a 
weighted product of the posterior probabilities of a class for 
each sensor. The weights can either be chosen to be equal for 
each sensor, in which case just a simple average of the 
posteriors is performed, or they can be chosen to represent, 
for instance, the reliability of a given sensor [1]. A further 
extension would be to weight the posteriors by the sensor's 
reliability for a given class, not just its overall reliability. 

The final technique employed for sensor integration utilizes 
an artificial neural network, here an RBF network, trained on 
the outputs of the single-sensor classifiers. 

Multisensor   Classifier 
For comparison to ensemble based sensor integration 

techniques, a multisensor classifier was tested to determine if 
information was lost through the single-sensor classification 
process. Since the data from each sensor were modeled using 
a mixture of Gaussians model, a classifier using an expert 
RBF network for each class was again used to classify the 
multisensor data jointly from a single input vector. 

RESULTS 
Single-sensor classifiers based on RBF networks and 

multisensor integrated classifiers based on ensemble 
approaches to combining classifiers were used for the 
classification of the CAMS Optical, CAMS Thermal, and 
AIRSAR data sets. These results are shown in Table 1. 

Single-Sensor    Classification 
Each single-sensor classifier was trained, validated, and 

tested on separate data sets consisting of 267 ground truth 
points collected from each of the six classes: water (1), low 
proximal marsh (2), high proximal marsh (3), high distal 
marsh (4), spoil/barren flats (5), and trees (6). 

The CAMS Optical data and AIRSAR data were both 
trained using expert RBFs with a total of 50 basis functions 
for each, while the CAMS Thermal data were trained using 
expert RBFs with a total of 40 basis functions for each. 

Overall, CAMS Optical performed the best of three 
sensors, with the only difficulty coming in misclassifying 
8% of the low proximal marsh as water. Given the amount 
of water in the low marshes, this is not surprising. 

AIRSAR classified water and trees reasonably well, but had 
trouble separating both the high proximal marsh from the 
high distal marsh, as well as, separating the spoil/barren flats 
from the three marsh types. The similar moisture content and 
vegetation geometry in the high proximal marsh and high 
distal marshes are likely the cause of this result. 
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The CAMS Thermal sensor had trouble separating water 
and high proximal marsh, separating low proximal marsh and 
high distal marsh, and performed poorly for trees. 

Multisensor   Integration   Results 
A simple average and simple product of the single-sensor 

classifier results were computed with equal weights for each 
sensor, 95.2% and 94.9% overall classification rate 
respectively. Both performed better than the best single- 
sensor classifier, CAMS Optical, indicating the potential 
increase in performance through combining classifiers for 
different sensors, even with naive rules. 

A weighted average and weighted product were then 
computed, with the weights for each sensor based on 
reliability factors obtained from the validation set's overall 
classification accuracy for each sensor. These sensor weighted 
results showed improvement over their equally weighted 
counterparts, thereby giving credence to influencing the 
sensor integration process based upon the reliability of a 
given sensor. Weights based on the reliability of a sensor for 
a given class were also chosen from the sensor validation 
set's probability of correct classification for that class. There 
was no significant improvement in results. 

Another sensor integration technique involved using a 
single RBF network with 100 basis functions trained on the 
outputs of the single-sensor classifiers. These results were 
comparable overall to both sensor weighted results. 

The final multisensor classification results were obtained 
from combining the single-sensor data prior to classification 
and then using them as inputs to the class-specific expert 
RBF classifiers. The results from this method were the best 
overall at 96.0%. This is because no information was lost 
from each of the sensors by classifying them separately. 

By utilizing the multisensor data, noticeable improvements 
were made in the classification accuracy for high proximal 
marsh, high distal marsh, and trees. This is due to the added 
information AIRSAR and CAMS Thermal data provide about 
these classes when used in conjunction with CAMS Optical. 

Table 1. Classification Accuracy for Test Sets 

Classifier 

Probability of Correct Classifi 
Class 

12      3       4       5      6 

:ation 

Overall 

CAMS Optical 97.4 86.5 95.9 89.5 97.8 92.1 93.2 
AIRSAR 94.0 72.7 68.9 72.3 53.9 82.0 74.1 

CAMS Thermal 61.8 33.0 50.2 67.0 77.2 39.7 54.8 

Sensor Wgt. Average 98.9 92.1 94.8 93.6 97.8 97.4 95.8 
Sensor Wgt. Product 98.9 93.6 94.8 93.3 97.0 97.8 95.8 

RBF Network 96.6 93.6 94.8 91.8 98.5 99.3 95.8 
Joint Classifier 98.9 92.5 95.9 93.6 97.0 98.7 96.0 

CONCLUSIONS 
Remotely sensed data from multiple sensors were classified 

both on a single-sensor and multisensor basis. Of the single- 
sensor classifiers, the CAMS Optical performed the best for 

each individual class and overall. When multisensor 
integration was performed on single-sensor classifiers, 
increases in classification rates were obtained for all 
techniques when compared to the best single-sensor classifier, 
CAMS Optical. This highlights the fact that additional 
information can be gained by combining the results from the 
classification of individual sensors. 

Comparing the multisensor integration techniques, sensor 
weighted sum and product rules performed better than their 
equally weighted versions, demonstrating the need for 
utilizing sensor reliability measures into the classification 
scheme. Of these sensor integrated results, in addition to the 
RBF network integrator, all produced comparable results. 

The best overall classification rate was obtained from the 
joint classification of the three sensors using an RBF network 
based on a mixture of Gaussians distribution for each class. 
While the percent increase was not sizable, it shows that 
some information was lost in classifying each sensor 
separately; that by combining the three sensors into a single 
classifier input vector, the CAMS Thermal and AIRSAR 
were able to provide useful information to the classification 
of the CAMS Optical data set. However, in general, 
flexibility is lost in classification of a combined data set in 
terms of the potential use of statistical classification 
techniques in conjunction with fusion of results via neural 
networks. 
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ABSTRACT - As part of the Applied Information 
Systems Research Program sponsored by NASA, a System of 
Experts for Intelligent Data Management, SEIDAM, has been 
created. As a component of SEIDAM, a case-based 
reasoning system called PALERMO was developed in order 
to reason about the process of digital forest inventory update. 
SEIDAM uses a set of software agents that carry out tasks 
such as translate point elevation data into a digital terrain 
model or import polygonal information from a geographical 
information file into an image format or ingest remote sensing 
data and update meta data databases. In this paper we discuss 
the new agents that were created for automatic classification 
and the ease with which they were added to the SEIDAM 
environment. 

INTRODUCTION 
Due to the ever increasing exploitation of natural resources, 

it has become crucial that decision makers have a clear and 
concise picture of the actual state of the environment that falls 
within their jurisdiction. They can rely on modern database 
systems and geographical information systems (GIS) as a 
storage base for the information. In Canada, for instance, 
forest inventories stored in GIS are used by the provincial 
governments in order to issue tree farm licenses, logging 
permits, etc. In the province of British Columbia, forest 
products are one of the main economic resources. The 
province of British Columbia contains more than 40% of 
Canada's marketable timber. The main problem with 
electronic forest inventories is that they are seldom current to 
the present year and, therefore, may provide decision makers 
with inaccurate data. 

In 1991, we began the creation of a System of Experts for 
Intelligent Data Management (SEIDAM) that could use 
remote sensing data to update existing digital forest 
inventories [2]. SEIDAM addresses several problems, two of 
which are intelligent data management and the processing of 
forest inventory and remote sensing information. As a 
component of SEIDAM, a case-based reasoning system called 
PALERMO (Planning And LEarning for ResOurce 
Management and Organization) was developed in order to 
reason about digital forest inventory update. SEIDAM uses a 
set of software agents that carry out tasks. 

SEIDAM agents when activated in the proper sequence, 
can integrate automatically a topographic GIS file with a 
digital forest cover GIS file, and remote sensing imagery, 
such as from LANDSAT Thematic Mapper. Previously, once 
the integration was complete, the SEIDAM user was asked to 
manually digitize new clear cuts onto the digital map while 
using the image as a backdrop. After digitizing, SEIDAM 
activated another set of software agents in order to update the 
forest cover map given the newly digitized clear cut polygons. 
Since 1995, more software agents have been created. They 
now allow the user to use automatic classification algorithms 
and segmentation rather than carry out manual digitizing. 
The processing of these data requires expertise in several 
different fields: forestry engineering, database systems, GIS, 
remote sensing and digital image analysis. SEIDAM uses 
artificial intelligence technologies to perform both the 
management and processing of GIS and remote sensing data 
with a case-based reasoning system to assemble plans that can 
be executed to create integrated products [1,2]. 

SEIDAM: THE SYSTEM 
SEIDAM components are shown in Figure 1. In this 

diagram, data are stored in repositories shown outside the 
gray box. These data are the raw and processed forest 
inventory and remote sensing data as well as metadata 
describing the data sources. GIS metadata are stored in 
accordance with the FGDC standard and image metadata are 
stored following our standard. Inside the box, there are seven 
individual components: the SEIDAM expert system, the 
reasoning system, the smart access software agents, the image 
processing software agents, the GIS software agents, the 
SEIDAM knowledge base and the case base. A complete 
description of these components and the PALERMO 
reasoning system can be found in [1, 2]. 
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Figure 1. SEID AM Architecture. 

The Smart Access software agents utilize the user's goal 
statement to create SQL queries into the image and GIS 
metadata databases. The objective of these queries is to 
extract all of the information contained in the databases that is 
relevant to the user's goal. This information is placed in the 
SEIDAM knowledge base and is used by the reasoning 
system as its initial world. Software agents used by SEIDAM 
were specifically designed to work in conjunction with the 
problem solver. Each software agent is composed of: an 
expert system, a knowledge-base, a Prolog module containing 
a set of operators and a set of programs (software packages 
such as PCI image analysis or ESRI Arc/Info GIS). All of the 
agents were created with our training system called PAROT. 
This ensures that all agents are consistent with the 
requirements of PALERMO. The expert system component 
of the agent uses a set of procedural rules or sequences of 
steps that represent states and state transitions. A procedural 
rule normally fires an operator and then sets the next state 
according to the reaction of the program (a transition). This 
behaviour is a finite state machine (FSM) where each 
transition is deterministic. 

PLANNING 
Table 1 describes how the SEIDAM environment maps 

into the requirements of a planning system.  Let us recall the 
definition of planning: 
Given: 
• an initial world described by a set of facts (object- 

attribute-value triplets), 
• a set of planning operators that have a pre-condition list, a 

delete list and an add list that describe: what facts must 
hold for the operator to be applicable, what facts will be 
deleted and what facts will be added, 

• a goal statement containing the facts that must hold to 
satisfy the user's goal. 

Find: 
• a partially ordered set of operators that, if successfully 

applied, will ensure that the goal statement is satisfied. 

Table 1. Pr oblem solvin g in SEIDAM 
Planning SEIDAM Example 
goal product updated forest cover map 
statement description 
planning SEIDAM trim2dem: extracts a digital 
operators agents elevation model from a terrain 

resource information map 
trim2dem:: 
if frame_get(current_map,name,A) 
andframe_get(working_dir,path,B) 
then delete [map(A,dem_file,C)] 
add [ trim_to_dem, 

map(A,dem_file,dem) ] 
initial image and digital elevation model filename 
world GIS 

metadata 
/dwarf/robot/data/gis/092f013/dem 

In the context of SEIDAM, the initial world is described by 
the information contained in the metadata databases (e.g.: a 
digital elevation model exists in the file 
/dwarf/robot/data/gis/092f013/dem). Each operator in the set 
of planning operators describes how a software agent behaves 
(e.g.: the trim2dem software agent requires a terrain resource 
information map, TRIM, and produces a digital elevation 
model). The user's goal statement describes a product that 
would allow her to make a land use decision (e.g.: requires an 
updated forest cover map to determine whether or not to 
allow logging in a certain area; to create this product the goal 
would be that a forest cover file exists). 

In a typical scenario for SEIDAM, a user selects a product 
used to make land use decisions via a graphical user interface. 
A product can be a digital forest cover map updated with TM 
imagery in order to determine change in the total area. The 
creation of this product becomes the goal that SEIDAM will 
submit to the reasoning system. SEIDAM's main expert 
system will then activate the smart access software agent that 
retrieves the relevant metadata from the remote sensing image 
and GIS metadata databases and stores the information in 
SEIDAM's knowledge-base. SEIDAM then submits the goal 
statement describing the product to the reasoning system. 
The reasoning system then creates a plan to satisfy the user's 
goal. If the reasoning system is successful, the plan is 
executed. The execution of the plan entails activating each 
agent in the order prescribed by the ordering constraints 
included in the plan. As the agents execute, they access, 
process and create new image and GIS data. After the 
successful activation of all of the agents, a product satisfying 
the user's goal has been created, and there is new information 
contained in the knowledge-base that must be stored in the 
metadata databases. SEIDAM will therefore activate the 
smart access agent to update the metadata databases. 
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FOREST INVENTORY UPDATE 
In [2], we showed how SEID AM creates and executes a 

plan that integrates forest GIS files and LANDSAT TM 
imagery in order to allow users to manually digitize new clear 
cuts. This process is completely automatic and requires user 
input for digitizing only. The data integration and digitizing 
process is: 

copy_f iles_to_working_dir: this agent will copy 
the TM image and GIS files from the robotic mass storage 
device to a working directory on disk. 
trim_to_dlg: this agent translates TRIM GIS data into 
the digital line graph standard readable by Arc/Info. 
import_hydrology: this agent creates an Arc/Info 
hydrology coverage. 
erdascp_lakes: this agent translates the hydrology 
coverage into a PCI image file. 
sieve_lakes: since the hydrology data contains many 
small lakes, a smoothing filter is used to remove any lake 

2 
smaller than nine pixels or 5500 m . 
lakes_to_bitmap: convert the smoothed hydrology 
image into a bit map. 
trim_to_dem: creates a point elevation file readable by 
Arc/Info from TRIM data. 
create_tin:   create   a   DEM   from   a   triangulated 
irregular network constructed with the point elevation file 
and place the result in an Erdas file format for input to 
PCI. 
erdascp_dem: create a PCI image file from the Erdas 
DEM file. 
copy_bitmap: copy the hydrology bit map into the 

,DEM image file. 
set_georeference_tm_large:   get  geo-reference 
information from the TM image file and DEM image file 
and place it in SEIDAM's knowledge base. 
create_tm_small: create a small TM file that fits 
over the current map and copy a subset image from the 
original TM image file. 
dem_to_pix_image_match: copy DEM into small 
TM file. 
set_georeference_tm_small: add geo-reference 
information to small TM file. 
tercom: apply topographic relief to small TM file. 
export_clear_cuts_to_pci: export old clear cut 
vectors from Arc/Info to PCI. 
digitize_clear_cuts: allow user to digitize new 
clear cuts. 
export_clear_cuts_to_arc: export the new clear 
cut vectors from PCI to Arc/Info. 
generate_products:   create   any   paper   maps   or 
tabular summaries of forest cover changes. 

This process has been successfully applied. However, 
there are proven automatic classification methods, such as 
segmentation, that require even less user intervention. 
Indeed, once a segmented image has been created, the user 
need only select segments for clustering in order to produce a 

classified image. User intervention is reduced from manually 
digitizing cut block boundaries to pointing and clicking on 
clear cut segments. 

The approach presented in [2, 3], shows that software 
agents can be trained to carry out the tasks listed in the 
process above. By using the same training interface, PAROT 
(PALERMO Agent ResOurce Trainer), it becomes a simple 
matter of training the system to perform cut block 
identification via segmentation classification. We have 
carried out this training and SEIDAM can now produce the a 
plan similar to the previous plan, but with the 
digitize_clear_cuts replaced with 

create_gradient_image, 
segment_gradient_image, 
identify_cut_blocks, 
cluster_image, 
export_clear_cuts_to_arc, 

Rather than performing manual digitizing, the user is now 
asked to assist during the classification process. The new 
steps are: 
• create_gradient_image: the agent generates a 

gradient image using edge operators applied to six TM 
bands. 

• segment_gradient_image: the gradient image is 
segmented and the segment boundaries overlaid on the 
image. 

• identify_cut_blocks: the user identifies segments 
which are over new cut blocks. 

• cluster_image: the segments are clustered and the 
new cut blocks are labeled. 

We present an example of the automated capability within 
SEIDAM for forest inventory update using GIS and remotely 
sensed data from the primary SEIDAM test site, the Greater 
Victoria Watershed District (GVWD). Forest cover GIS files 
for the Greater Victoria Watershed District (GVWD) on 
Vancouver Island in southwestern British Columbia are used. 
The boundaries can be used as a mask to geographically 
constrain the remotely sensed data to the appropriate area. A 
LANDSAT TM image, shown in Figure 2 as bands 3 (R), 
4(G), and 5(B), is fused with the GIS file. 

The constrained image is segmented. Classification on 
this segmented image can help to ascertain certain structural 
units such as forest at various stages of growth, rock 
outcrops, and areas of forest cover change. Such a result 
from the segmentation process is shown in Figure 3. 
Structural units are clearly visible in the image as polygons. 
After classification, we obtain the result shown in Figure 4. 
In the final step of updating the polygon attribute database, 
the forest cover change polygons of Figure 4 are exported to 
the GIS data. 
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Figure 2 : LANDSAT TM image of GVWD as a RGB 
emulation with channels 3, 4 and 5 respectively. 

Figure 3 : Result of segmentation carried out on LANDSAT 
TM image of Figure 2 above. The segments are clearly 
visible in this result prior to classification. 

Figure 4 : Segmented image after user-assisted classification. 
Old growth appears as dark gray, younger vegetation areas 
appear as lighter shades of gray, and recent cut-blocks and 
rock outcrops appear as white. Water appears as black. 

CONCLUSIONS 
SEIDAM can now execute forest inventory update using 

remote sensing imagery with automated image segmentation. 
The updated GIS files are stored in ARC/Oracle together 
with metadata conforming to FGDC standards. A CD-ROM 
has been created containing SEIDAM software and a test 
data set. The next version of SEIDAM will incorporate 
processing threads for AVIRIS and AIRSAR. Intelligent 
information systems make it much easier for users to use 
remote sensing data in their GIS environments. 

ACKNOWLEDGMENTS 
We gratefully acknowledge support from Natural 

Resources Canada and the Natural Sciences and Engineering 
Research Council of Canada. We also thank our co- 
investigators in SEIDAM and NASA for their contributions 
to the project. Additional information can be found at 
http://www.aft.pfc.forestry.ca. 

REFERENCES 
[1] D. Charlebois, D. G. Goodenough, S. Matwin, A. S. P. 

Bhogal, and H. Barclay, "Planning and Learning in a 
Natural Resource Information System," presented at 
Canadian AI, Toronto ON Canada, 1996, pp. 187-199. 

[2] D. Charlebois, D. G. Goodenough, P. Bhogal, and S. 
Matwin, "Case-based Reasoning and Software Agents 
for Intelligent Forest Information Management," 
presented at 1996 International Geoscience and Remote 
Sensing Symposium IGARSS'96, Lincoln, Nebraska, 
USA, pp. 2302-2306, 1996. 

[3] S. Matwin, D. Charlebois, and D. G. Goodenough, 
"Training Agents in a Complex Environment," 
presented at IEEE: Conference on Artificial Intelligence 
for Applications, Los Angeles, CA, 1995. 

673 



Modelling Soil Erosion Hazard by Using a Fuzzy Knowledge-based Approach 
G. I. Metternicht 

Curtin University of Technology, School of Surveying and Land Information, 
GPO Box U 1987, Perth 6001, Western Australia 

TE: + 618 9266 3935 - Fax: +618 9266 2703 - Email:Metternicht@cage.curtin.edu.au 

Abstract -- Land degradation as the result of water erosion 
represents a serious environmental threat. The erosion 
processes are complex and depend in many factors, 
determined on turn by a set of characteristics. Fuzzy 
knowledge-based exploratory models are designed to 
investigate the susceptibility to erosion by incorporating 
expert knowledge, in the sense that information on soil 
properties and/or landscape elements assumed to control 
accelerated soil erosion are incorporated into the modelling 
process. Fuzzy boundaries are applied to rank the landscape 
factors used in modelling the likelihood of an area to be 
affected by different erosion degrees. Although the model 
provides qualitative estimations, it reveals very useful to 
explore    indicators-causes-processes    relationships. In 
addition, it allows to test the importance of individual 
landscape elements related to soil erosion, and select those 
suggested as best predictors. 

INTRODUCTION 
Many of the traditional tools for formal modelling, 

reasoning and computing are crisp, deterministic, and precise 
in character. However, in land degradation research, real 
situations are very often not crisp and deterministic, hence 
impeding precise description. In addition, certain indicators 
of land degradation are not measurable, or the relationship 
between degradation processes and indicators are not exactly 
known, or the analytical models to express these relations are 
missing. For instance, values of variables such as the 
abundance of rock fragments on the soil surface, or the 
strength of the soil structure can only be approximated or 
evaluated using expert's experience. A soil surveyor can 
describe the grade of the soil structure in terms of weak, 
moderate or strong. Though these data are valuable for soil 
degradation studies, the main question resides on how to use 
and processes this information. 

Accordingly, this paper presents a model for land 
degradation hazard prediction, based on expert knowledge, 
which is also often not sharp, not precise, but can be 
formalised using fuzzy sets, fuzzy logic and exploratory 
models. 

THE MODELLING PROCESSES 
The construction of a fuzzy knowledge-based exploratory 

model requires determination of the model structure; 
formulation of the fuzzy knowledge base; selection of fuzzy 
knowledge processing methods; calibration and validation 
[4]. 

The model structure comprises the selection of the input 
and output variables, the number of sub-models and the 
connection between them. Knowledge formalisation in the 
form of a knowledge base requires definition of the rules and 
determination of the fuzzy sets used to describe the values of 
the model variables, such as moderately, slightly or strongly. 
Yet the main problem in fuzzy modelling is to find an 
appropriate set of linguistic rules describing the phenomenon 
to be modelled. They can be taken directly from the expert 
experience, but sometimes the expert knowledge is too 
complex to be expressed in a limited set of rules. Moreover, 
the set of linguistic rules has to be complete and provide a 
correct answer for every possible input values. Obviously, 
the formulation of these rules as well as the definition of 
fuzzy sets has a subjective character. 

The fuzzy sets and rules and the data set are the main 
components of the fuzzy knowledge-based model, as 
illustrated in figure 1. Using membership functions and 
operators, the fuzzy knowledge is processed and output 
values corresponding to certain input values are computed. 
The input values can take a crisp, that is numerical, or fuzzy 
(ie. certainty factors) form. Linguistic terms are also allowed 
for the input, as could be the case of a moderately saline 
class, represented by the intersection of the fuzzy sets saline 
and non saline. The output values are fuzzy sets, which can 
be transformed into numerical values by applying a 
membership function, or approximated to one of the 
linguistic terms defined for the output variables. During the 
calibration process, selected parameters are adjusted to 
improve the model performance. Assessing the spatial 
coincidence between the results and the reality, in terms of 
areal extent, carries out final model validation. 

AN EXAMPLE TO ASSESS SOIL EROSION HAZARD 
A fuzzy model was designed to answer common user's 

question such as: 
(a) What is the hazard to accelerated soil erosion in area A', 
located in the distal part of an alluvial fan, with a slope of 
about 20%, vegetation coverage less tan 30% and 50% of 
rock fragments on the terrain surface? 
(b) What degree of erosion can be expected to occur in an 
area where the vegetation cover is lower than 80%? 
What is the best set of soil degradation indicators to predict 
soil erosion hazard in a selected area? 
(d) Where high erosion can be expected to occur? 

The model explores cause-effect relationships on the basis 
of the general knowledge about causes and the specific 
relation between processes and indicators of water erosion. 
The model was designed to investigate the susceptibility of 
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specific areas to erosion by incorporating expert knowledge, 
in the sense that information on soil properties and landscape 
elements assumed to control accelerated soil erosion could be 
incorporated into the modelling process. The model is 
therefore considered region-oriented and exploratory. Fuzzy 
boundaries were applied to rank the landscape factors, used 
in modelling the likelihood of an area to be affected by 
different erosion degrees. For instance, if the user observes 
highly eroded areas to be strongly related to slope percentage, 
landscape position and surface rock fragments, these 
landscape factors can be used to 'explore' the susceptibility 
to erosion hazard. The model can be formulated as a state 
factor equation, where 

Hazard to accelerated erosion =f (Climate, A, B, C, ...n) 
Where A, B, C, ... n represent erosion-promoting landscape 
elements, together with climate, a non-differentiating factor 
in the selected area. 

The fuzzy knowledge-based model requires the expertise 
to decide on the following items: 
■ Erosion-related landscape elements 
■ The primary terms to represent the susceptibility to soil 

erosion hazard (eg. low, moderate, high) 
■ Type and set of parameters of the membership function. 

Membership functions can adopt trapezoidal, triangular 
or sigmoidal shapes. The function is used to compute 
the certainty factor of the erosion-related parameters to 
the fuzzy sets representing low, moderate and high 
hazard degrees. 

■ The fuzzy production rules (IF-THEN statements). They 
are implemented by means of fuzzy operators [6]. 

Soil erosion hazard was ranked in five classes, namely 
very low, low, moderate, high and very high. Three fuzzy 
sets (low, moderate and high) were determined and the 
qualitative labels 'very low' and 'very high' were derived by 
concentration of the fuzzy membership functions low and 
high, as described by [6], [5] and [2]. 

Not all the model inputs were quantitative, thus needing 
the use of linguistic variables such as 'very low', 'low', 
'moderate', 'high'. These variables have to be mapped into a 
range of numbers where the user defines a series of basic 
parameters required to build up the membership function 
representing, for example, the linguistic variable 'moderate'. 

The membership function 
An S-shaped function, as described by [1], was used to 

determine the degree of membership of the selected 
parameters. This is a significant step because the 
membership degree of the selected landscape elements to the 
low, moderate and high erosion hazard sets depends on the 
correct determination of the parameters characterising the 
membership function, that is interval, sharpness and 
inflection points (figure 2). 

The model was implemented in a geographic information 
system. Vegetation coverage, rock fragment density, 
abundance   of   whitish   topsoils,   reddish   brown   topsoils 

assumed to reflect the absence of erosion, landscape position 
and slope gradient were the landscape elements selected to 
map soil erosion hazard [3]. The inputs for the first four 
elements were proportion maps derived from the spectral 
unmixing of a Landsat TM data set [7], while landscape 
position was obtained from a geopedologic map and slope 
gradient computed from a digital elevation model. For each 
selected parameter, five intervals were derived from the 
membership functions as shown in figure 3. For instance, the 
model considers that surface rock fragments protect the soil 
surface against raindrop impact and water entrainment. 
Therefore, a surface covered by 20% of rock fragments will 
be more exposed to surface erosion than other having 70% of 
rock fragments on its surface. When applying the fuzzy 
operators a 'very low' erosion label is ranked as 1, while 5 
characterise areas having a 'very high' susceptibility to 
erosion. 

Knowledge-based exploratory models were build up and 
implemented by using IF-THEN statements. For instance, 
considering the following model: 
Soil erosion severity = / (vegetation coverage, surface rock 
fragments, landscape position), the model would be 
implemented as: 

IF the vegetation coverage is very high AND the surface 
rock fragments are moderately dense AND the landscape 
position is very low, THEN the soil erosion hazard is very 
low. 

The statement is computed using a fuzzy minimum operator. 
This means: 
H- soil erosion hazard {*/ — mM [{^Ivegetation (•*/> M surface rock fragment \^)> 

H- landscape position (-V/7 

M sou erosion hazard M = min (very high, moderate, very low) 

M soil erosion hazard {-*/ ~~ mm \J,J,I)      > fl soil erosion hazard (-*/ "~ ■* 
The area is mapped as prone to very low soil erosion, that 

is, the ground cell (x) takes the label resulting from applying 
a minimum operator to the selected landscape elements. 

CONCLUSIONS 
A fuzzy knowledge model was designed to investigate the 

susceptibility of specific areas to erosion by incorporating 
expert knowledge, in the sense that information on soil 
properties and landscape elements assumed to control 
accelerated soil erosion could be incorporated into the 
modelling process. Fuzzy boundaries were applied to rank 
the landscape factors used in modelling the likelihood of an 
area to be affected by different erosion degrees. 

Soil erosion hazard was ranked in five classes, namely 
very low, low, moderate, high and very high. Three fuzzy 
sets (low, moderate and high) were determined and the 
qualitative labels 'very low' and 'very high' were derived by 
concentration of the fuzzy membership functions low and 
high. 

Although the model provided only qualitative estimations, 
it showed very useful to explore indicators-causes-processes 
relationships.   In addition, it allowed testing the importance 
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of the individual landscape elements related to soil erosion 
and selecting those that best predict soil erosion hazard in the 
area. 
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Figure 1: Information flow in the fuzzy knowledge-based 
model 

Figure 2: An S-shaped function with variations in 
sharpness (s) and inflection (i) 
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Figure 3: Flow chart of the procedure followed to develop exploratory models suitable to map soil erosion hazard 
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Abstract — Digital interpretation of imagery produces 
descriptions of the earth's surface, each description relying on 
the inherent resolution of the original image. Forest cover 
geographic information (GIS) files have been produced by 
interpretation of aerial photography. Common mapping 
scales in Canada for representing land information are 
1:20,000 and 1:250,000. This paper discusses two methods 
to automatically generalize GIS from higher spatial resolution 
scales to lower scales. These two methods are a raster method 
(MapGen) for generalization developed by Pamap and the BC 
Ministry of Forests, and an object-oriented method 
(ObjectGen). The GIS data set consists of topographic data 
and forest cover files, both at 1:20,000 scale and placed on 
the same datum. In this presentation we compare the results 
for generalizing forest objects by these different methods. 
This work leads to segmentations of remote sensing images, 
at corresponding resolutions to the GIS files, being used to 
constrain the generalizations. 

INTRODUCTION 
Remote sensing data is available from satellites and aircraft 

at multiple resolutions from 1 m to 1 km. For each 
application, there is a need to assess the utility of acquiring 
data at a wide variety of resolutions. In particular, can 
imagery at 1 m be used to derive digital interpretations 
appropriate for coarser resolutions? We chose to begin our 
investigation of how to generalize image objects by 
investigating the generalization of geographic information 
(GIS) files produced from interpretation of aerial 
photography. Our interest in this paper is in methods to 
automatically represent GIS information at other scales. We 
have implemented a raster method (MapGen) for 
generalization developed by Pamap and the BC Ministry of 
Forests (BCMOF) [1], and an object-oriented method 
described by Richardson [2]. The GIS data set consists of 
topographic data and forest cover files, both at 1:20,000 
scale. In this presentation we compare the results for 
generalizing forest objects by these two different methods. 
The primary scales used for this test are 1:20,000 and 
1:250,000. For remote sensing data, we will be segmenting 
images from the following sensors: MEIS (1 m), AVIRIS (20 
m), TM (30 m), and AVHRR (1 km) for two test sites on 
Vancouver Island. 

THE DATA SETS 
Forest cover and hydrology GIS data are available for 

British Columbia at 1:20,000 scale. We worked with 3 
mapsheets, 082E062, 082E072, and 083E073, which cover 
the Okanagan Mountain Park area just south of Kelowna, BC. 
Forest cover data came from BCMOF in IGDS/Forest 
Inventory Planning Data Exchange Format (FTPDEF). These 
data files were digitized from 1994 airphotos on the NAD27 
datum. The Projected Type ID attribute is used by BCMOF 
to generalize forest cover data. Values and descriptions for 
this attribute can be found in table 1. 

Hydrology data (lakes and rivers) came from the BC 
Ministry of Environment, Lands, and Parks (BCMELP) 
Terrain Resource Information Management (TRIM) initiative. 
These data were digitized from airphotos using the NAD83 
datum. They were converted to NAD27 to be compatible 
with the forest cover data. 

GENERALIZATION METHODS 
Two methods of automated generalization systems were 

compared: raster generalization (MapGen) and object 
generalization (ObjectGen). 

Raster Generalization 
MapGen, developed by Pamap (PCI Pacific) and BCMOF, 

is an automated raster generalization system. It is based on a 
set of polygon and vector generalization rules. Each polygon 
rule specifies how to combine neighbouring polygons. From 

Table 1. Generalized Classes & MapGen Rules 
Class Rule Min 

Size 
Merge 

List 
0 Water 
1 Immature 

(stocking class 0) 
PROJTYPEID = 1 15 3,2,4,9,5,6,8 

2 Mature PROJTYPEID = 2 15 1,3,4,9,5,6,8 
3 Immature Residual PROJTYPEID = 3 15 1,2,4,9,5,6,8 
4 NSR PROJTYPEID = 4 15 9,1,3,2,5,6,8 
5 Noncommercial PROJTYPEID = 5 15 6,4,9,1,3,2,8 
6 Non Productive PROJTYPEID = 6 15 5,4,9,1,3,2,8 
8 No Typing PROJTYPEID = 8 15 6,5,4,9,1,3,2 
9 Silviculture NSR PROJTYPEID = 9 15 4,1,3,2,5,6,8 
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table 1, a class 2 polygon (Project Type ID = 2) smaller than 
the minimum size will be merged with an adjacent class 1 
polygon if it exists. If not, it will be merged with a class 3 
polygon, and so on down the list. Vector rules specify the 
vector features to be displayed on the generalized map and a 
weeding tolerance for vector simplification. Feature 
attributes are stored in Oracle for fast sorting and selection. 

After selecting input mapsheets and rules, MapGen 
appends and converts the IGDS files into Pamap GIS files 
and the FIPDEF attribute files into Oracle tables. Forest 
cover polygons are then converted from a vector 
representation to a raster representation, merged according to 
the polygon rules, and then re-vectorized. Vectors layers, 
such as rivers, are simplified using the weeding tolerance with 
the Douglas-Poiker Algorithm [1]. The result is a Pamap GIS 
file with a layer for generalized forest cover polygons and 
layers for each vector generalization layer. 

Object Generalization 
ObjectGen [3] is a modified implementation of the 

automated spatial and thematic generalization method 
outlined in [2] and [4]. ObjectGen uses an object class 
hierarchy to partition features into hierarchies of objects, 
classes and superclasses. In our implementation the forest 
cover superclass was divided into the 8 classes shown in table 
1 and the hydrology superclass was divided into rivers and 
lakes. Objects of these classes were individual forest cover 
polygons, river segments, or lakes. 

This data structure supports generalization at the 
superclass, class, or object levels by ordering the objects 

.according to common superclass, class, or object attributes 
and applying a removal threshold. Richardson [2] calls this 
threshold the necessity factor and calculates it based on a 
matrix of map theme, target generalization scale, map object 
requirement (MOR) and map object functionality (MOF). 
MOF defines an object's usefulness in supporting and 
assisting in map reading and use. For example, map objects 
such as rivers, roads, and boundaries assist users in reading a 
map because they provide the reader with a sense of 
orientation, among other things. MOR defines the degree of 
need for an object class to appear on a map at a particular 
scale. 

These two measures, ranging from 0 to 100, are 
quantification's of a map object's usefulness and necessity 
and are specific to each map theme. They are mathematically 
combined together to form the necessity factor (NF) which is 
applied to the data as a threshold, above which features are 
dynamically selected. 

Our implementation [3] is a two phase process: data 
preparation and feature selection. Phase one has three steps: 
lakelines are automatically generated for lakes that have one 
inflowing and outflowing stream and manually digitized for 

the rest; Strahler stream orders [5] are calculated for the river 
network and lakelines; object attributes are transferred to 
Oracle. Phase two has four steps: necessity factors for each 
class are calculated based on MOF and MOR tables; forest 
cover is generalized at its superclass level; hydrology is 
generalized at its object level; the resulting generalization is 
viewed in ArcView. Phase two can be run repeatedly with 
attenuation factors applied to the necessity factor calculations. 
In forest cover superclass generalization the class partitions 
are ignored and objects are ordered by area, smallest to 
largest. The mean necessity factor, calculated as the mean of 
the 8 class necessity factors, is taken as the percentage of 
polygons to be generalized starting at the smallest. 

In hydrology object generalization, each object is ordered 
in its class, and its necessity factor is applied to that class' 
objects only. Rivers are ordered first by stream order then by 
length. Lakes are ordered by area. If a lake is removed it is 
automatically replaced by its lakeline. 

RESULTS 
The 8 classes are an aggregation of original polygons 

which contained descriptions of forest species, volume, site 
index, height, and so forth. These classes correspond to the 
standard followed by BCMOF for representation of forest 
cover at 1:250,000 scale. Our initial hypothesis was that 
object generalization would yield more accurate results than 
raster generalization. The results of the generalization are 
shown in table 2. The table lists the classes, the original area 
of the classes at 1:20,000 scale in hectares, the percentages of 
the original area by class, and the percentages of the original 
area by class for MapGen and ObjectGen after generalization 
to 1:250,000 scale. No significant difference in areas as a 
function of generalization method was seen. The 1:20,000 
scale maps contained 520 polygons corresponding to the 8 
classes. MapGen reduced this number to 160 polygons and 
ObjectGen reduced this number to 150 polygons. The loss of 
370 polygons did not impair the visual result of the 
generalization as shown in Figure 1. 

Table 2. Percentage Areas by Class and Generalization  
Class Original Map Original Object 
 (ha) Gen Gen 
0 Water 10,263 21.4% 21.3% 21.3% 
1 Immature 0 11,333 24.8% 23.5% 24.1% 
2 Mature 13,366 27.6% 27.8% 27.8% 
3 Immature R 454 0.9% 0.9% 0.9% 
4 NSR 1,494 2.9% 3.1% 2.9% 
5 Non Comm 132 0.0% 0.3% 0.2% 
6 Non Prod 10,910 22.0% 22.7% 22.3% 
9 Silvi NSR 182 0.4% 0.4% 0.4% 
Subtotal                   48,132         100% 
Number of polygons 160 

100% 
520 

100% 
150 
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Figure la.    Portion of 1:20,000 scale original forest 
cover data covering an area 8 km by 6 km. 

Figure lb. 1:250,000 scale MapGen generalization of Fig la. 

CONCLUSIONS 
Two methods of generalization were implemented, a raster 

generalization (MapGen) and an object generalization 
(ObjectGen). These methods were applied to three forest 
cover maps to create broad classes. There were no significant 
differences in class areas between the two generalizations and 
the original areas. Reductions in the original number of 
polygons of over 72% were achieved without significant 
errors in class areas. We are now investigating segmentation 
of remote sensing imagery, conversion of segments to labeled 
objects, and generalization of these objects. 
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Abstract: A new classification method which permits the 
integration of expert knowledge in satellite image classification 
is presented. This approach differs from other knowledge based 
ones for the following reasons: 1) it is a low-cost procedure; 2) 
it allows that the available experts explicitly express all their 
knowledge on the area to be classified, and 3) it does not have 
to face the problem of rule generalization over the whole area. 
The method is applied to a real image data set and it is shown 
that the achieved classification is more accurate than the 
classification just based on spectral data. 

INTRODUCTION 

The use of expert knowledge has been widely used in the last 
decade for improving the accuracy of remote sensing derived 
land cover maps (see [6], [1]). The knowledge has been 
represented as a set of evidential rules which encompasses 
classes and surface attributes at a pixel level and also, in more 
recent studies, at a spatial context level. Knowledge based 
methods are usually used to improve, via Bayesian [4] or 
Dempster-Sheffer [5] evidences combination, land cover 
maps generated from spectral data. 

However, the proposed approaches for expert knowledge 
integration have performed worse than expected when applied 
to complex rural landscapes. We believe that this is related to 
two intrinsic features of the approaches that have been 
proposed: (1) it is assumed that the rules are valid within the 
whole study area, and (2) it is assumed that the expert is able 
to translate his knowledge into a rule format. As a 
consequence, relevant knowledge which does not verify the 
above assumptions cannot be inserted in the knowledge base. 
For exemple, if an expert states that "if the altitude is greater 
than 600 meters there is no eucalyptus forest" it is assumed 
that this is true in the whole area to be classified. As a 
consequence the expert will not take the risk of stating that the 
threshold is, instead, 500 meters even if this last value seems 
more likely to him, because this last statement could not be 
always true. He could, as an alternative, establish a probability 
distribution instead of a simple threshold but then there will 
arise two related problems. Even if the expert is familiar with 
the concept of probability distribution it will be difficult (and 
boring) for him to define that distribution. If he his not 
familiar with that concept it will be almost impossible to him 
to define it without the help of another expert in data analysis. 
Furthermore, the rules like the previous one are very hard to 
gather from experts, specially in the case where experts 
haven't any kind of mathematical background. For instance, in 

land cover mapping from satellite imagery in rural landscapes, 
the useful experts are, in general, forestry an agricultural 
agents which have o good knowledge of the area but who are 
not able to express it in rule format. 

METHODOLOGY 

Expert Maps 
To overcome the limitations mentioned above we propose a 

new methodology for the integration of expert knowledge. Our 
goal is to extend the ability of the classification process to 
gather relevant expert knowledge. 

To obtain the additional input needed in this methodology, 
people acquainted with the study area are asked to spatially 
locate known land uses on a satellite image color composite. 
This map is obtained from the satellite imagery and can be 
completed with non spectral data like roads and rivers 
networks if available. These maps, which are given to experts 
of the study area, will be used as the frame for the 
encapsulation of their knowledge. The expert is asked to draw 
on that map the borders of the areas that he thinks that 
correspond to a particular land cover class in the field. 

We designate this kind of knowledge representation by 
experts maps. For integration with satellite imagery, expert 
maps are digitized into a Geographic Information System. The 
classification procedure that we propose has the following 
steps: (1) calculate from the expert maps and for each pixel a 
likelihood for each class; (2) calculate, for each pixel, the 
expert maps entropy, to evaluate the disparity among them; (3) 
integrate the likelihood for each class, calculated in step one, 
with spectral and ancillary data in a pixel-level classification 
procedure. 

Formal Statement of the Method 
Suppose we know that there m different land cover classes 

wlt ...,wm in the area to be classified and we dispose of a 
random sample of classified pixels (xi,...,xN). Each xt 

represents a vector of spectral values of the i-th pixel, 
Xi=(Xjj,...,xip), for p dimensional data. If we use a minimum 
Bayes risk classifier we will obtain, under certain hypoteses 
(see [2] or [3] for details), for each pixel (', a vector of 
probabilities of belonging to the different classes (pi,...,pm), 
where pe=P(y/i/Xi)- In hard classification approaches the pixel 
is then allocated to a unique class: the one for which the 
probability value is larger, that is, x is allocated to wk if p^Pj, 
for all; in {l,...,m}. 

* This work was partially suported by ISA/DGOT/JNICT contract 28/94. 
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In our approach we dispose, also, of one other probability 
value that a pixel belong to a class. If I of the total number of 
experts, that we will denote by t, have labeled a particular pixel 
(note that each expert don't have to cover the whole area) we 
can estimate the experts' probability qk of that pixel belongs to 
class wk. It will be the number of experts that indicated the 
class wk over /. 

Furthermore, there can be discrepancies among experts. We 
will assume that the experts' information is more reliable when 
a large number of experts indicate the same class. This will be 
measured by an entropy measure. This measure was originally 
proposed by Shannon in 1949 in the context of a general 
theory of communication. The entropy for a probability vector 
(for a given pixel) is defined by 

m 

E = -^qk log2qk, withqk logqk = 0 if &=0. 
Jt=i 

The entropy takes it maximum value (maximum uncertainty 
on the pixel's allocation), 1, when all the probabilities are Mm 
and takes its minimum value (maximum certainty), 0, when 
one of the pk is 1 and the others are 0. We will consider, in 
fact, a modified formula for the entropy: 

E'=E + q'logq' (1). 

In (1) the additional term q' denotes the proportion of 
experts that do not indicate any class for the pixel. If we didn't 
consider this additional term, a pixel for which just one expert 
(of, say, six experts) indicate a class could have a much smaller 
entropy, E=0, than another pixel for which, for instance, five 
experts agree and one disagrees, £=0.65. Using the modified 
entropy we would get £'=0.43 for the first case and £"=0.65 as 
before for the second case. Note that usually the entropy is 
calculated for a fixed number of information items. Here we 
have a variable number: the number of experts that indicate 
one of the classes for a given pixel. 

Finally we have to integrate spectral evidence (x) with 
experts' evidence (e) on the pixel allocation. We will use a 
rather empirical approach for that purpose: the probability of 
belonging to a certain class will be the geometrical mean, 
weighted by the entropy, between P(yvklx) and qk. Formally, 
and representing qk by P(wk/e), 

P(wk/x,e) = P(yvklx) (1-£,) P(wkle) 

REAL DATA APPLICATION 

(2). 

Study Area 
The proposed method is tested in the Monsanto area, near 

Lisbon, Portugal, with SPOT-XS data from the summer -of 
1990. We have only considered four classes: water, urban 
areas, forested areas and agricultural areas. We asked five 
experts to draw experts maps on a color composite of the SPOT 
imagery on which we had superimposed the roads network. It 
is a small area of 2580 meters by 1940 meters covered by 
12513 pixels. We used a random sample of 500 pixels 
(approximately 4% of the total) for the training of the 
classifier. We knew exactly the land cover map from the photo- 
interpretation of aerial photographs of the same year. That map 
is shown in Fig. 1. 

Fig 1. Land cover map (black: water; light gray: urban; dark 
gray: forest; white: agriculture). 

Results 
From the exploratory analysis of the distribution of pixels in 

the three dimensional spectral space we realized that the data 
could be considered to fit the hypotheses of quadratic 
discriminant rule (QDR): multinormal distribution and 
unequal variance-covariance matrixes for the four classes. That 
classifier was trained with the 500 pixels sample and achieved 
the classification shown in Fig. 2. The confusion matrix is 
shown in Table 1. The percentage numbers in Table 1. are the 
classes accuracies for the user (last column) and for the 
producer (last row). Note that the confusion matrix is build 
over the totality of the pixels and not over a test sample. 

The global accuracy is then 79.83% for QDR. The class for 
which the precision is lower is the agriculture because the 
spectral signatures of the individuals of that class are close to 
the ones of the urban class. Since this last class has a more 
spread distribution and a larger a priori probability the 
classifier tends to allocate the agriculture pixels to it. 

Fig. 2. Land cover map from QDR classifier (black: water; 
light gray: urban; dark gray: forest; white: agriculture). 
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Table 1. Confusion matrix for the QDR classifier. 

Number real classes 

of pixels agric. water forest urban 

predicted 
classes 

agric. 

water 
forest 
urban 

208 

0 
319 
820 

0 

140 
1 

35 

294 

0 
2337 
359 

361 

65 
269 

7305 

863 (24%) 

205 (68.2%) 
2926 (79.8%' 
8519 (85.7%; 

1347 
(15.5%; 

176 
(79.5%) 

2990 
(78.2%) 

8000 
(91.3%) 

12513 

The five experts didn't cover the whole study area. In Fig. 3 
we show the number of experts (from 0 to 5) who indicated a 
class. Note that approximately one quarter of the whole area 
wasn't covered by any expert. In that area the classification 
hasn't be revised and the final classification has been exactly 
the same that the one achieved by QDR. 

The expert maps were digitized and the expert probability 
for each pixel and each class was estimated. Then, we 
calculated the modified entropy using equation (1) and the 
revised probabilities using equation (2). Finally, each pixel was 
reallocated to the class for which the revised probability was 
larger. The resulting map is shown in Fig. 4. The final 
confusion matrix is shown in Table 2. 

Table 2. Confusion matrix for the classification after 
integrating spectral and experts' evidence. 

Number real classes 

of pixels agric. water        forest urban 

predicted 
classes 

agric. 

water 
forest 
urban 

807 

0 
404 
136 

0               61 

153               0 
6              2744 
17               185 

319 

74 
473 
7134 

1187 (67.9% 

227 (67.4%) 
3627 (75.6% 
7472 (95.5% 

1347 
(60%) 

176            2990 
(87%)        (91.7%) 

8000 
(89.1%) 

12513 

The global accuracy is 86.6%. Note that a large 
improvement was reached both for the user's and producer's 
accuracies of the agriculture class. 

CONCLUSION 

Although the expert maps do not cover the entire study area, 
we have shown that (a) in the area covered by the expert maps, 
our method is an efficient way for solving several types of class 

Fig. 3. Number of experts (black:0,...,white:5). 

Fig. 4. Land cover map after integration of spectral and 
experts' evidence (black: water; light gray: urban; dark gray: 

forest; white: agriculture). 

assignment ambiguities, and (b) in the remaining area, the 
expert maps unavailability does not impede that the 
classification procedure run with the available information. In 
this particular experiment, the classification accuracy increased 
for all classes, reaching increasing values as high as 44% for 
the agriculture class. 

This study shows that it is possible to make use of 
knowledge that hasn't been used in former knowledge based 
approaches. In fact, the information contained in the expert 
maps not only is useful, at a pixel level, to correct some 
misclassifications but contains, also, a relevant spatial 
component very important in image analysis. As it can be seen 
comparing Fig. 2 and Fig. 4, the final land cover map (Fig. 4) 
is spatially more homogeneous although we used a pixel level 
classification procedure. 
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ABSRTACT—Topographic effect and radiation effect are two 
key elements which affect the accuracy of classification of the 
remote sensing image. Topographical Normalization is a 
valuable tool by use of DEM. Because the time, when image is 
acquired, differs from that of DEM, new error was induced in 
the procedure of topographical normalization. It is obvious 
that the accuracy of classification of image and DEM can be 
improved by use of the same spatial temporal and spatial 
resolution image and DEM. The DEM help radiation 
correction, on the other hand, the image provide some 
information on earth objects to restore DEM. A new system 
was developed, which can provide high accurate DEM and 
remote sensing image synchronically. A series of research 
were conducted by use the same spatial and temporal 
resolution image and DEM. 

INTRODUCTION 

The system, which integrates differential GPS receiver, INS, 
Scanning Laser Ranger and Infrared Sensor, is loaded on a 
specially developed platform. The optical axis of IS and that of 
SLR are coupled in the same optical axis, so every SLR point 
fit in a pixel of inferred image accurately. The integrated INS 
and GPS system can provide high accurate position and 
attitude parameters of the platform. DEM is generated form 
INS, GPS and SLR data. Because SLR point fit in a pixel of 
inferred image accurately, every DEM data have a 
corresponding image pixel. These points have the same 
function as the GCPs. It is easy to correct the error of images. 
On the other hand, generating DEM need some information of 
earth surface, which can be drawn from images. It is useful to 
restore more accurate DEM and correct some error in DEM 
generated. Obviously, the system has many advantages than 
the old method can, because the error induced by different 
spatial and temporal resolution is got rid of. 

PRINCIPLE OF THE SYSTEM 

G, Pis one point in space and ground respectively. If the 
coordinates    G(Xg,Yg,Zg)  are given,    and the vector 

GP from Gto /'are given, then the coordinates of P 
can be obtained. The parameters of optical center are drawn 
from GPS data, INS provide three angle of the vector: 
sidespin a , angle of pitch CO and angle of yaw K „ SLR 
records the length of the vector: the range S is  G to  P. 

*QPfe.Yi!,Z8) 

Figure 1    Principle of the System 
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Where 6 is the angle between scanning line and vertical line. 

The DEM can be obtained after interpolation and resample. 
All information, such as slope degree and relative height, can 
be calculated. 
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CONCLUSION AND DISCUSSION 

Test Site: Datangshan test site locate at Changping County, 
Beijing^ north edge of North China plain, 
lt6°L8,45*-116o22'30'E , 40ot0'4Q"-40ot2'30''N. 
It cover 25 km. There isa hill which is 120 meter high in test 
site. 

Picture 1 is the original image, picture 2 is the classification 
of the original image. Pieture3 is the result of classification 
after normalization by use of DEM, which has different 
temporal resolution from the original images. Picture 4 is the 
result of classification; by use of same spatial and temporal 
resolution images and DEM. The picture 4 has better 
accuracy of classification than picture2 and picture 3 have. 

There are a lot of research to be conducted: 
• Draw earth information from image to aid restore DEM 

automatically. 
• Develop new algorithm for the data proeess to improve 

the effect of topographical normalization. 
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Abstract - NASA's Mission to Planet Earth Program 
(MTPE) is a long-term research program to examine the 
global effects of human-induced and natural influences on the 
Earth's interacting physical, biological, and chemical 
systems. MTPE's Earth Observing System (EOS) is a 
comprehensive system which consists of a set of Earth- 
observing instruments on spacecraft and in situ to collect the 
data needed for the research, and a data and information system 
to process, store, distribute, and make accessible the acquired 
instrument data. 

While the most significant and visible goal of MTPE is 
increased scientific understanding, education, in its broadest 
form, has become an extremely important part of the 
program, and is embedded in our goals and success criteria. 
One goal of the MTPE program is to "foster the development 
of an informed and environmentally aware public." Within 
this context, contributions by MTPE to the advancement of 
formal education are a major aspect of how the success of the 
program will be measured. 

The MTPE educational programs and resources are designed 
with the following objectives: 1) train next generation of 
scientists to use an interdisciplinary, Earth system science 
approach; 2) continue to educate and train educators as 
research evolves and capabilities change; 3) raise awareness of 
policy makers and citizens to enable prudent policy 
determination regarding global change; 4) improve science and 
math literacy; 5) improve interface between educators and 
scientists; 6) explore mechanisms to leverage the 
development of materials; and 7) educate the populace to be 
better caretakers of Earth for future generations. 

As a response to the above objectives several key national 
educational programs have been identified and implemented. 
These   include:   1)   Teacher   Preparation   Programs;   2) 

Curriculum Support Materials Development; 3) Systemic 
Change - US Global Change Education Workshops; and 4) 
Global Learning and Observations to Benefit the Environment 
(GLOBE). 

INTRODUCTION 

MTPE's formal education efforts have sought to reach the 
education community at all levels, from K-12 to colleges and 
universities. MTPE supported faculy and teacher enhancement 
programs include insevice and preservice teacher initiatives as 
well as college and university faculty and teaching assistant 
enhancement programs. Earth System Science curriculum 
support materials have been developed using the National 
Science Standards as a framework to guide the development of 
lessons and activities. These materials are disseminated via 
NASA's Educators Resoursce Networks, through the Internet 
via NASA's Space Link, through NASA CORE and via, 
inservice and preservice teacher workshops. Systemic change 
initiatives have targeted both undergraduate curricullum 
reform and K-12 reform through state systemic iniatives. At 
the K-12 level, GLOBE has involved thousands of schools 
throughtout the world in the Earth System Science research in 
colloboration with scientists. 

FACULY AND TEACHER ENHANCEMENT 
PROGRAMS 

Teacher enhancement activities are the primary focal point 
of the MTPE strategy. By reaching teachers, as opposed to 
individual students, the multiplier effect occurs. In times of 
increased demands for information and declining budgets, it is 
essential to leverage the impact that teachers and curriculum 

U.S. Government work not protected by 
U.S. copyright. 685 



developers make on the formal education system. Therefore, 
an increased emphasis on "training the trainers" has developed 
within the MTPE Education Program. Pre-service teacher 
training provides an opportunity for Earth system science to 
be introduced as part of a teacher's degree program or 
certification. This increases the opportunity for future teachers 
to incorporate Earth system science into their integrated 
curricula. 

Inservice Teacher Enhancement Through Distance Learning 

The NASA Classroom of the Future at Wheeling Jesuit 
University has nearly completed its first version of the online 
middle school teachers earth systems science course. This 16 
week course engages groups of teachers in online discussions 
concerning the impact of major earth events. Events, such as 
volcanoes or hurricanes are explored in a systems context. 
Teachers conduct individual research, contribute to group 
discussions, and collect, post and share earth systems science 
resources. Most importantly, participants come away with 
increased knowledge concerning the complexity of the earth 
and its processes. An additional benefit comes through the 
sharing and testing of classroom applications. 

The course will be offered online during fall 1997 through 
the University of Idaho. The COTF is also designing an 
online K-4 teachers earth systems science course. The first 
offering of this course will be in January 1998. 

Preservice Teacher and College Faculy Enhancement 

Project NOVA has been created to develop and disseminate 
a national framework for enhancing science, mathematics and 
technology literacy for teachers in the 21st century. The 
Project NOVA consortium, consisting of the University of 
Alabama Fayetteville State University (NC), University of 
Idaho, and James Madison University, is working to produce 
enhanced scientific, math and technology literacy for new 
teachers. This effort will be accomplished through the 
demonstration of an undergraduate science or math course 
framework, examples of successful course models, and a 
mentoring support system for faculty wishing to implement 
new courses or modify existing courses at their universities. 
The framework uses interactive learning and integrates 
science, mathematics and technology as a means of 
developing a new paradigm for educating teachers. Project 
NOVA invites the participation of science, engineering, 
technology, mathematics and education faculty who are 
concerned with how universities prepare new teachers. 

Using the NASA mission, facilities and resources, Project 
NOVA provides faculty with enhanced knowledge and skills 
to implement change in university courses. 

Project Nova will disseminate a national preservice model 
that is based on  national standards and benchmarks  for 

mathematics, science and technology and involves the 
research and development areas of NASA which: 
• encourage collaboration between school of education and 

science/engineering faculties to develop innovative 
approaches to teacher preparation for student learning; 

• through a world wide web server, link all sites together 
and provide a means for facultand students to exchange 
and have access to the model, materials, activities, and 
updated information; 

• utilize interactive technologies in learning; 
• make use of instructional strategies that are not common 

in traditional education courses; 
and 
• be compatible with new teacher certification. 

DISSEMINATION OF CURRUCULUM SUPPORT 
MATERIALS 

Training of Trainors 

In December, 1996 twenty-nine representatives from NASA's 
Educators' Resource Center Network (ERCN) and the NASA 
Aerospace Education Services Program (AESP) attended the 
pilot MTPE Education Products Workshop. The workshop 
was held at Goddard Space Flight Center and provided training 
in the science of MTPE and selected education products. The 
three-day program was intended to provide these educators 
with the resources they needed to each present a minimum of 
three MTPE-related teacher enhancement activities over the 
coming year. 

A range of MTPE education activities are blossoming 
across the country, as a direct result of this small, but very 
significant group. These activities include presentations at 
national and regional conferences, teacher workshops at ERCs 
and Regional ERCs, and graduate education courses. There are 
many creative approaches, such as team presentations, 
presenations to state and regional Science and Mathematics 
Education conferences, workshops with presercice teachers, 
and activities under development. 

SYSTEMIC CHANGE INIATIVES 

To raise the awareness of Earth system science on a broad 
scale, simultaneous efforts from the bottom up and from the 
top down are needed. Formal education is driven by a 
systemthat varies, depending on state, locality, and 
institutional setting. Therefore, a series of parallel activities 
must take place to work within the existing university and 
precollege systems to influence degree plans and curriculum 
standards. 

Undergraduate Systemic Change 
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Since 1991, the ESSE program has worked to help 
establish a national academic underpinning for earth system 
science and global change education. The program recognizes 
that for the interdisciplinary approach to earth science to 
succeed, mechanisms are yet needed that stimulate scientific 
collaboration among scientists, and departments within 
universities, among universities, and between university and 
government science communities. The ESSE program offers 
financial incentives to universities that are willing to 
participate cooperatively with other universities and NASA in 
undergraduate curriculum development activities. As a 
requirement for their participation, each ESSE school 
develops and offers an interdisciplinary survey and senior level 
course in earth system science based upon their in-house 
capabilities, but drawing upon the collective experience of 
other participants. 

Twenty-two universities were selected in 1991 to 
participate in the original ESSE program. By 1994, nearly 
4000 students/year were enrolled in ESSE courses, with over 
100 faculty and teaching assistants directly involved. In 1995 
twenty-two new colleges and universities were selected to 
participate in the program through the year 2000. The second 
group of ESSE schools includes a broader array of 
institutions in terms of size and emphasis on teaching versus 
research. The primary initiative of the second phase of the 
ESSE program is to promote the cooperative development of 
flexible education modules and resources for use in earth 
system science courses. These materials would be designed for 
electronic delivery among ESSE participants and to a broad 
community of educators via the internet. 

K-12 Systemic Change 

U.S. Global Change Education State Teams, representing all 
50 United States, are forming strategies to infuse global 
change science and issues into state curricula. Twenty-five of 
the teams have also been funded by the National Aeronautics 
and Space Administration (nineteen projects) and the 
Environmental Protection Agency (six projects) to develop 
teacher workshops, training materials, and other resources- all 
focusing on global environmental change topics. 

Teachers, curriculum specialists, informal educators, and 
scientists all play an active role in these teams, which are a 
major component of the US Global change Research 
Program's (USGCRP) education initiative. 

STUDENT ENRICHMENT ACTIVITIES 

Global  Learning  Through   Observations   to   Benefit   the 
Environment (GLOBE) 

The GLOBE program is a hands-on international 
environmental science and education program. GLOBE links 
students, teachers, and the scientific research community in an 

effort to learn more about the environment through student 
data collection and observation. GLOBE fosters the creation 
of a worldwide research team comprised of students and 
teachers in collaboration with scientists for the purpose of 
generation knowledge of the Earth as an interconnected 
system. Students from ages five through eighteen years in 
3000 schools in 51 countries throughout the world conduct a 
continuing program of scientifically meaningful 
environmental measurements. The measurement protocols 
were designed by teams of scientists and educators to be 
appropriate for primary and secondary students and to generate 
accurate and reliable measurements for use by the 
international science community. GLOBE students transmit 
their data to a central data processing facility via the Internet, 
receive vivid images composed of their data, and data from 
other GLOBE schools worldwide, acquire information from a 
variety of sources, and collaborate with scientists and other 
GLOBE students and communities worldwide in using these 
data for education and research. 

FUTURE INITIATIVES: TARGETING AREAS OF NEED 

Last fall (1996) NASA's Mission to Planet Earth (MTPE) 
Program announced its first National Research Announcement 
specifically focused on education, NRA-96-MTPE-07, 
"Opportunities to Participate in NASA's Mission to Planet 
Earth Education Program." This announcement, developed in 
conjunction with the NASA Education Division, sought to 
round out and strengthen the MTPE Education Program by 
soliciting unique and innovative proposals from a broad range 
of education and research professionals to address two specific 
areas. Those two areas were Earth system science education 
for the pre-service teaching community and support of 
undergraduate student research opportunities in Earth system 
science. 

A total of sixty-one proposals, from over fifty different 
institutions, were received in response to this NRA. Using a 
peer review process which included both science and education 
professionals, eighteen proposals were selected for funding at 
a level of nearly $700 thousand per year for the next three 
years. This group includes twelve pre-service teaching 
proposals and six undergraduate student support proposals. 
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Abstract - Given the concerns that humankind is impacting 
the earth's physical climate system, a broader concept of the 
earth as a system is emerging. Within this concept, 
knowledge from the traditional earth science disciplines of 
geology, meteorology and oceanography along with biology 
is being gleaned and integrated to form a physical basis for 
Earth System Science. The broader concept of Earth System 
Science has also come to include societal dimensions and the 
recognition that humanity plays an ever increasing role in 
global change. 

The Earth System Science concept fosters synthesis and the 
development of a holistic model in which disciplinary process 
and action lead to synergistic interdisciplinary relevance. 
However, the development both conceptually and physically 
of the earth system model and its quantitative assessment in 
the classroom and laboratory is a continuing, formative 
processes which requires nurturing and commitment to 
eclectic learning beyond one's discipline. The intersection of 
disciplinary specialties often provides the most fertile and 
interesting fields for study, but is easily sidetracked by 
traditional disciplinary interests and limited understanding. 

In its purest sense there should be no conflict between a 
discipline's interests with emphasis on specifics and depth and 
the demands for the interdisciplinary focus for Earth System 
Science and Global Change. Addressing the scientific issues 
of Earth System Science demands both breadth across 
disciplines and depth within disciplines to meet the future 
extremely difficult challenges of Agenda 21. In the 
emergence of Earth System Science as an effort to address 
Agenda 21 challenges, there is also an overriding need to 
embrace the interests of a broader range of disciplines than 
those which traditionally have represented earth science. 

For the past six years the Cooperative University-based 
Earth System Science Education Program (ESSE) has been 
developing undergraduate Earth System Science courses, 
curricula and degree programs at forty-four colleges and 
universities throughout the country. The experience from 
these efforts has helped to create content and the means by 
which Earth System Science is being offered successfully at 
the college and university level. Earth System Science 
courses offer unusual opportunities to incorporate 
fundamental understanding with a broad appreciation of 
systems concepts and observational dimensions. In this paper 
trans-disciplinary concepts and applications to the Earth 
System are examined, and a strategy to build a repository of 
educational resources which bridge across disciplines is 
examined. 

THE CHALLENGE OF AGENDA 21 

Agenda 21 represents an international consensus on actions 
necessary to move the world towards the goal of truly 
sustainable development. It is an agenda for the 21st Century, 
as adopted by the United Nations Conference on Environment 
and Development (UNCED) at the "Earth Summit" meeting 
in June 1992 in Rio de Janeiro, Brazil. Agenda 21 takes a 
holistic approach to sustainable development and recognizes 
the interrelationships between people, the environment, and 
the economy [1]. 

There is a critical need for creating an orderly, 
comprehensive, interdisciplinary Earth System Science and 
Global Change curriculum in order to develop and evolve the 
underlying science and knowledge that forms the foundation 
for understanding and policy discussion by the government, 
economic, industrial, agricultural, regulatory and other 
societal interests as referenced in Agenda 21. The current 
state of insight into global sustainability within our society 
is minimal with respect to factual information and its 
interpretation. The aim must be to develop understanding of 
the interplay among the relevant societal endeavors of Global 
Change in relation to the Earth System and global 
sustainability. 

As an abstract entity, the multi-dimensional nature of the 
knowledge space of the Earth System Science and Global 
Change setting remains to be determined. Clearly, the 
geosciences and other relevant disciplines have explored the 
subspace of their individual interests. However, the 
subspaces embodied within the larger setting that form the 
intersection among the disciplines are the fertile ones which 
need to be traversed and studied extensively. The only means 
of traversing these interesting intersecting subspaces is for 
disciplinary scientists to lock arms and through exchange of 
past, current and future information and creative insight 
develop all the dimensions of the knowledge space needed for 
Earth System Science and Global Change. The necessary 
talent that spans the range of disciplines and interests needed 
for this effort does not reside within any single government 
agency, university, small group of universities or regional 
activity. The development of an ordered and comprehensive 
Earth System Science and Global Change curriculum over the 
coming decade can only be accomplished through broadly 
based collaboration. 

The objectives of this paper are twofold: One is to 
summarize certain underlying tensions that exist in 
developing the larger dimensions of Earth System Science 
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within universities and between disciplines; the other is to 
describe an approach to creating a repository of education 
resources in Earth System Science which avoids disciplinary 
barriers by focusing on topics which bridge across disciplines 
and utilizes data bases and information from NASA's Mission 
to Planet Earth. The overall strategy of the ESSE Program, 
in effect, creates the Senate of the Interested in Earth System 
Science and Global Change education by engaging 
participants from the larger university setting who actively 
commit their time and energy in classroom instruction and 
shared curriculum development. A decade of effort or more 
will be needed before the integration of specific disciplinary 
interests into a comprehensive Earth System Science 
discipline relating to Global Change emerges. While many 
faculty are interested, the actual percentage of faculty who are 
committed to the pursuit of Earth System Science education 
is still relatively small. 

EARTH SYSTEM SCIENCE EMERGES 

A major effort of NASA's Office of Mission to Planet 
Earth (MTPE) is to provide for a global observational 
capability and to ensure that the data collected bear on the 
scientific and societal challenges that attend Earth System 
Science and Global Change. The acquisition of a global 
database for the Earth System is a massive undertaking in 
itself. The interpretation and utilization of global datasets are 
equally demanding. Data are meaningful and useful insofar as 
information is gained concerning structure and/or process 
within the Earth System. A key determining factor as to 
whether data provides information is an underlying framework 
or model - physical, biological, economic, statistical, etc. 
The model may be a simple understanding of cause and effect 
from experience or it may be based on the governing 
equations of physics where cause and effect stem from first 
principles. Apart from whether there is information in data, 
the framework or model to describe a system state and process 
which evolves is essential. Not only is it important for 
advancing scientific understanding and reducing uncertainty, 
but it is equally important for meaningfully informing 
society. 

To realize the potential benefits from NASA's effort 
requires an informed society that understands and appreciates 
the interdependency of the Earth's physical climate system 
with all of life. Clearly classroom education within the 
nation's colleges and universities is an important dimension 
leading to an informed society concerning the Earth System. 
To achieve the larger need of developing a knowledge base for 
Earth System Science, an infrastructure within education is 
required that fosters collaboration and integrates relevant 
knowledge and resources currently residing within many 
different disciplines. The NASA/USRA Cooperative 
University-based Program in Earth System Science Education 
provides an infrastructure which brings together scientific 
talent and interests of various disciplines in the classroom, 
the laboratory and the workplace and ensures integration of 
knowledge in the classroom from both disciplinary and 
interdisciplinary research efforts [2, 3]. Key resources are 
emerging through collaborative efforts involving broadband 

communications, Internet, computer networking and 
electronic libraries with archives for large earth science and 
other data bases. 

The point of departure of the ESSE Program for the 
development of educational resources in Earth Systems 
Science was the NASA document "Earth System Science: A 
Closer View" [4]. In this document the "Bretherton 
Diagram", as it has come to be known, provided a structure 
which emphasized the physical climate system and 
biogeochemical cycles. Within these two broad areas, the 
emphasis was on physical, dynamical and chemical 
interactions within the state of the system, as represented by 
the atmosphere, the hydrosphere and the lithosphere. The 
emergence of the human dimension of global environmental 
change expanded greatly the breadth needed in offering Earth 
System Science and Global Change Science within 
universities. Here, the following definition of Global Change 
has proven to be useful for two reasons. 

Global Change is concerned with the nature and 
consequences of anthropogenic perturbations in the 
interacting physical, chemical and biological and 
social systems that regulate the environment 
supporting human life and influence the quality of 
that life on planet Earth [5]. 

One, although this definition broadens the scope of 
interests, the thrust is bounded in the sense that the emphasis 
is on anthropogenic perturbations involving interacting 
physical, chemical, biological and social systems that 
regulate the environment. Two, there is a mandate that the 
knowledge required to address Earth System Science and 
Global Change is broader than that which is gained from any 
one discipline or for that matter group of disciplines such as 
that represented by the geosciences; meteorology, 
oceanography, geology, hydrology, glaciology etc. Still the 
knowledge residing in the geoscience disciplines is central to 
emergence of Earth System Science as a holistic discipline. 
At the moment, there is considerable tension within and 
among disciplines within the university system as to how to 
incorporate Earth System Science and Global Change in 
course offerings and degree programs, even within the 
geoscience disciplines. 

To a certain degree the tension is useful, since it brings 
about change. Inherent university traditions and practices still 
for the most part fail to emphasize interdisciplinary efforts in 
education directed towards Earth System Science and Global 
Change. This problem stems from the emphasis given to 
competitive strengths of disciplines, as opposed to the 
emphasis needed for collaborative interests across disciplines. 

There is a danger, however, of the Earth System Science 
concept becoming diluted by generalities without gaining 
meaningful insight into the fundamental physical processes 
which    govern    the    system. Historical,    descriptive 
observations are critical aspects in understanding the physical 
basis for the Earth system, and have contributed enormously 
with such basic concepts as the heliocentric solar system and 
plate tectonics. However, physics, mathematics and chemistry 
are still the fundamental disciplines upon which quantitative 
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analysis and process must be based. Fundamentals from these 
disciplines provide the necessary foundation for theory, 
modeling and applications in the geoscience disciplines and 
for understanding the physical, chemical and biological core 
of land, ocean, atmosphere and life processes which constitute 
the Earth System. A combination of fundamental and applied 
interdisciplinary knowledge provides fruitful avenues to 
explore the interface of the known and the unknown and thus 
understand the system as a whole. 

A MODULE APPROACH 
TO EARTH SYSTEM SCIENCE AND LEARNING 

Based on experiences among the ESSE participants over 
several years, it is apparent that the definitions of Earth 
System Science and Global Change are evolving and will 
continue to evolve, since the needs, perspectives and 
expectations of those who desire to integrate such topics and 
themes in their courses are extremely diverse. Thus, it is 
unrealistic to attempt to impose a single view of an 
organization and content for Earth System Science that would 
serve the needs of faculty whose perspectives could range 
anywhere from environmental economics to physical 
oceanography. Global change, especially, is not as much a 
fixed set of ideas that define a single curriculum, as it is a 
perspective. 

In August, 1996, ESSE participants initiated a formal 
collaborative effort to create Earth System Science educational 
modules for utilization by ESSE participants, faculty, 
teaching assistants and students with the primary users of the 
ESSE modules being university and college faculty 
developing Earth System Science and Global Change courses. 
Fourteen teams of 3 - 5 ESSE faculty and teaching assistants 
are now creating flexible educational materials to be accessed 
electronically [6]. Module topics include: 

Observing Systems and Remote Sensing 
The Biosphere 
Atmospheric Ozone 
Economics, Sustainability and Nat Resources 
The Antarctic 
Earth Energy Budget 
El Nino - Southern Oscillation 
Hydrological Cycle 
Earth System History 
Biogeochemical Cycles 
Human Population - Environment Interactions 
Health and Climate Change 
Soil Processes, Land Use, Land Cover Change 
System Concepts and the Earth System 

These materials are to be specifically designed for 
eventual electronic delivery through the ESSE sever [7]. In 
previous years, various strategies for organizing ESSE 
educational resource materials had been discussed, including 
the familiar disciplinary components of the geosphere, 
atmosphere, hydrosphere, biosphere and anthroposphere. 
However, the development around interdisciplinary topics was 
considered by ESSE participants to be the means of ensuring 
an interdisciplinary perspective. Other ways for conceptually 

organizing topics and content among and within modules 
may become apparent with time and experience. However, 
an advantage of computer-based and linked materials is that 
alternative conceptual frameworks are easily accommodated 
through customized indexing even after materials are created. 

At the moment, modules are best viewed as organized 
collections of "useful" instructional resources organized 
around fourteen interdisciplinary topics. The number of 
module topics is expandable, as is the content within each. 
Structurally, each module is divided into a number of key 
issues or sub-topics as a second level of organization (Fig. 
1). A module sub-topic is populated with resources or 
instructional materials designed to impart specific concepts or 
skills. A resource can be anything that has proven to be 
useful based on experience in undergraduate instruction, and 
can be applied directly in the classroom by others. Resources 
are written background materials, bibliographies, annotated 
images, lab or model exercises, demonstrations, activities 
broadly defined and documented, etc. A resource could be 
something newly developed in response to need, or could be 
existing materials from among ESSE or collaborating 
schools. A resource could be the modification, adaptation, 
compilation or presentation in a unique and particularly 
useful way of currently available materials, concepts or data, 
but would not duplicate materials already easily available 
from non-ESSE sources. ESSE modules would acknowledge 
and point to existing materials on the internet or elsewhere. 

While each ESSE team has flexibility in their development 
of focus, approach and content, each module is expected to 
share certain attributes. Each module will contain resource 
materials that are developed, presentable and adaptable to 
undergraduate students at various levels of intellectual 
readiness, survey to senior. Module content will be 
scientifically accurate. Either the module or subtopics will 
be readily applicable in the classroom or lab and will include 
substantive components of the human and social dimensions 
of global change wherever possible. Materials will be 
suitably formatted for electronic delivery, and be innovative 
in their use of internet-based resources and computer-based 
tools, applications, and models. No specific size limits are 
placed on any resource except those dictated by reason and 
time constraints. The overarching criteria for a resource to be 
included in an ESSE module (directly or indirectly through 
web links) are content applicability and educational utility. 
Being central to NASA's mission in Earth System Science, 
Remote Sensing, Systems Concepts, and Understanding 
Models will be common threads that run through all 
modules. All ESSE resources will be considered in the public 
domain. 

Efforts are being made to ensure professional input on 
pedagogical considerations and assessments for the program. 
Education specialists within ESSE, as well as outside 
collaborators, are available to advise the program and teams in 
these areas. With many approaches facilitating effective 
learning, there is a need for flexibility. No single pedagogical 
approach is being promoted or considered. However, each 
team is to consider effective and cohesive pedagogical 
approaches. An  ESSE   shell  or template  surrounding  all 
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modules and resources will offer a common user interface that 
provides entry documentation explaining the context, 
purpose and use of the material, and will include lists of key 
concepts and questions in the spirit of inquiry-based learning. 

SUMMARY 

In recognition of the diversity of interests and expertise 
concerning Earth System Science that reside within 
universities and research organizations and the need to develop 
breadth and depth that reside within disciplines, a strategy 
adopted within the ESSE program for the development of 
classroom educational resources is to create electronic 
modules based upon topics that are of central importance to 
Earth System Science. The emphasis on topics of 
importance avoids the compartmentalization of teaching Earth 
System Science by "subdisciplines", since in all cases the 
topics focus on critical issues that bridge across the 
geosciences and other relevant disciplines. There is emphasis 
on evolving course content as the underlying knowledge base 
develops through acquisition, analysis and interpretation of 
global data. This ensures the development of holistic 
perspectives of Earth System and Global Change Science and 
introduces students to the underlying important issues and 
challenges of Agenda 21. 
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On-line courses consisting of communities of learners 
are experiencing increasing use and credibility. This paper 
outlines the design, development and implementation of a 
middle school teachers' earth systems science graduate 
course. This 16-week course was developed at the Center 
for Educational Technologies, Wheeling Jesuit University, 
under the sponsorship of the National Aeronautics and 
Space Administration's Mission to Planet Earth. The 
themes of earth system science content and collaborative, 
inquiry-based science education prevailed within an 
electronic environment where teacher participants took 
responsibility for their learning within a structure of clear 
expectations. 

The course was delivered through the World Wide Web 
(WWW) and featured collaborative exercises and threaded 
discussion. This on-line asynchronous environment was 
chosen to accommodate teachers in remote locations and 
those whose schedules did not provide for on-campus 
attendance. Participants were chosen for the course based 
on access to the WWW and their stated interest in helping 
refine the course for future iterations. The course also 
addressed the US National Research Council's standard for 
using inquiry-based approaches in science teaching. This 
was accomplished by modeling a collaborative, student- 
centered environment in which teachers relied on each other 
to develop knowledge. 

A primary concern during course design was to create an 
on-line learning environment where interdependence among 
participants provided the necessary glue for a successful 
community of learners. Davis's [1] recipe for building a 
self-sustaining community included shared goals, 
challenges that cause relationships to form through 
exchanges of ideas, regular reflection for developing shared 
understanding, and an infrastructure or set of places that 

defined the way for the virtual community to form and 
interact. One means of following this recipe is to have 
participants focus on independent information collection, 
then enter "virtual space" to test ideas and ask questions of 
each other and the mentors. Rogers and Laws [2] addressed 
the challenge of building a community through extensive 
on-line discussions and providing opportunities for 
cooperative learning to support participation. 

Cooperative learning is a successful teaching strategy in 
which small teams use a variety of learning activities to 
improve their understanding of a subject. Each team 
member is responsible not only for learning but also for 
helping others. This paradigm rejects the idea of 
competition in the classroom and promotes teamwork 
among learners by defining a variety of roles and by setting 
shared goals. It is important for each team member to take 
responsibility for the progress of the whole group - 
sharing ideas, materials and resources - and sharing equally 
in the rewards of a successfully completed assignment [3]. 
A variant of cooperative learning is the jigsaw method in 
which participants are sent to new teams where each 
individual becomes an "expert" in a certain area. These 
experts then return to their original teams where 
information is shared with other team members in creating 
a product, in this case, an earth systems diagram [4, 5]. 

DEVELOPMENT TEAM AND PARTICIPANTS 

The development team included instructional designers, 
earth systems scientists, a graphic designer, and a web 
master. The inclusion of an expert in on-line collaborative 
environments and the web master proved to be crucial in 
the design and implementation. Two sections of 
participants (teachers) enrolled in the course (N=44).  Each 
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section had two mentors, a master teacher and an earth 
systems scientist. The mentors guided discussions by 
interjecting when necessary, responding to weekly 
discussions, and replying to students' journal entries. 

Participants came from across the United States and had 
diverse backgrounds in earth systems science and on-line 
experience. All except two were practicing teachers; of the 
two, one is returning to the classroom; the other is a 
curriculum specialist. 

IMPLEMENTATION 

The on-line environment was seen as a place for 
collaboration and knowledge building, not as a repository 
for earth systems content. With this view in mind, 
participants were mailed necessary background reading 
materials, CD-ROMS, and other supporting materials. 
The on-line site was limited to week by week instructions, 
information about grading, how to thrive in on-line 
communities, and the discussion area itself. 

Design of the first three weeks allowed participants to 
become acclimated before plunging fully into collaborative 
activities. During this time most discussion occurred in 
"Course Space" (Figure 1). Starting slowly had several 
advantages. It allowed non-technical users to learn about 
cyberspace and for everyone to become accustomed to the 
site. During weeks two and three participants learned about 
the others assigned to their teams, and they were introduced 
to earth systems science. 

During week two, the 1988 Yellowstone National Park 
fires were used as an event that impacted upon earth's 
interacting and interdependent spheres (i.e., atmosphere, 
biosphere, hydrosphere, and lithosphere.) Using a graphic 
depiction, participating teachers were presented with a 
tutorial on how to examine positive and negative feedback 
loops and dynamic equilibrium. During week three 
participants worked within their teams in designing a new 
earth systems diagram. The meteorite impact on the 
Yucatan Peninsula was used as the earth event for this 
diagram. Participants also reflected on their progress in 
content knowledge and posed questions in the "Journal 
Space." This was a weekly requirement and served as a 
space in which one-on-one discussions could be made with 
the course mentors. 

Week four signaled the start of what would be four, 
three-week series, during which time deforestation, 
volcanoes, sea ice change, and hurricanes provided the 
events for group discussion and earth system diagram 
construction. This paper elaborates on the first, three- 
week series. To begin the deforestation discussion, each 
section of approximately 20 participants was broken into 
new "Sphere Space" teams. This meant, for example, that 
in   a   group   of   four,    one    person   went   to   the 

aft Library of Ideas 
^^ ami Resources 

Gouffse\$)ace 

las s room 
applications 

Space 

Resource Space 

Fig. 1, Collaboration Space 

atmosphere sphere group discussion, one to the biosphere 
group discussion, and so on. The objective of the sphere 
group discussion was for each member to become as 
knowledgeable as possible about deforestation's impact on 
his or her sphere. At the end of the week, each participant 
had collected and discussed information concerning his or 
her sphere and then returned to the cooperative team to help 
with the construction of the earth systems diagram. 

During week five the original cooperative teams reformed 
and work began on the earth systems diagram. This work 
was completed in "Event Space" (see Figure 1). Each 
member was counted on for knowledge developed during 
the previous week's sphere group discussion. Mentors 
watched the discussion, intervening only to ask thought- 
provoking questions or respond to requests. Week six 
provided teacher participants opportunities to think about 
and share classroom activities they would use with their 
middle school students. This information was recorded in 
"Classrooms Applications Space." 

REQUIREMENTS AND EVALUATION 

Course developers provided participants rubrics as guides 
for course expectations and grading purposes. Participants 
were graded on their contributions to Sphere Space, Event 
Space, and Classroom Activities. Points were also awarded 
for journal entries and for the final project. For the final, 
participants could develop an earth systems diagram based 
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on theories about geoengineering, or they could submit an 
article to Science Activities magazine. 

RECOMMENDATIONS 

Who succeeded in this course? Based on the low drop 
out rate (5 of 44), and the end-of-course surveys from 
participants, most succeeded. One participant noted in an 
email that she hoped the course would never end. Some 
individuals dominated discussion and some shied away, 
remaining aloof and laconic, much like face-to-face 
discussions would be. Rogers and Laws [6] suggest that 
students who succeed in asynchronous, distance learning 
courses tend to be more self-disciplined learners. McClure 
[7], in discussing development of the WELL, said 
developers thought the best participants would be 
intelligent people with diverse backgrounds and who were 
sufficiently outgoing and extroverted. The jigsaw design 
with well-defined spaces for public, private, large and small 
group activities was designed to mitigate against an 
"extroverts only" environment. 

The course was extremely rigorous and time-consuming 
for teacher and mentors alike. It was designed to be this 
way, yet many teachers had not anticipated the heavy 
workload. Five quit. Two or three were talked into 
continuing through intervention by mentors or course 
developers. This is similar to the negotiations likely to 
ensue in on-campus, face-to face courses. 

Having a master teacher and an earth system scientist 
was a luxury that not many universities could afford. If 
this becomes too problematic, course developers could elect 
to spread the scientist's workload over multiple sections. 
A frequently asked questions (FAQ) area could also be 
developed to tap their content expertise. 

Even with two mentors per approximately 20 students, 
the mentors' workload was huge. Developers would do 
well to keep the number of students in these classes at no 
more than 24. Based on what was observed in this course, 
raising the number of students is likely to detract from 
students' learning. 

Developers envisioned all course coordination, 
communications, and discussions happening in 
asynchronous, virtual space. This proved to be overly 
optimistic; many phone calls and emails were used to 
provide scaffolding and support. One team of teachers 
formed their own synchronous, online chat sessions in 
order to facilitate timely construction of their earth system 
diagram. It is likely that in order to overcome the gap 
created in distance education, multiple means are not only 
likely, but necessary. 

The groupware used for this course did not allow the 
participants to display graphics, pictures, or images, unless 
the web master assisted. The cooperative team mentioned 

above put their systems diagram on their own web site. 
The web master's role was essential. The groupware 

used for the course needed a great deal of tweaking early in 
the course and he was called upon time after time to address 
users' technical problems. Many of these problems 
resulted from incompatibilities between browsers, versions 
of the browsers, and differences in users' platforms 
(Macintosh or Windows). 

Giving teachers weekly tasks and deadlines paid off, 
especially in this asynchronous environment. The best 
weekly time frame was Monday morning through Sunday 
night; teachers liked to have the whole weekend to 
complete assignments. 

SUMMARY 

An overriding objective in the development of this on-line 
course was to create "reasons" for individuals to engage in 
the material. The population consisted of very busy 
classroom teachers. Course developers purposely designed 
the structure to be student-centered so that participants 
relied on each other for input. As discussed above, this 
was accomplished through the jigsaw strategies that made 
participants depend on each other for essential information 
in creating the earth systems diagrams. There is always 
room for improvement and fine tuning, but developers have 
been pleased with the implementation of this course. After 
minor tuning, it will soon be offered again and will provide 
a model for development of other on-line courses. 
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INTRODUCTION AND CONTEXT 

Earth system science (ESS) is a holistic study of the 
Earth. ESS marshals the resources a variety of scientific and 
technical fields to explore interactions among the Earth's 
component subsystems in order to understand the Earth as a 
system, to explain Earth dynamics and Earth evolution, and 
to address the problem of the effects of human actions on 
global change. We have begun to understand that because the 
Earth is a system, our local actions have global effects, that 
human society has the power to change the world, for better 
or worse. It is of great importance, both for the sake of the 
Earth and for the sake of our own future, to understand the 
Earth for what it is: a complex system of interlaced and 
interacting subsystems. 

In order to investigate the Earth system, teachers and 
students need access to expertise in a broad variety of 
disciplines: chemistry, physics, computer science, biology, 
mathematics, statistics, and political science. A variety of 
relatively new skills are also required: networked computing, 
tools and techniques for retrieving, visualizing, and analyzing 
remote sensing data, and building dynamic systems models. 
The question of systems modeling became a central issue in 
curriculum development efforts of the Earth System Science 
Community (ESSC), a three-year project supported by 
NASA's Information Infrastructure Technology and 
Applications and High Performance Computing and 
Communication programs. 

The thrust of the curriculum development effort was to 
enable students and teachers to conduct investigations in 
global change topics using remote sensing data gathered by 
NASA and other science agencies. The curriculum was 
project-based [1], with the intention of producing an 
authentic and living sense of understanding and participation 
in science research [2], [3]. Students and teachers were to 
collaborate on-line with their peers in other schools, and 
with scientists/mentors in universities and government 
science agencies. In this effort students and teachers become 
researchers and learn to design and carry out a research 
strategy, involving the proposal and articulation of a 
hypothesis, the building of a system model, and the search, 
retrieval, manipulation, visualization and analysis of 
appropriate data. Students conclude their research by testing 
their hypothesis with available data, using visualization 
software, and information available in print and on-line. 
Finally, students communicate the results of their research 
by publishing their reports, data, data products, and systems 
models. To date, over sixty reports have been published on 
the project website (http://www.circles.org/). 

The curriculum content and pedagogy was designed and 
implemented during the 1993-94 pilot phase in adherence to 

the science strategy of NASA's Mission to Planet Earth, and 
to the (U.S.) National Research Council's (NRC) National 
Science Education Standards which were in draft form at the 
time [4]. 

THE ESSC PROJECT IN RETROSPECT 

The original purpose of the Earth System Science 
Community was to build an investigation-oriented Earth 
system science curriculum in which high school and 
university students could conduct research projects on global 
change issues using Earth observation data and information 
over the Internet. Three integrated components were 
proposed: 1) an Earth system science curriculum, 2) an 
information system over the Internet to support the 
curriculum and access to remote sensing data, and 3) a pilot 
community of educators, students and scientists who would 
help define requirements for improving the curriculum and 
information system. 

While the first two goals were achieved with a significant 
degree of success, it has become clear that the requirements 
of a successful on-line community were underestimated. In 
this respect, the main lesson learned was that, with proper 
encouragement and cultivation, communities can grow 
organically from a pre-existing nutritive substrate. The 
"substrate" here refers to long-term institutional commitment 
to supporting innovative (i.e., non-traditional) courses and 
teachers. A paradigm case of such commitment is represented 
in the (U.S.) National Science Foundation's "systemic 
initiatives" for science education reform. But in the absence 
of such a substrate, the simple influx of temporary dollars 
for teacher training and partial release time is an insufficient 
and ineffectual way to build on-line communities. 

SYSTEM MODELING AND STUDENT LEARNING 

A. Introduction 
The two most difficult aspects of teaching ESS are the 

visualization, analysis, and interpretation of data, on the one 
hand, and the use and construction of system models on the 
other. The problem of data visualization, in the ESSC 
context, is the topic of another paper in this volume ("Issues 
of WWW-Based Data Visualization for the Earth System 
Science Classroom"). 

Systems thinking is "the art and science of making 
reasonable inferences about behavior by developing an 
increasingly deep understanding of underlying structure." [5] 
To add a more technical dimension to this definition, we may 
define system dynamics as "a method for studying the world 
around us. It deals with understanding how complex systems 
change over time.  Internal  feedback loops  within   the 
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structure of the system influence the entire system behavior." 
[6] 

It is important to point out that in the ESSC visual 
models were used, rather than models that describe the 
phenomena mathematically in symbolic language. While 
both types of models may produce their result as 
visualizations, the former embeds the mathematical relations 
within an object-oriented environment that displays objects 
and object-interactions in a manner that is more like the kind 
of diagram students and scientist are apt to draw or think of 
when discussing systems. The benefits of using modeling 
and visual simulation in science education are manifold, and 
to a large extent mirror the benefits of this technique in 
science research: namely, these tools enhance the ability to 
observe, think about, experiment with, and discover patterns 
and relations that are inaccessible because of spatio-temporal 
scale (nanotech or planetary-scale), or inhospitable 
environments (the Earth's interior). 

B. The Form and Content of Systems Thinking 
Earth system science represents a significant departure 

from classical science and science education. Not only does 
Earth system science require an interdisciplinary and holistic 
approach, it also requires a new focus on the interrelation of 
Earth processes. The integrity of the Earth as a system 
consists of the interrelatedness of its component subsystems: 
hydrosphere, atmosphere, biosphere, lithosphere and 
cryosphere. To understand the Earth as a system one must 
understand not only the fundamentals about each component 
subsystem, but also the processes that interconnect them. 
The Earth is not a static system; without the understanding 
of process we would miss the underlying causes of both 
natural and anthropogenic global environmental change. In 
short, Earth system science without system modeling is 
impossible. 

The best way for students to gain a working knowledge 
of such complex interrelations is to build and interact with 
Earth system models. For example, after learning about the 
Earth energy budget and then playing with an Earth energy 
model, and altering the cloud amount, and other values, the 
student's mind resonates with an intellectual satisfaction that 
results from this correspondence of form and content - 
simultaneously learning about the system model and the 
modeled system. 

The use of modeling software to instruct students about 
the Earth system is consistent with the "constructivist" 
theory of learning, and with the inquiry- and discovery-based 
mode of learning advocated by the NRC [7]. The NRC 
makes explicit reference to studying the Earth as a system 
[8], and to the use of models in secondary school science 
education [9]. 

C. The Construction of Knowledge 
Aside from the fact that the form and content of learning 

are well-matched, as they are in the case of system modeling 
and ESS, what is chief cognitive benefit of using modeling 
in education? To paraphrase the great 18th century German 
epistemologist, Immanuel Kant, "models without data are 

empty, and data without models are blind." In Kant's theory 
of knowledge [10], "categories of understanding" (i.e., 
causality, composition, etc., which collectively lay the 
foundation for the "laws of nature") provide conceptual 
connectivity to the "forms of perception" (i.e., the ordering 
principles of space and time, which apply to all objects and 
events). Scientific consciousness, according to Kant, is 
constructed by one's appropriate use of the categories of 
understanding in association with the forms of perception. In 
his philosophy, Kant demonstrated that all knowledge ~ 
indeed, all experience— is an active, on-going construction. 
In this respect the contemporary constructivist theory of 
learning [11] finds its ancestry in Kant's philosophy. 

In the context of our discussion of Earth system science, 
the forms of perception are analogous to the archives of data 
of the Earth's systems -blind data without meaning or 
connection- while the categories of understanding are 
embodied in our system models -which, without data, are 
conceptual structures devoid of significance. In their use of 
system models and data archives students begin to germinate 
scientific consciousness. In their effort to define and 
understand the limitations and omissions in their models, and 
to refine these in the face of research, data and criticism, they 
begin to attain scientific self-consciousness. 

Kant's immediate successor in the German philosophical 
tradition, Georg Hegel, rendered the static scheme of his 
predecessor dynamic. Hegel elaborated the developmental 
emergence of scientific consciousness and self-consciousness 
as stages in the development of mind [12]. In his theory of 
knowledge the categories of understanding are not given, as 
in Kant's scheme: the categories are themselves constructed. 
For Hegel, consciousness emerges from one stage to the next 
by realizing and outgrowing the limitations of the previous 
stage, and constructing the framework of the next stage 
around the content of the new discovery. What this means in 
the context of the Earth system science classroom is that 
when students construct their own models they learn 
something about their own process of learning. 

In directing high school students' research projects over 
the course of the year, I have seen this process embodied 
repeatedly at each phase of their research. However, nowhere 
is the development of consciousness and self-consciousness 
more clearly facilitated or more readily observable than in 
student's use of models and modeling software. "Models, and 
the arguments that students use to explain them, provide nice 
windows to the evolution of student thinking" [13]. The 
struggle to make systems models is the struggle to think 
about the whole and the dynamic relations among its parts. 
This messy and painful process is the first step in attaining a 
broad understanding of science as a living force that grows 
when scientists discover nature's data and find their own 
errors. 

SYSTEMS THINKING AND SYSTEMS MODELING 
EXAMPLES IN EDUCATION 

While some good examples of it exist in the 
undergraduate  context,   systems   modeling   is   generally 
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reserved for graduate and post-graduate research, where it is an 
essential component of many science disciplines. Earth 
system science is not possible without modeling. University 
Space Research Association's cooperative program in Earth 
System Science Education (ESSE) has been actively 
promoting the use of modeling in college ESS courses for 
the past six years, and has begun to create a library of system 
models (http://www.usra.edu/esse/learnmod.html). 

Examples of systems thinking and systems modeling in 
the pre-college context can be found in a number of places: 
1) The Massachusetts Institute of Technology's System 
Dynamics in Education Project, whose Road Maps project is 
a study guide with examples [14]; 2) Bolt, Baranek, and 
Newman System Technologies, Inc. (BBN), has produced a 
number of modeling and simulation applications for 
elementary through high school students [15]. BBN's 
research on the efficacy of using model-based inquiry is 
extremely valuable in this context [16]; 3) the U. of 
Michigan HI-C research group's Model-It "enables middle 
and high school students to construct dynamic, visualizable 
and photo-realistic models", and allows students to put 
simple relationships (increases, decrease) between system 
components [17]. 4) The Ohio State Univ.'s Earth System 
Education (ESE) Project (http://www.ag.ohio- 
state.edu/~earthsys/esehome.html) has put the systems 
emphasis in Earth science since 1987. 

The modeling software used in the ESSC was STELLA, 
which stands for "Structural Thinking, Experiential Learning 
Laboratory with Animation." [18]. This is a tool of 
considerable sophistication which has been used in college 
courses in Earth system science in the U.S.A. (see ESSE, 
above). STELLA models can be simplified to a level 
appropriate for high school students and teachers without 
sacrificing the software's capability to add complexity to the 
model. It can be used simply to create elegant qualitative 
concept-maps that display the student's understanding of the 
system in question. More advanced students can set about 
the task of building equations and data in to the model to 
create a running quantitative model. For the most part, 
students used quantitative models that have been built by 
experts [18], and build qualitative models to display their 
understanding of the system which they are investigating. An 
added benefit of using STELLA's in high school is that the 
same software is currently in use in many of the ESSE 
partner universities and colleges. This provides high school 
educators with an excellent pool of experts in using Earth 
system modeling. 

Fräser, B., International Handbook of Science Education. 
Dordrecht: Kluwer, 1997 (in press). 
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Practical Uses of Math And Science [PUMAS 
(poo' • mas)] - the On-line Journal of Math and 
Science Examples for Pre-College Education - is 
a collection of one-page examples of how math 
and science topics taught in K-12 classes can be 
used in interesting settings, including everyday 
life. The examples are written primarily by 
scientists and engineers, and are available to 
teachers, students, and other interested parties via 
the PUMAS Web Site. Our goal is to capture, 
for the benefit of pre-college science education, 
the flavor of the vast experience that scientists 
have with interesting and practical uses of math 
and science... 

All examples are peer-reviewed by at least one 
scientist, with a relevant background, and at least 
one teacher, at an appropriate grade level. Once 
accepted, the example is a citable reference, in a 
refereed journal of science education. PUMAS 
examples may be activities, anecdotes, 
descriptions of "neat ideas," formal exercises, 
puzzles, or demonstrations. They may be written 
in any style that serves the material well. 

Teachers already have textbooks. But the 
exercises in them are often routine and 
uninteresting, written by people with only 
limited experience at actually using the ideas 
presented. The intention of PUMAS is to give 
teachers a resource to supplement the textbook. 
So a teacher who has taught "cosines" for thirty 
years, but never actually used a cosine for 
anything except to teach it, can benefit from the 
ways scientists describe how they use cosines. 

Teachers can search the PUMAS collection based 
on curriculum topic, grade level, subject 
keywords (such as airplanes or dinosaurs), or any 
other parameters in the example headers. They 
then scan through the relevant examples, and 
develop ideas of their own about how to use the 
material to enrich their presentations. This 
relieves scientists of the obligation to develop 
"curricula," which few of us are equipped to do. 
It puts the job of "integration into the lesson 
plan" on the teacher, who is in the best position 
to judge the students' needs, abilities, and 
interests, as well as the teacher's own interests 
and proclivities. 

There are several mechanisms for obtaining 
feedback from users. A "Comments" file is 
attached to each example; teachers can submit 
comments on particular examples, such as 
experiences with the example in the classroom. 
Subsequent users can view all previously posted 
comments. There is also an "Examples Wanted" 
Bulletin board, where requests for new examples 
can be posted, and a formal "On-line Teachers' 
Assessment Form." 

We began designing the PUMAS Web Site in 
the spring of 1996. We are currently in 
need of examples, and anticipate opening the 
Site to general users in late 1977, once the 
collection contains a number of entries. The 
"Contributors' Page" on the PUMAS Web Site 
describes how to use the automatic submission 
process. K-12 teachers and scientists are also 
needed now, to serve in the pool of PUMAS 
reviewers. The      on-line      "Participant 
Volunteer/Update Form" can be found from the 
Navigation portion of the Help page, or from the 
hyperlink at the top of the PUMAS Examples 
Search page. 
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Abstract - The Inter-American Institute for Global Change 
Research (IAI) is an international cooperative effort among 17 
countries in the Americas seeking to improve understanding 
of global change.   The 1992 United Nations Conference on 
Environment and Development (UNCED) focused attention 
on global change as one of the most critical challenges facing 
the world today. Natural and human induced changes such as 
ozone depletion, loss of biodiversity and changing climatic 
conditions  are  evidenced  throughout   the   world,   without 
respect for geopolitical boundaries.    In recognition of the 
importance of a regional approach to the study of global 
change, the Institute's science agenda involves environmental 
issues which affect the sustainability of regional resources and 
socioeconomic   systems   of   the   IAI   Member   Nations. 
Education and training are a component of the overall IAI 
effort,  and the  USRA  Earth   System   Science  Education 
(ESSE) Program was selected to develop further the concept 
of an ESSE counterpart in the IAI structure. Central to the 
common interests of both ESSE and IAI are the educational 
challenges and opportunities which Earth System Science and 
Global   Change   present.        The    ongoing    Cooperative 
University-based ESSE Program is proposed to be a model 
for the development of similar collaborative efforts within the 
IAI member countries, but tailored to the specific technical 
capabilities and scientific interests of the IAI participants.   A 
planning meeting was held in January 1997 to assess the 
educational   needs   of   the   IAI,   inventory   the   existing 
capabilities and resources, and prepare a course of action that 
provides for collaborative university efforts to address these 
needs. The meeting served to exchange information about 
current educational programs and formed the nucleus of a 
network   of   educators,   researchers,   students   and   other 
individuals interested in Earth System Science and Global 
Change education topics which will be applied to the needs of 
the IAI member countries.   Working groups were formed to 
discuss and recommend approaches to a variety of IAI related 
topics   including   networking,    workshops,    partners   and 
mentors,  distance learning,  professional development   and 
training, environmental policy, human dimensions and an 
assessment   of   current   educational   resources.       A   core 
educational program in Global Change is being proposed 
which would establish a working relationship between the 
current ESSE community and IAI member educators and 
researchers and include the  creation   of  a  WWW  server 
specifically for the needs of the IAI.   The overall effort will 
facilitate contact and dialog between individuals and foster 
partnerships among institutions focused on understanding the 
Earth as a sustainable system. 

BACKGROUND 

The Inter American Institute for Global Change Research is 
an intergovernmental organization chartered in 1992 to address 
the global change research needs of the seventeen participating 
countries in North , Central and South America. The IAI has 
identified seven science themes pertaining to global change, 
the study of which will provide national and international 
policy and decision makers accurate information concerning 
global and regional effects of change. The program also aims 
to increase the scientific capacity and international 
cooperation among member nations [1]. 

The seven science themes (see Table 1) concerning global 
change are linked by crosscutting themes that span the IAI 
effort, including Networks, Education and Training, 
Modeling, and the Human Dimensions of Global Change. 
While embracing several crosscutting themes, the ESSE/IAI 
workshop recommendations concerning the Earth System 
Science education and training activities for the IAI are the 
primary subject of this paper. 

^**   EdUCa'i0nand,ra'n/n9   M0de% 

1 Tropical Ecosystems and Biogeochemical Cycles 
2.Impacts of Climate Change on Biodiversity 

3.EI-Nifio-Southern Oscillation and Interannual Climate Variability 
4.0cean/Land/Atmosphere Interactions in the Inter-tropical Americas 
5.0ceanic, Coastal and Estuarine Processes in the Temperate Zones 

6.The Comparative Studies of Temperate Terrestrial Ecosystems 
7.High Latitude Processes 

Human d/mensions of globa\ <*^e 

Table 1 - The IAI's Seven Science Themes 

The Cooperative University-based Program for Earth 
System Science Education (ESSE) is an ongoing effort funded 
by NASA through USRA which emphasizes classroom 
education, collaborative learning, a network of faculty and 
students focused on the scientific and human dimensions of 
global change, and a shared repository of teaching resources 
[2,3]. The ESSE Program develops and facilitates cooperative 
efforts among scientists and departments within universities, 
among universities and between university and government 
science communities in areas relevant to Earth System 
Science and Global Change education. ESSE participants 
design and offer survey and senior level courses on Earth 
System   Science   topics.       A   scientist/faculty   exchange 
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component of the program brings to the classroom expertise 
and perspectives different from those at the host campus. 
Hands-on workshops and tutorials are held each year for 
faculty and teaching assistants to exchange and develop 
content and familiarize the group with new software tools and 
methods for the classroom. The overarching objective of 
ESSE is to accelerate development of an academic base for 
Earth System and Global Change science within and among 
colleges and universities. The Program has involved 44 
colleges and universities since 1991, and is forming 
partnerships with other institutions and organizations with 
complementary educational goals [4]. 

In 1995, USRA submitted a proposal to the IAI to plan for 
an extension of the ESSE concept to advance the education 
and training needs of the IAI. The proposal was accepted in 
mid 1996 as an IAI Startup Grant.. In coordination with the 
first IAI science team meeting, a group of 35 researchers and 
educators representing ESSE participants and eight IAI 
member countries met in San Diego, CA in January 1997 to 
discuss the IAI's education and training needs. 

The primary goal of the proposed effort is to accelerate the 
development of Earth System Science and Global Change 
Education through collaboration within the IAI consortium, 
increase understanding of Earth System and Global Change 
Science, and thus ultimately impact education throughout the 
Americas in the coming century. To reach this goal, the 
experience and needs of IAI members and partners must be 
incorporated in a strategy that addresses Earth System Science 
and Global Change education and training topics through 
alliances and collaboration. The USRA proposal which offers 
the ongoing ESSE Program as a model, is a starting point to 
begin this process. However, modifications and additions need 
to be made in view of the diversity of educational 
institutions. It's direction and implementation depend largely 
upon the input of participating educators and researchers. 

Workshop participants were given the opportunity for short 
presentations about their interests and institutional 
background. A short description of the ESSE program was 
also presented, before the participants divided into working 
groups to consider options and formulate a response to the 
call to prepare recommendations for an IAI education and 
training strategy building upon the ESSE experience. 
Working group organization, draft reports and a list of 
participants can be found at http://www.usra.edu /iai/iai.html. 

WORKING GROUP RECOMMENDATIONS 

Working groups were asked to identify the issues and needs 
for an IAI education and training program, the problems that 
must be overcome, and recommendations for action, keeping 
in mind what is tractable within the scope and budget of the 
IAI. 

Working group boundaries were not defined rigidly, so 
several groups identified similar themes for the IAI education 
and training effort. There was a general agreement among the 
groups that talented Latin American students must be attracted 
to graduate study of Earth System Science in order for the IAI 
research objectives to be met over the next decade. Training 
and education in global environmental and climate change 

issues must also support several levels of learning - teachers, 
technicians, engineers, students - to meet their needs in public 
and academic sector projects, and to effectively impact the 
political and economic aspects of environmental management. 
The inherent interdisciplinary nature of global change studies 
was recognized, including the human element, as well as the 
need to shift perceptions of the environment from local to 
regional and global scales. Many of the IAI institutions 
could benefit from background exposure to topics such as 
collaborative learning and teaching, new pedagogical 
methodologies, active and interactive learning, integration of 
technology and teaching, computer data analysis and 
visualization tools, etc. English was recognized as the 
common language for science being generally appropriate for 
specific lectures and modules, especially among faculty 
workshop participants. However, the need for quality 
technical translations to Spanish and Portuguese was 
recognized as a priority for classroom undergraduate 
education. 

Workshops, Courses, and Learning Module Development 

Each working group recognized workshops as a primary 
means to educate and train faculty about Earth System 
Science and Global Change topics. The goals of the 
workshops will be: 

• Build scientific capacity among the IAI community by 
extending and developing Earth System Science and Global 
Change courses and educational materials with emphasis on 
the content of the seven IAI science themes 

• Establish a collaborative network of IAI educators and 
researchers within the Americas utilizing a shared repository 
of education and research materials via the Internet 

Within the workshop, interdepartmental faculty teams of 
two or three per home institution will interact with teams 
from other institutions in developing course content and 
educational resource. Subject matter for the workshops will 
involve global change science and issues from the IAI 
research themes and elsewhere, classroom educational 
materials, technological tools such as Internet applications, 
geographic information systems, remote sensing and image 
processing, STELLA modeling software, etc. The workshop 
will also incorporate pedagogical techniques that aid faculty 
delivery and student learning of the materials. 

Upon returning to their home institutions, participants will 
develop undergraduate and beginning graduate level courses 
dealing with Earth System Science and Global Change topics, 
drawing upon materials, ideas and personal contacts acquired 
during the workshop. In addition to the course, participants 
may also choose to develop interactive multimedia learning 
modules and engage in activities which aid in teaching Earth 
System Science. Multimedia instructional technology has the 
potential to foster interest in science among a more diverse 
student population. These modules will be shared among 
participants, and will form the basis for a broader curriculum 
focused on IAI and Earth Systems topics. Rather than 
offering a limited curriculum in global change studies, the 
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modular nature of these resources will allow faculty to select 
and organize educational topics which best suit their needs for 
a particular course. Given the diversity and emphasis of 
faculty from different institutions, the capability to select 
from a menu of topics is a strength of the program. 

Communications, Connectivity and Networking 

The early development of an infrastructure to address the 
challenges of IAI global change science focused on education 
for IAI researchers, educators and students, including a WWW 
server, is essential. The infrastructure will contribute to the 
scientific capacity of the IAI, and the creation of a diverse 
community of talented individuals who will be prepared to 
make informed policy and social decisions well into the next 
century. The Internet is a powerful tool which will aid in the 
implementation of international collaboration. The WWW 
server, as an active repository with common contributors, is 
an excellent and essential mechanism for scientists and 
educators to build capacity and community in the areas of 
Earth System Science and Global Change. 

The working groups emphasized the need for IAI faculty, 
researchers and students to communicate actively and 
effectively in sharing Earth System Science and Global 
Change concepts and learning resources. Students and 
faculty from across the IAI should be given the opportunity 
to work together via high-bandwidth video and 
teleconferencing technologies, either for specific events (e.g. a 
lecture) or for ongoing collaboration via the Internet on 
research or education topics. 

The availability of computer and communication 
technology to IAI participants varies greatly from country to 
country. However, accessibility is steadily improving in 
most areas, and their recommendation was to plan for 
tomorrow and not be constrained by today's limited 
capabilities. 

Field Studies 

Interdisciplinary hands-on activities and field studies were 
given high priority by the working groups, and should 
include faculty and students from all IAI member countries. 
A range of field activities should be considered, from day trips 
to extended courses working in IAI study areas. Field trips 
should emphasize "hands on" activities with students and as 
much interdisciplinary professional interaction as possible. 
Field courses visiting research projects should produce 
"virtual field trips"(data, video, still imagery, etc.) and case 
studies for dissemination via the Internet to others interested 
in the area. Field experiences connecting "hard science" to 
human dimensions (sustainability of agriculture, public 
health, etc.) should be encouraged. 

Standardized Databases 

The working groups expressed the need for standardized 
cross-platform climatological databases, both textual and 
graphical, for use in  an IAI educational context.     The 

databases will provide students the opportunity to learn 
analysis methods while working on locally relevant 
problems. Such databases could be made available via the 
WWW or CD-ROM, and would include good multilingual 
documentation. 

SUMMARY 

Recognizing that no individual university or institution has 
the diversity of expertise and experience that is needed for 
global change education, the most significant result of the 
proposed effort will be the early establishment of a 
collaborative network of IAI educators and researchers, 
integrated with ongoing international research and educational 
activities such as ESSE. The cooperative involvement of IAI 
scientists and educators focused on Earth System and Global 
Change Science, education and training is fundamental to 
building research and education capacity and the establishment 
of a functional network within the IAI. 

The overall USRA/IAI education and training plan prepared 
by the working groups emphasizes the collaborative 
development of classroom educational resources. Support 
should be provided for classroom education, workshops and 
field trips with a WWW presence including home pages, a 
repository for resources and translated materials, listserves, 
video and teleconferences, etc. This effort will contribute 
within the Americas to an awareness , appreciation and 
understanding of the earth system. This increased awareness, 
appreciation and understanding will benefit society and the 
future of the earth system, and lead to a more educated and 
considered response by humankind. 
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Abstract- In the late 1980s backscattering enhancement and 
strong depolarization of waves scattered from randomly rough 
Gaussian surfaces with large rms slopes were observed in 
optical and millimeter measurements. It was noted that 
backscattering enhancement was most prominent, when the 
surface rms slope was of the order of unity, a condition under 
which multiple surface scattering may dominate. In this study 
an extended IEM model which includes surface multiple 
scattering called integral equation model with multiple 
scattering (IEMM) is applied to interpret this phenomenon. 
According to this model the conditions for significant multiple 
surface scattering to occur are (1) the normalized surface 
height ko > 1 and (2) the surface rms slope > 0.5. In the 
analysis of multiple scattering from very rough surfaces it is 
found that there is a sharp but small peak in the specular 
direction also. This observation comes directly from the 
IEMM model and is partially confirmed by the data reported 
by Ishimaru. Further comparisons of IEMM with 
experimental data acquired from very rough surfaces show 
excellent agreements in bistatic scattering including 
backscattering enhancement. 

INTRODUCTION 

The surface scattering model based on an integral equation 
method [1] was extended to include multiple surface 
scattering [2] for surfaces with significant rms slopes and 
roughness by considering the propagation effects due to the 
phase term in the Green's function. This allows the upward 
and downward scattered fields to be identified and 
consequently properly shadowed to produce the correct 
amount of multiple scattering. Comparisons were made over a 
significant range of frequency and angles with data collected 
under controlled conditions from statistically known surfaces 
which confirm the extended model. 

In this paper we want to establish some guidelines 
regarding the condition under which multiple surface 
scattering would be significant and verify the phase 
interference effect due to the multiple-scattered waves that 
generate the phenomenon known as backscattering 
enhancement in the literature. The expressions for the surface 
scattering coefficients for like and cross polarizations of 
moderately rough surfaces can be found in [2]. The bistatic 
scattering coefficients for surfaces with large rms height and 
correlation length relative to the incident wavelength are 
given in the next section. 

SCATTERING COEFFICIENT 

In this section we provide the multiple scattering terms of the 
bistatic scattering coefficient for randomly rough surfaces 
with large surface roughness parameters. The readers are 
referred to [1] for single scattering terms in the same 
scattering coefficient and to [2] for the bistatic scattering 
coefficients for moderately rough surfaces. 

Expressions For Large Roughness Condition 

We let the surface rms slope be rss = cj\p"(0)\, 
cs = cos0 and ess = cos 05. To restrict to radiation modes 
we require cs > q,cs> qp, ess > q, ess > qp and qp > 0.. 
Now, let 0 denote the incident angle along the reference 
azimuthal plane, $ = 0; and Qs, §s denote the scattering 
direction. Furthermore, let 

s = sin0,   ss = sin0^, sfs = sin<t>s,   csfs = cos^ 

c\[q, qp] = (cs + q)(cs + qp) 

c2[q,qp] = (cs + q)(css-qp) 

c3[q,qp] = (css-q)(css-qp), 

c4[q,qp] = (css-q)(cs + qp). 

rrl[q] = cl[q, ess], rr2[q] = c3[q, -cs] 

arg >  _ (ss csfs + u)2 + (ss sfs + v)2 

2(rss)2 

2.1. „2 r. (S + U)2 + V2 

ar&2 =      i,     M    ' 2(rssy 

ar[q, qp] = -(kc)2(css-cs-q-qp)2 and 

qp = Jl-(u + ss csfs+s)2-(v + ss sfs)2. 

Then,   the  multiple  scattering  terms  in  the  bistatic 
scattering coefficient are given by the sum of the three terms, 

{•cm   — crkcm 4. frclm 4. *-cc2m (1) 

where 

S(Q)S(Qs)Re{f   * 
kern  =    U^^Fqp(u>v) 
IP 4n(rss)4 

0-7803-3836-7/97/S10.00 © 1997 IEEE 702 



fcl 
0.5 

[ess, css]c2[q, q] 

gvJ    »El   _  arg2' 
1 ir2[9]    rrl[*]J 

♦fci      °'3 

U-S(u,v)] 

[ess, css]c2[-q, -q] 

argl arg 2 

S(u, v) 

rr2[-q]    rr\[-q\ 

0.255(9)5(9,) 

dudv 

(2) 

^""   "l^«/^^) 

S(«, v) 

5(M, V) 

ex/? 
argl arg2 

-exp 

. c3[-q,-q]    c\[-q,-q\ 

argl arg 2 
cl[-tf,tf]c3[-tf,$]    ^L c3 [-$,$]    cl[-q,ql 

[1-S(K,V)] 

cl [#,-#] c3[tf,-#] 
ex/? 

argl arg 2 

|     [1-S(it,v)] 
cl[#, tf]c3[tf, qfXp 

_ c3[q,-q]    cl[q, 

argl 

|2_1 

c3[^; ̂ i-äH <3> 
■yc2m  _ 

IP 

0.25(5(9)5(9,)) 
{ 16n(rss)4 

J)Fqp(u, v)Fqp(-u-ss csfs -5,- v-ss sfs) 

[([; 
ex/? 

exp{ar[-q,-qp]} 
c2[-q,-qp]c4[-q,-qp] 

argl arg 2 

exp 

c4[-q,-qp]    c2[-q,-qp\ 

exp{ar[-q, qp]} 
c2[-q, qp]c4[-q, qp] 

argl arg 2 
. c4[-q,qp]    c2[-q,qp]. 

[- 

S(u, v) 

argl arg 2 
c4[q,-qp]    c2[q,-qp\ 

argl arg 2 
c4[qp, q]    c2[q, qp] '. qpu 

+ [     exp{ar[q,-qp]} 
c2[q,-qp]c4[q,-qp] 

+   exp{ar[q,qp]} r 
c2[q, qp]c4[q, qp]     Pl 

[\-S(u,v)]dudv} (4) 

Multiple surface scattering terms appear in the form of a 
two dimensional integration with respect to the spectral 
variables u and v. These variables originate from the Green's 
function and can be interpreted to represent the direction of 
scattering. In this case the cotangent in the shadowing function 
should be represented by [Fung, 1994] 

cot9 = V(*
2
--U

2
-V

2
)/(M

2
 + V

2
) (5) 

To remind the reader of this change we have used the 
symbols 5(9) and 5(u, v) to distinguish the two forms of the 
shadowing function needed in the average power expressions. 

THEORETICAL RESULTS 

In Fig. 1 we show calculations of the scattering coefficients 
including and excluding the multiple scattering terms with 
several values of the rms height normalized to the wave 
number, k<y. It is seen that the multiple scattering terms do not 
contribute to 1 dB or more until this parameter exceeds 1. In 
Fig. 2 we show another plot where we vary the rms slope of 
the surface. For the multiple scattering terms to contribute to 
a dB or more we see that the rms slope must be at least 0.5 or 
more. 

COMPARISONS WITH DATA 

In Fig. 3 and 4 we show comparisons with like and cross 
bistatic scatterings from a randomly rough surface with 
parameters as indicated on the figures. It is clear that for such 
a rough surface there is a clear narrow peak in the 
backscattering direction for both the like and the cross 
polarizations. It is believed that this is due to coherent 
interference in a constructive way that is repsonsible for the 
peak. The theoretical scattering coefficient given in (1) 
indicates that there is actually a smaller peak in the specular 
direction also due to a similar physical mechanism as the one 
causing the backscattering enhancement. 

CONCLUSIONS AND DISCUSSION 

The above results indicate that for very rough surfaces some 
spots on the surface may act as a corner reflector which causes 
a strong reflection in the backscattering direction. For this to 
occur the roughness must be larger than the incident 
wavelength and there must be a rms slope around 0.5 or more. 
As in the case of a corner reflector having a large slope alone 
is not enough. We need the surface parameters to be large 
relative to the incident wavelength also. 

[1] A.K.Fung, "Microwave Scattering and Emission Models 
and Their Applications", Artech House, 1994 

[2] C.Y. Hsieh, A. K. Fung, G. Nesti, A. Sieber and P. 
Coppo, "A further study of the iem surface scattering 
model'MEEE GRS 1997 in press. 
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Abstract— A numerical study has been performed 
to examine the effects of surface self-shadowing on 
the electromagnetic scatter from rough dielectric in- 
terfaces. A hybrid numerical technique combining the 
moment method and geometrical theory of diffraction 
was used in the numerical calculations. This technique 
was first extended to be applicable to general dielec- 
tric media as well as perfectly conducting and high loss, 
high permittivity surfaces. The numerical calculations 
show that weakly shadowed small-scale roughness can 
contribute significantly to the backscatter at extreme 
grazing angles. This effect is more pronounced at VV 
polarization than at HH polarization when the surface 
is perfectly conducting, but is approximately the same 
at both polarizations when a finite-conductivity inter- 
face is considered. Scattering models that depend on 
a shadowing function based on geometrical optics are 
likely to fail at extreme grazing angles for lossy dielec- 
tric as well perfectly conducting scattering surfaces. 

INTRODUCTION 

We have performed a numerical study to investigate 
the validity of geometrical-optics based shadowing theory 
when applied to surfaces whose dielectric properties ap- 
proximate both that of soil of differing moisture content 
as well as that of sea water. A numerical approach based 
on the hybrid MM/GTD technique was used to find the 
scattering from two-scale rough surfaces that allowed the 
shadowing to be controlled. The numerical technique was 
first extended to allow the application to low-loss, homo- 
geneous dielectric scattering media. It was then applied 
to two-scale rough interfaces that had random small-scale 
roughness superimposed on a deterministic large-scale dis- 
placement. The scattering with small-scale roughness both 
included and not included in the shadowed regions was 
calculated and compared, giving an estimate of the im- 
portance of the shadow-region roughness. 

This work was supported in part by the Air Force Office of 
Scientific 1995 Summer Research Extension Program and the Office 
of Naval Research under contract N00014-96-1-0075. 

Figure 1. Arbitrary scattering surface. 

NUMERICAL TECHNIQUE 

The numerical technique used is a hybrid approach 
that extends the moment method using the geometrical 
theory of diffraction (MM/GTD technique). It is applied 
to one-dimensionally rough surfaces of the form shown in 
Fig. 1. The extension of the surface to infinity eliminates 
the artificial edges that limit the application of standard 
MM to moderate grazing incidence angles. MM is exten- 
ded using GTD to treat the infinitely extending surface. 
Three different implementations of the technique are used 
in this work. The first is designed for perfectly conducting 
surfaces while the second treats high dielectric constant, 
high conductivity surfaces using impedance boundary con- 
ditions. These are described in detail by West [1] and 
West et al. [2] respectively. 

A third implementation of the hybrid MM/GTD tech- 
nique was developed for treating the scattering from low 
dielectric constant and/or low conductivity scatterers. In 
this case the surface is treated using the approach of Ar- 
vas et al. [3], as shown in Fig. 2. The scattering problem, 
shown in the left illustration of Fig. 2, is separated into ex- 
ternal and internal equivalents, as shown in the middle and 
right illustration, respectively. The scattering problem is 
divided into internal and external equivalent problems. 
In the external problem the region is homogeneous with 
the dielectric properties of free space. Equivalent electric 
(J) and magnetic (M) surface currents are chosen on the 
obstacle boundary to yield the scattered field outside the 
obstacle and zero field inside. Similarly, a homogeneous 
medium with the properties of the scattering obstacle are 
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Figure 2. External and internal equivalent problems. 

used in the internal equivalent. Equivalent currents (J' 
and M') are chosen to give the correct internal field with 
zero external field. Application of the surface boundary 
conditions shows that J = -J' and M = M', so only J 
and M need be determined. 

The moment method is used to solve for both J and 
M. The interaction matrix is established to force the sums 
of the incident fields (both electric and magnetic) and the 
fields radiated by J and M to be zero just within the 
obstacle in the external problem and the fields radiated 
by —J and —M to be zero just outside the obstacle in the 
internal problem. Solving both the internal and external 
problems simultaneously gives J and M. The integral 
equations that give the correct scattered fields are given 

by Arvas et al. [3]. 
In a hybrid MM/GTD implementation of the Arvas et 

al. technique, little is known about the currents between 
points A and D in Fig. 1, so the standard MM approach of 
using pulse basis functions and point matching is used to 
describe the currents in this region. Beyond these points 
the fields in the vicinity of the extensions can be accur- 
ately described from GTD as the sum of the geometrical 
optics incident and reflected fields (assuming the extension 
is not shadowed from the incident field) plus a field diffrac- 
ted from point B or C. The diffracted field is known from 
GTD to be ray optical sufficiently far from the diffrac- 
tion point. Application of the surface boundary conditions 
to these fields on the extensions gives the physical optics 
(PO) currents (known a priori) plus currents (electric and 
magnetic) associated with the diffracted the field. Since 
the PO currents are known they need not be described 
by MM basis functions; they are entirely accounted for by 
treating their re-radiation as a field source term. On the 
other hand, the diffracted field currents are not entirely 
known and must be described by basis functions. Apply- 
ing the boundary conditions to the GTD ray optical fields 
shows that they may be entirely described to infinity by 
the basis functions 

Figure 3. Large-scale scattering surface. The dashed lines 
show the shadow boundaries with 10° grazing illumina- 
tion. 

J HH'Myy        — 
-jkr 

„1.5   ' (2) 

Jvv,Md 
-jkr 

HH (i) 

where VV indicates vertical incident and scattered polar- 
ization, HH is horizontal polarization, k is the electro- 
magnetic wave number, and r is the distance from the 
diffraction point to the point on the extension. The com- 
putational overhead of the MM/GTD approach compared 
to standard MM is only moderate since single basis func- 
tions are used to describe the unknown currents to infinity. 

The validity of the arbitrary-dielectric MM/GTD tech- 
nique was confirmed by comparison with the scattering 
predicted by the impedance-boundary implementation un- 
der conditions where both are expected to be valid. The 
scattering from a rounded-apex dielectric wedge (internal 
angle of 120° and apex radius of 1 A, eR = 30 —jl) agreed 
to within 0.5 dB under most incident angles of interest. 
The maximum difference observed was only 1.5 dB, and 
occurred when the backscattering was due to very small 
back-diffraction from the rounded apex at horizontal po- 
larization. This small discrepancy likely occurs because 
the impedance boundary condition implementation of the 
technique is only marginally valid with this dielectric con- 

stant. 

RESULTS 

The scattering calculations were applied to two-scale 
rough surfaces of the same type used by West [1]. The 
large-scale displacement is shown in Fig. 3. The distance 
from crest to crest is 25 A, and the height and radius of 
curvature of the shadowing obstacle are 3 A and 2 A re- 
spectively. Scattering calculations were performed with 
a Gaussian spectral small-scale roughness extending both 
from point F to point H (rough-in-shadow) and from point 
F to point G (smooth-in-shadow). The results are shown 
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Figure 4. Backscattering from perfectly surface. Figure 6. Backscattering with er = 10 — j2. 

in Figs. 4 through 7. First examining the perfectly con- 
ducting surface (equivalent to an infinite dielectric con- 
stant) , it makes little difference whether or not the small- 
scale roughness is included in the shadowed area when 
the grazing angle is above 7° and 2.5° at VV and HH po- 
larization respectively. A GO-based shadowing function 
should prove adequate under these conditions. Below this 
angle the slightly shadowed roughness on the back crest 
yields significant backscatter. When the surface dielectric 
constant is changed to 35 — j5 the smooth-in-shadow and 
rough-in-shadow scattering agrees to 2.5° grazing at both 
polarizations. This also proves true with a dielectric con- 
stant as low as er = 3 —jO. Also, as the dielectric constant 
drops the relative levels of the VV and HH backscatter be- 
come more nearly equal. 

CONCLUSIONS 

The numerical calculations show that weakly shadowed 
surface roughness can contribute to the backscatter from 
a rough surface at both VV and HH polarizations. This 

effect is most severe with perfectly conducting surfaces at 
VV polarization, and is approximately equal at VV and 
HH polarization when the surface has finite conductivity. 
Use of a GO-based shadowing function in a scattering the- 
ory is likely to yield inaccurate results at the smallest graz- 
ing angles. 

[1] 
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Abstract: Whereas it is well known that electromagnetic 
scattering by a random, rough surface is strongly influenced 
by the surface height correlation function, it is not clear as 
to how long a surface height profile is needed and at what 
interval it should be sampled in order to experimentally 
quantify the correlation function of a real surface. This 
paper presents the results of a Monte Carlo simulation 
conducted to answer these questions. It was determined that 
in order to measure the surface parameters with a precision 

of ± 10%, the surface segment should be at least 40/ - 

long, where / is the mean (or true) value of the surface 
correlation length. Shorter segment lengths can be used if 
multiple segments are measured and then the estimated 
values are averaged. The second part of the study focused 
on the relationship between sampling interval and 
measurement precision. It was found that in order to 
estimate the surface roughness parameters with a precision 
of + 5%, it is necessary that the surface be sampled at a 
spacing no longer than 0.2 of the correlation length. 

1. INTRODUCTION 

Extraction of soil-moisture and vegetation-biomass 
information from imaging radar data has been a subject of 
intense interest for a long time. However, the technique has 
not been very successful, in part because of the complexity 
of natural soil surfaces; specifically, the difficulty 
estimating the surface roughness and the inhomogeneity of 
the soil moisture. Furthermore, theoretical and numerical 
models, while well suited for ideal rough surfaces, are not 
easy to implement for natural soil surfaces. An attempt has 
been made to retrieve soil moisture and surface roughness 
together from polarimetric radar scattering data through the 
use of an inversion algorithm [1]. Because the dynamic 
range of the backscattering coefficient associated with the 
surface roughness is comparable to or larger than that 
associated with the soil moisture, the surface roughness 
should be estimated accurately for retrieving the soil 
moisture with good accuracy. In this paper, the effect of 
surface roughness on radar scattering from soil surfaces is 
discussed, and the results of a simulation study aimed at 
quantifying criteria for accurate estimation of surface 
roughness parameters are presented. 

According to experimental observations! 1], whereas the 
height distribution of natural soil surfaces are characterized 
by Gaussian density functions, the measured correlation 
functions of the surface height profiles more closely 
resemble exponential functions. The angular responses of 
the w-polarized backscattering coefficients for the 
exponential   and   Gaussian   correlation   functions   were 

computed and are shown in Fig. 1 for a surface with ks=0.2, 
kl=2.9 and £,.=(10,2) using the small perturbation method 
(SPM), where k is the wavenumber, s is the rms height, and 
/ is the correlation length. The large difference in trend 
between the two curves, particularly in the higher angular 
range, shows the importance of the shape of the correlation 
function on the backscattering coefficient. 

2. SIMULATION PROCEDURE 

In order to examine the surface characteristics of 
random surfaces, several randomly rough surfaces are 
generated using the technique given in [2] as follows; 

M 

z(k)= ^wu)X(j + k) (i) 

where Z(k) is the surface height distribution,  X{i) is a 
Gaussian  random  deviate   N(0,1),    and   W(J)   is  the 

weighting function given by 
-i WU) = F-yF[C(j)\   ] (2) 

where   C(j)   is   the   correlation   function   and   F [   ] 

denotes   the   Fourier   transform   operator.   For   a   one- 
dimensional rough surface characterized by a Gaussian or 
an exponential correlation function, given respectively by 

CG{j) = s   exp - 

Ce{j) = s   exp - 

{-('fl'l 
\j | A* 

I 
) 

and 

(3) 

the corresponding weighting functions are given by 

WG(i) = 

we(i) = 

r2Ax] 
s exp 

'-*( :;J 
f  1 ^ 

^2 Ax 
sK0 

i Ax " 

/ 
i 

and 

(4) 

where  Ax  is the sampling distance and  K0[    ]  is the 

modified Bessel function of the second kind. 
Using the above equations, randomly rough surfaces 

were generated for several rough surfaces. The profiles 
shown in Fig. 2 are for surfaces with 5=0.032A. and 1=0A6X 
for Gaussian and exponential correlation functions, both 
with a Gaussian height distribution. 

3. SIMULATION RESULTS 

The simulation procedure described in the preceding 
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section was used to generate surfaces of various rms heights 
and correlation lengths. In each case the surface profile was 
1000A. long, where A. is the wavelength. These profiles were 
then used to determine: 

(a) the relationships between the measurement 
precision associated with estimating the surface 
roughness parameters (rms height s and correlation 
length /) and the length of the surface height 
profile L (by using only specific segment lengths 
of the total generated profile), 

(b) the improvement provided by averaging multiple 
segments on the estimates of s and /, and 

(c) the relationship between measurement precision 
and sampling interval Ax. 

3.1 Dependence on Segment Length 
Figure 3(a) shows plots of two correlation functions 

calculated as in [3] for the same surface, but on the basis of 
segments of different lengths. It is clear from the plots that 
the 400A long segment produces an exponential looking 
correlation function, whereas the short segment (1=10X) 
produces an oscillatory function and it is accurate only for 
displacements shorter than 0.5/L By repeating the process 
for many different surface segments of the same surface, 
and then calculating the rms height (standard deviation of 
surface height) and correlation length (displacement 
j Ax such   that   the    normalized   correlation   function 

Ce(j)/s
2 =e~l ), it was possible to calculate the standard 

deviations <rs and al associated with the estimates of 5 

and / (as percentages of the true means 5 and / ). The 

results are displayed in Figure 3(b) which shows that as 

and al decrease in an exponential-like manner with 

segment length L. To determine s with ajs <0.1, it is 

sufficient to use a single segment 40/ in length, but to 

estimate / with a, // < 0.1, the segment length has to be at 

least 200/ in length. 
The measurement precision is improved by averaging 

multiple equal-length segments of the same surface. 
However, averaging multiple segments does not necessarily 
result in the same correlation function, even when the total 
segment length is the same. This is illustrated by the plots 
in Figure 4 which include the correlation function of a 
single lOOOA-long segment, the correlation function 
obtained by averaging the correlation functions of 50 
segments, each 20A in length, and by averaging the 
correlating functions of 100 segments with each being 10A 
in length. The shorter the segment length is, the shorter is 
the estimated value of the correlation length. 

3.2 Sampling Distance 
The precision associated with the measurements of the 

roughness parameters .s and / is also dependent on the 
sampling distance Ax. According to the results shown in 
Fig. 5, which displays the estimated values of / (in Fig. 
5(a)) and s (in Fig. 5(b)) as a function of Ax (measured in 

units of / ) for a segment 1000A. in length, Ax should be 

no more than 0.2 / in order to keep the error in estimating / 

to within + 5% and no more than 0.5 / for the same error 

bound when estimating s. 

4. CONCLUSIONS 

Simulations were generated for many random surfaces, all 
characterized by the same exponential correlation function. 
The surface rms height, 5, surface correlation function and 
associated correlation length, /, were then evaluated 
numerically for surface segments extending in length from 
10A to 1000Ä, (correlation length of simulated surface was 
slightly shorter than IX). Based on the simulation study 
involving the generation of random surfaces, it is 
recommended that in order to measure the surface 
roughness parameters with a precision of about ± 10% of 
their mean values, the minimum segment length should be 

40 / , the total segment length (segment length L multiplied 

by the number of segments) should be at least 400 / and 

the sampling distance Ax should be no more than 0.2 / in 

length, where / is the true correlation length of the 

surface. 
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Abstract Laboratory measurements of the fine space-time 
structure of short gravity-capillary waves, as well as Ku-band 
scattering at grazing incidence in mechanical and wind- 
generated waves are presented. This study was stimulated by 
the need to verify the impact of nonlinear features of the 
surface that contribute to scattering at grazing incidence. 

A scanning laser slope gauge (SLSG) was used for 
measuring short waves of length 0.2-20cm, and frequencies 
up to 150Hz. A dual polarized (VV, HH) coherent pulsed Ku- 
band scatterometer with 3ns temporal resolution was used to 
obtain Doppler spectra of the scattered signals. The 
simultaneous time-series for wave slope and the scattered 
signal, both the local Doppler frequency and amplitude, were 
measured along a long wave profile. Due to their different 
phase velocities, two-dimensional space-time filtering could 
be used to separate the free and bound capillary waves, 

Both types of waves were found to co- and counter- 
propagate relative to the direction of the dominant wave 
propagation. Measurements of the Doppler frequency and 
amplitude of a scattered signal are consistent with this 
classification of the wave field and reveal Bragg-scattering 
for both types of waves. Wave breaking at the crests of the 
long wave packets is a possible source of the observed 
scatterers. 

INTRODUCTION 

This study is a continuation of previous laboratory 
measurements in the SIO wind-wave tank of dual-polarized 
Ku-band scattering at grazing incidence (Rozenberg et 
al., 1995,1996) [1,2]. Recent laboratory measurements of Ku- 
band scattering at grazing incidence from wind waves showed 
that the Doppler spectra of a scattered signal have a bimodal 
structure. While the first low-frequency part of the spectrum 
corresponds to the Bragg scattering from the free capillary 
waves, the high-frequency part appears to be associated with 
scattering from bound capillary waves at the crests of the 
dominant waves. To verify this interpretation and better 
understand scattering from the bound waves, laboratory 
measurements of Ku-band scattering at grazing incidence 
from steep short waves, as well as the fine space-time 
structure of the waves were made in wind-wave channels at 
Scripps Institution of the Oceanography (SIO) and Delft 
Hydraulics Laboratory. The primary goal of the present study 
is to measure simultaneously the parameters of the scattered 
signal and the fine space-time structure of the short waves, 

with the aim of separating free and bound waves. This work 
was done in several stages. At first mechanically-generated 
steep periodic (4 to 6Hz) waves were used to generate bound 
parasitic capillary waves in the SIO channel. Next wind- 
generated bound parasitic waves in SIO channel were 
produced. Finally, like Trizna et al.,1993 [3], who used a 
combination of Is paddle waves and wind waves to 
accentuate the non-linear features of the short waves, located 
on the crests of the long waves, we used a combination of 3s 
long waves and wind waves to provide non-linear short waves 
in the lOOm-long Delft Hydraulic channel. 

EXPERIMENTAL METHODS 

The experiments were conducted in the SIO glass-walled 
channel, which is 28.7 m long, 0.5m wide, and filled to a 
depth of 0.6m with fresh water, and in the Delft Hydraulics 
Laboratory channel, which is 100m long, 8m wide, and 2.65m 
in height. A coherent, 14 GHz (A^=2.1cm), dual-polarized, 
pulsed (3ns pulse width) scatterometer was used for 
obtaining the amplitude and frequency of the scattered signal. 
The scatterometer is described in detail in Rozenberg et. 
al.[l]. The scatterometer's antennas were fixed 40 - 140 cm 
above the water surface, with the grazing angle varying from 
6 to 45 degrees. The SLSG was designed for measuring short 
waves with lengths from 0.1 to 20 cm and frequencies up to 
150Hz. The SLSG consists of an underwater laser and 
scanner assembly, and the position-sensor assembly above the 
water surface. The 60kHz sampling rate produced two 
50x300 pixel space-time images every second. 

RESULTS 

a) Periodic bound parasitic waves Measurements for both 
VV and HH polarizations and upwave-downwave directions 
of illumination at grazing angles from 5 to 30 degrees and 4, 
5, and 6Hz waves with steepness AK up to 0.5 were taken. 
Typical samples of simultaneous time series from the laser 
slope gauge and HH and W scattered signals for 5Hz initial 
waves, 15 degrees grazing angle and upwave direction of 
illumination are presented in Fig.la. Note the presence of 
parasitic capillary waves for the slope time series: sets of very 
short and steep waves near the crest of each longer wave 
(Longuet-Higgins, 1995; Fedorov & Melville, 1997) [3,4]. 
The presence of high intensity harmonics (up to the 16th) is 
typical for slope spectra for such waves (see Fig.la). The 
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presence of higher harmonics is noticeable also in the time- 
series and spectra for HH and VV signals, but differences are 
also obvious. While the harmonics of the slope spectrum 
decrease monotonically out to the fifth harmonic, in the 
scattered signals the intensity of the Bragg component (n=4, 
AB=1.25 cm.) for both HH and VV is dominant. The 
wavelength of Bragg-resonant component and its Doppler 
shift can be found from the equations: 

X0 =2^ cosy        FD=^cosy = FB 

where X0 is the microwave length, Xß is the Bragg-resonant 

wavelength, \)/ is the grazing angle, Fp is the Doppler shift, 

and C and Fß are the phase velocity and frequency of the 

Bragg-resonant waves. In every case, both HH and VV 
scattering by parasitic bound waves is consistent with Bragg- 
resonance. 

b) Wind generated bound parasitic waves 
The corresponding data for wind waves generated by a 5ms"1 

wind at 6m fetch is shown in Fig.lb. Here again the presence 
of bound waves on the primary wind waves is evident (see 
slope time series in Fig.lb). In this case, due to the quasi- 
random nature of the wind-waves, the harmonics in the slope 
spectra are not as well-defined as in the case of the 
mechanically-generated periodic waves (Fig.la), but 2-D X- 
T images from the SLSG (not shown here) reveal the 
presence of "fast" bound waves. Both the time series and the 
Doppler spectra for the scattered signals again show strong 
evidence of Bragg scattering dominating around n=4, 
fcB=1.25cmand FB=25Hz. 

c) Wind- and Mechanically-Generated Waves (Delft 
Hydraulics channel) Measurements for both VV and HH 
polarizations and upwind-downwind directions of 
illumination at grazing incidence angles from 6 to 25 degrees, 
wind speeds from 2 to 12.5 ms"1 and 3-sec long waves with 
AK = 0.05, 0.1, 0.15 were made. A sample of simultaneous 
time series of the laser slope gauge, HH and VV scattered 
signals, as well as corresponding spectra, are presented in 
Fig.lc (upwind look direction , AK=0.1, wind speed 5ms"1). 
The existence of both free short waves in the trough of long 
waves and strongly nonlinear bound waves in areas 
associated with the front slope of the long waves can be 
observed in the 2-D X-T images from the SLSG (not shown 
here). It should be noted that the phase velocity of these short 
waves is equal to (bound to) the phase velocity of the initial 
3Hz long waves. The HH and VV mean Doppler spectra 
(Fig.lc) are very broad; a result of the presence of many 
spreading factors (random wind-wave field, orbital velocity of 

the long waves, shadowing, ...) and Doppler peak 
frequencies, corresponding to free and bound waves cannot 
be easily separated. A spectrographic presentation (local 
Doppler spectra versus time) reveals the Bragg-resonant 
nature of scattering for both free and bond waves in this case 

CONCLUSION 

1. Laboratory measurements of Ku-band scattering at grazing 
incidence, as well as fine space-time structure of the short 
surface waves are presented. 

2. Mechanically-generated periodic bound parasitic waves, 
wind generated free and bound waves in a small wind-wave 
channel, and combined mechanically-generated long waves 
and wind waves in a large wind-wave channel were used as 
sources of scattering. 

3. It was found that the short surface wave slope field could 
be separated into short fast bound parasitic waves, and free 
gravity-capillary waves. Measurements of the Doppler 
frequency and amplitude of the scattered signal are consistent 
with this classification of the wave field and reveal Bragg- 
scattering for both types of waves. 
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ABSTRACT 

Backscatter characteristics of 2.3m waves breaking in wave 
groups have been investigated with a c-band FMCW radar (7.5cm 
range resolution) in the large wind-wave tank of the University of 
California, Santa Barbara. The purpose of these experiments was to 
determine the hydrodynamic sources of the sea spike and its 
structure. This paper covers the experimental subset of mechanically 
generated breaking waves with the 15% highest radar cross sections 
(RCS) in horizontal copolarization (HH). Four phases of the 
breaking process with distinct hydrodynamic characteristics were 
identified and correlated with synchronous radar data. 

In addition to RCSs of more than lm2 the breaking waves 
displayed concurrent copolarization ratios (HH/VV) exceeding 
20dB. Synchronous high speed video images showed that these 
peak values appear just after a plunging jet developed at the breaker 
crest, well before it hit the front face of the wave. Focusing of the 
electromagnetic energy on the jet by the parabolic front face of the 
breaking wave is suggested as a mechanism yielding both high HH 
returns and high HH/VV ratios. The Doppler speed of the HH peaks 
is 80% of the initial wave speed c0. 

INTRODUCTION 

"Seaspikes" are events of high radar cross section and 
short duration observed in low grazing angle radar 
backscatter from the ocean surface. They are also called 
"anomalous returns" because their high CTHH/aw (HH/VV) 
ratio cannot be explained with the standard composite model 
for ocean backscatter. It is known that seaspikes are 
associated with breaking waves, and sometimes with wave 
group breaking [1], and that they have their own 
characteristic structure [2], but details are missing. To 
investigate both the cause and structure of sea spikes, 
backscatter experiments in fresh water have been conducted 
in   the   controlled   environment   of   the   UCSB-Ocean 

Engineering Laboratory large wind-wave tank, 4.3m wide 
and 53m long, Fig. 1, utilizing waves from l-4m long, 
breaking in wave groups. For these experiments a high 
resolution, polarimetric FMCW radar [3], at a grazing angle 
of 6° was used, close to the minimum reflection coefficient of 
vertical polarized electro-magnetic waves at 5 GHz, the radar 
center frequency. 

The specific purpose of these experiments was to 
correlate high-resolution polarized backscatter with detailed 
observations of the wave processes as they occurred, and 
thereby to determine as precisely as possible the 
hydrodynamic sources of the sea spike and its temporal 
structure. 

INSTRUMENTATION 

The FMCW c-band radar [7], is calibrated, linearly 
polarized, and has a range resolution down to 3.75cm. In the 
experiments described here the radar was used with a chirp 
from 4-6 GHz, corresponding to a range resolution of 7.5cm. 
Horizontal and vertical polarizations are transmitted 
alternately, with a combined pulse repetition rate of 1kHz. 
The 3dB beam width is 0.5m at the center of the footprint at 
10m range. 

Radar synchronous surface truth instrumentation 
consisted of a side looking lkfps digital video camera, two 
regular 60 Hz video cameras, a 5fps 35mm camera and a 
wave wire array with 14 wires. The high-speed camera 
focused at the center of the tank at 10m range and covered an 
area of roughly 0.5m in range. The wave wire array was at 
the side of the tank allowing us to profile the waves at 8-12m 
range from the radar. 

Hydraulics 

Figure 1: Large Wind-Wave-Tank at the University of California, Santa Barbara. The radar test section is at 10m range. 
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WAVES EXPERIMENTS 

A programmable wavemaker generated three free gravity 
waves, including an initially dominant central (carrier) wave 
plus two low energy sidebands differing from the carrier 
frequency by (±) about 10%. This three wave system evolves 
continuously down tank as a consequence of non-linear 
(Benjamin-Feir) instability [4], the sidebands gaining energy 
at the expense of the carrier waves; strongly modulated wave 
groups result, each containing about five waves, depending 
on wave steepness. Individual waves passing through the 
strong central peak of these wave groups, are caused to 
deform with strong front face steepening and then to break 
[5], with the formation of small plunging jets at the wave 
crest, Fig 2. 

The initial sideband steepness, (ak)0, was adjusted so that 
the waves broke energetically at fetch 40m (10m range to the 
radar) as well as repeatedly at somewhat shorter fetches. 
Observations show that after some duration of wave making 
the strength of these breaking events and the appearance of 
the breakers varies widely, and seems determined both by the 
phase of the individual wave relative to the wave group peak, 
and by turbulent scars left in the water by previous breakers. 
Neither do the waves generally break in a strictly two 
dimensional pattern across the tank, cyclical patterns being 
observed in which alternate breaking occurs at the sides and 
then at the tank center in the narrow radar footprint. The 
center breakers were energetic and strongly resemble the kind 
of three-dimensional breakers observed in the open ocean, 
[6], and these were used during the present tests. 

In the process of breaking at the group peaks, the waves 
first deform, the front face steepening and becoming 
increasingly concave and eventually vertical near the crest, 
which continually sharpens, with the eventual formation of 
small transverse scallop-like instabilities; this we call the 
STEEPENING-CRESTING phase, Fig. 2a. This is followed 
by the PLUNGING JET phase, wherein a small jet forms at 
the crest, Fig. 2b, grows, Fig. 2c, and plunges downward until 
it touches the concave front surface of the wave, Fig. 2d, at a 
point generally lower than the crest by not more than 40% of 
the total wave height, depending on the breaker strength. 
This begins the SPLASHING-PLOUGHING phase, Fig. 2e, 
wherein the plunging jet, with a severity depending on its 
strength, enters the water moving forward and downward, 
entraining air to some depth, and ahead of it throwing water 
upwards and forward due to a strong plowing action, Fig. 2f. 
The now submerged jet in this way creates a new front ahead 
of it, followed by a strongly turbulent region between this 
new front and the old wave crest, Fig. 2g. With the 
subsidence of the active splashing jet and its turbulent 
underwater structure, a weaker turbulent DECAYING SCAR 
phase ensues in the water, Fig. 2h, in which the scar moves 
more and more slowly and less energetically relative to the 
wave, resulting finally in quieting of the surface and the 
formation in the ocean of a thin foam layer until another 
breaking cycle occurs in the same vicinity. 

A large number of synchronized experiments using 
waves from l-4m long, and initial steepnesses, (ak)0, from 
0.12 to 0.20 have been carried out, and the statistical 
variation in returns studied, including some effects of wind. 
For present purposes, a data subset of the 15% highest radar 
cross sections (RCSs) of 2.3m waves, (ak)o = 0.165, no wind, 
were used. These generally produced maximum RCSs well 
above Im2 in HH (equivalent in these experiments to 
normalized cross sections over 30dB) with concurrent 
HH/VV ratios exceeding 20dB, which correlated with the 
appearance of energetic breaking jets. 

RESULTS 

Surface truth data, such as photos and video images have 
been omitted from this paper for space reasons. Instead Fig. 2 
shows silhouettes of a typical breaking wave from the data 
subset described here. The letter indices are used to correlate 
the wave shapes with the range-time diagrams in Figs. 3-6. 

Figure 2: Different phases of the breaking process of a 2.3m 
plunging breaker. The shapes were sketched from video 
images. 
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Figs. 3-7 show radar data of a single breaking wave. Figs. 3-6 
show range-time diagrams of amplitude and speed of the 
copolarizations,. Fig. 7 shows range integrated cross-sections 
of HH and VV on top and the HH/VV ratio on the bottom. 

In the STEEPENING-CRESTING phase, non-compact 
targets first appear in a spatial region around and in front of 
the wave crest, which narrows with time as jet inception is 
approached, Figs. 2a and 4, coincident with rapid steepening 
of the front face of the wave; the peak RCS in this region 
rises some 15dB above background in HH and lOdB in VV, 
while HH/VV rises quickly to about OdB, Fig. 7. This is 
accompanied by an increase in both HH and VV Doppler 
speeds from the speed of Bragg waves in the wave troughs, to 
values consistent with Bragg wave convection by increasing 
orbital velocities near the steepening crest. This is followed 
by a further increase of above lOdB in HH, 5dB in HH/VV, 
and increases in Doppler speed to about 80% of the linear 
wave speed, c0(1.89m/sec for a 2.3m wave), while a compact 
target emerges somewhere near the wave crest. 

Peak HH and HH/VV ratios appear in the PLUNGING 
JET phase, in which there occurs within 5-10% of a wave 
period a rapid rise of over lOdB in HH to RCSs between 1- 
10m:, with rises in local HH/VV to over 25dB, while the 
Doppler speed remains at about 0.8c0. This initial peak is 
often   but   not   always   followed   by   several   concurrent 

oscillations in both HH and HH/VV, which however always 
remains well above OdB, and an increase in Doppler speed to 
values around c„. See Figs. 5 and 6. The target is compact 
throughout (3dB width in range is about 7.5cm). 

In the SPLASHING-PLOUGHING phase, multiple 
targets appear in range within a slowly widening region, 
which can be somewhat correlated with the splash structure 
on the water between the original crest and the new front. 
The HH Doppler speeds remain around c0 and partially 
higher, while the VV speeds later in the phase, decline from 
that value. The highest Doppler speeds of the breaking 
process, reaching 1.3c(„ are seen in front of the track, with 
cross sections in HH 5-10dB below the peaks in the previous 
phase. The HH and VV returns seem to de-correlate, a 
stronger structure appearing in HH. Returns in HH drop into 
a range roughly between 0.1 and lm: and about lOdB lower 
in VV and even 20dB lower at HH peaks. Unusually large 
HV/VV ratios of OdB are observed. 

As the deformed, broken wave disappears in the 
DECAYING SCAR phase to be replaced by an HH invisible, 
unbroken wave, cross-sections slowly return to background 
values, somewhat faster in HH, and the HH/VV ratio returns 
to values between 0 and -lOdB. The Doppler speed drops to 
below lm/sec. 
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INTERPRETATION and CONCLUSIONS 

At the onset of wave deformation and front face 
steepening, between points (1) and (2) in Fig. 7, HH & VV 
Bragg return from the turbulence ruffled wave face, in a 
narrowing but finite region, in front of the wave crest, Fig. 
2a, grows rapidly as the incidence angle between the radar 
vector and the front face of the wave increases. The fact that 
the steepening wave is almost invisible in HH in early 
CRESTING is due to the small scale of the surface roughness 
and the low angle of incidence. The only cause of roughness 
in the absence of wind being previous breakers, these 
relatively small disturbances can only be detected with VV 
because the sensitivity to Bragg of VV exceeds HH at small 
angles of incidence by several orders of magnitude. The 
growing Doppler speed in this region is evidence of the 
increase in wave orbital velocities as the wave steepens. 
Eventually HH/VV approaches OdB suggesting incidence 
angles well beyond 45"; the concurrent HH RCS is about 0.01 
m:. 

With the sharpening of the wave crest, and as the front 
face approaches 90" incidence locally below the wave crest, 
and with the appearance of vertical, instability structures at 
the crest, the RCS in both HH and VV increases substantially 
beyond the Bragg return, see pt. (3) in Fig. 7. We 
hypothesize that this is due to scattering from the wave crest 
region, which appears as a compact target, resulting in 
HH/VV somewhat greater than OdB and with HH RCS 

around 0.1 m\ 
phase. 

This ends the STEEPENING-CRESTING 

The VV RCS reached at the end of this last phase are on 
average not enhanced in the next, PLUNGING-JET phase, 
suggesting a continuation of direct scattering from the crest 
region, but now including the jet which emerges there. In 
contrast to VV, however, the rapidly enhanced HH RCS 
(1-10 m:) and extremely high HH/VV ratios (exceeding 27dB 
locally) which accompany jet plunging, see pt. (4) in Fig. 7, 
suggest a different HH scattering source and mechanism than 
in previous phases. This compact source of scattering seems 
most likely to be the plunging jet itself, which has a thickness 
of the order of 1 cm and lengths from 1-10 cm, although 
subject to aeration and fragmentation. 

The continuous rise in HH, combined with extremely 
high values of HH/VV virtually guarantee that this compact 
target is being observed by the radar in HH along multiple 
paths, involving reflection between the radar and the target 
from the water surface, while VV is absorbed at these low 
grazing angles. This explanation of the "anomalous" HH/VV 
ratios was offered long ago [8]. The simplest multiple path 
model, an isotropic target above flat water, with Brewster 
damping, predicts a maximum HH/VV cross section ratio of 
about 14dB. This old model has been cited very recently in 
an investigation of sea clutter [9]. The observation of HH/VV 
ratios as high as 27dB in these experiments, with frequent 
observations of range integrated values of 20dB at HH peaks 
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Figure 7: Range integrated cross sections of the wave in figure 4-6. Bottom HH/W ratio. 

following jet formation, requires an additional and separate 
explanation. Here the existence of a continuously concave 
front face of the breaking wave, approximating a parabola, 
with the plunging jet passing through the focal region, 
suggests a strong focusing effect of incident HH radiation 
near the surface of the wave face and in the region of the jet. 
The effect of focussing varies substantially from wave to 
wave depending on the shape of the front face and the 
strength of the breaker. 

The SPLASHING-PLOUGHING phase displays the 
highest Doppler speeds of the breaking process, reaching 
1.3c0. These high speeds, seen in the front of the target track, 
are caused by the water thrown forward by the ploughing jet. 
The large HH returns and structures often seen in this phase 
are caused by various parts of the breaking wave. Early on, 
they originate from the jet, later they are associated with the 
formation of the new wave crest which has been ploughed 
upwards by the submerging jet, Fig. 2e&f. This crest can be 
seen in HH and VV moving forward down the concave wave 
face, followed by a highly turbulent region visible as 
oscillatory W return. 
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Abstract - The objective of this paper is to investigate 
the impact of a multiscale roughness description on the 
surface radar backscattering response. Surfaces are 
generated using a 2-D fractional Brownian motion process. 
A Monte-Carlo e.m. simulation based on the Kirchhoff 
tangent plane approximation is used to derive the 
backscattering coefficient. Numerical results are compared 
with backscattering coefficients obtained by means of the 
IEM model. Exponential, Gaussian and Hybrid 
autocorrelation functions are considered. 

comparison between numerical results and backscattering 
coefficients based on Integral Equation Model (IEM) [3] is 
carried out. 

The next section addresses the surface generation and 
concurrent statistics. Subsequently, the Monte Carlo 
approach is presented. Finally, results are discussed and 
compared with IEM. 

SURFACE GENERATION 

INTRODUCTION 

Over the past few years, the e.m. backscattering from 
rough surfaces has been extensively investigated for the 
interpretation of Synthetic Aperture Radar (SAR) data in 
remote sensing applications. Rough surfaces have been 
traditionally described as bidimensional stationary 
Gaussian random process with an associated 
autocorrelation function. According to this description, 
statistical parameters characterizing the e.m. response of 
random surfaces are the height profile std (s) and the 
correlation length (Z). However, the analysis of ground 
measurements carried out over different European test sites 
indicates that natural surfaces generally show self 
similarity properties [1]. 

The objective of this paper is to investigate the effect of 
a more realistic roughness description on the surface 
backscattering response. To reach this goal, a Monte Carlo 
simulation based on the Kirchhoff e.m. approximation has 
been implemented. However, Kirchhoff approximation 
approach requires to restrict the study to the case of 
moderately smooth surfaces. They are generated as a 
fractional Brownian motion (fBm) processes by using the 
successive random addition algorithm (sraa) [2]. 
Copolarized backscattering coefficients for a set of 
different geometrical and physical surface states are 
numerically derived. In order to assess to what extent 
backscattering from self-similar surfaces may be correctly 
described   by   classical    asymptotic   e.m.    models,    a 

Using the sraa, a set of fBm surfaces with Hurst 
exponent H=0.4 were generated on 1024 x 1024 square 
grids. 

Bidimensional   fBm  is   a  random  process   z = z(x) 

[x = (x, y)) with the following variance 

([z(x2)-z(Xl)]2) = S2\x0 •xA (1) 

where s is a constant and 0<H<1 is called the Hurst 
exponent. The important property of such a process is that 
its increments are self-similar with parameter H: 

Vr>0 z[x)-z{x0) and -*— H 

are statistically indistinguishable V3c0and Vic. 

Basically, the two dimensional sraa consists of 
calculating the appropriate altitudes on corners and 
midpoints of the initial square grid and then keeping on 
repeating the procedure for each sub square obtained by 
subdividing the initial grid. More precisely, at the generic 
n subdivision, firstly the midpoint height of each square is 
determined by averaging the corresponding corner 
altitudes, secondly a Gaussian random variable x having 
variance 

(V)- s2r2nH 
(2) 

is added to all points. As discussed in [2], the algorithm 
permits a degree of freedom by choosing r which 
determines the sharpness of surface peaks, to a certain 
extent. 
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Fig.2: Estimated correlation length over different spatial scales 

In our case, a value of 7=1/2 was selected. For the 
selected Hurst exponent and when s =2.5, 2, 1.5, 1 and 0.5 
cm, a value of r=l/2 provides surfaces with estimated 
average radius of curvature of 8.0, 10.0, 13.3, 20 and 40 
cm respectively. As an example, Fig. (1) shows the 
measured distribution of radii of curvatures for s=l cm. A 
consequence of the surface self similarity properties is that 
a fundamental spatial scale characterizing the surface does 
not exist. In fact, the classical statistical parameters 
estimates, namely profile height std and correlation length, 
are dependent on the profile length over which they are 
estimated. Fig. (2) shows the estimated correlation lengths 
over different spatial scales. 

MONTE CARLO SIMULATION 

Scattering coefficient can be defined in terms of the 
incident and scattered electric field by the expression: 

47t#o Re E PH\ 'Tl, 

AoRe{|£0|
2/Ti;} 

(3) 

where A0 is the illuminated area, R0 is the distance from the 
point of observation, s indicates the quantities related to the 
scattered wave and the scattering medium, h, and hs are the 
intrinsic impedances of the media. 

For an e.m. wave scattered by a generic surface S, the 
far field expression is: 

E' = Knsxj[(nxE-r\snsx(nxR))]eik'TnsdS (4) 

where E and H are the total electric and magnetic field 

vectors at the surface boundary, K = -jkse~jksR° I (47ii?0), 

ks and fis are the incident radiation wavenumber and the 

scattered wave unit vector, respectively. The vector n is 
the normal of the surface element dS. 

The Kirchhoff approximation is based on the assumption 
that at any boundary position, the surface S may be locally 
well approximated by its tangent plane. Under this 
hypothesis, fields at the boundary may be calculated as the 
sum of the incident and geometrically reflected fields. In 
fact, they depend only on a local process and every 
interaction between fields in different points of the surface, 
like multiple scattering, is not accounted for. 

However, such an approximation is valid only if the 
curvature radii is larger than incident wavelength. 

Assuming E' = a£0 expC-j'&n,- • r) is the incident electric 

field and considering the local coordinate system given by 

t = n, xn/| ii, xn | 

d = n, x t 

n, =txd, 

the tangential components of surface fields are: 

ii x E = [(1 + Rh )(a ■ t)(n x t) - (1 - Rv )(n • ii, )(a • d)t]£0 (5) 

rh (A x H) =-[(1 - fl„ )(n • n,. )(ä • t)t + 

(l + /?v)(ä-d)(Äxt)]£0 

(6) 

where /?, and R are the Fresnel coefficients for the local 
incidence angle. 

In the simulation, a numerical integration over surfaces 
100 X x 100 X. has been performed to calculate (4). A 
surface sampling of A/10 has been found to provide the 
best balance between computing time and accuracy. In 
addition, a Gaussian tapering function has been used to 
overcome the effects of the truncated surface edge. 

The backscattering response of a random surface is a 
stochastic process such as real and imaginary part are 
independent Gaussian variables (although the distribution 
can be not Gaussian under specific assumption). The 
scattering coefficient a0 is then exponentially distributed 

(i.e.       p(a°) = -a"lä" ).   To   obtain   an   acceptable 

estimates of a0, many values over independent samples 
must be averaged. The independent samples are obtained 
by using different realizations of a given statistics. If the 
surface dimensions are much larger than the wavelength 
and than the correlation length, independent samples may 
be also obtained by imaging the surface with different 

720 



azimuth angles. In our simulation, each value of a" results 
from the average of 24 realizations. 

Since the average of n exponential distributed variables 
is distributed like a 2n-degrees of freedom chi-square, 
averaging cross section over 24 realizations gives a 95% 
degree of confidence between the interval a0-1.8 and 
<T0+1.6 dB. 

The simulation was preliminary validated over a set of 
Gaussian correlated surfaces by comparing numerical 
results with backscattering values derived by means of 
IEM. 

RESULTS AND DISCUSSION 

For different roughness and dielectric conditions of self 
similar surfaces, numerical estimates of copolarized 
backscattering coefficients at 5.3 GHz have been 
computed. The angular range between 10° and 50° has 
been investigated. In order to compare the numerical 
results with IEM, profile std and correlation length have 
been estimated over three different spatial scales: 170 cm, 
300 cm and 560 cm. To get reliable estimates the used s 
and / values have been averaged over a large number of 
independent samples. In addition, three different 
autocorrelation function have been considered, namely 
Gaussian, exponential and hybrid function. The hybrid 
case is intermediate between Gaussian and exponential. It 
is characterized by two correlation lengths, namely lc and 
lE. This degree of freedom permits the use of one 
correlation length as a fitting parameter. 

As general result, a better agreement has been found for 
s and / estimated over 770 cm. However, significant 
differences are observed between numerical results and 
IEM whatever the correlation function (ACF) is. As an 
example, for HH polarization Figs. (3) and (4) display the 
comparison between simulated data and IEM (with 
exponential ACF), in the case of s=l cm and s=2 cm, 
respectively. In both cases, simulated CT0 decrease faster 
than those predicted by IEM at small angles and slower at 
large angles. In addition, IEM backscattering values 
calculated for a Gaussian autocorrelation function are 
much lower than simulated data. For W polarization the 
trend is the same. Finally, for s=2 cm Fig (5) shows the 
comparison between simulated and IEM results in the case 
of hybrid ACF. Two different values of la have been 
tested: lG=0.3 I and lG=0.6 I. In both cases important 
differences still remain. 

In conclusion, our results show that when assuming a 
self similar roughness state the backscattering trend shows 
significant differences from the trend shown by classical 
e.m. models coupled with the standard roughness 
description. Future work will be dedicated to improve 

direct     forward     models     incorporating     appropriate 
description of natural surfaces. 
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ABSTRACT:— This paper discusses the choice of a 
processing algorithm for the ENVISAT Alternating Polar- 
ization (AP) mode Single Look Complex (SLC) product 
to be used for Interferometric SAR. The chosen algorithm 
is a modified phase preserving Range Doppler approach. 
The processed Doppler bandwidth is made equal to four 
burst bandwidths (multi-burst processing) so as to keep 
as much of the signal information as possible while main- 
taining radiometric quality. The resulting product has a 
modulated impulse response but contains all the necessary 
information required for Interferometric SAR. 

1     INTRODUCTION 

This paper discusses the choice of processing algorithm 
for the Alternating Polarization (AP) mode Single Look 
Complex (SLC) product to be generated by the ENVISAT 
Advanced Synthetic Aperture Radar (ASAR) generic pro- 
cessor. The ASAR generic processor is part of the ESA 
ENVISAT Payload Data Handling Station. The require- 
ments for this product will be discussed in light of In- 
terferometry (InSAR) being the primary application. In 
the ENVISAT AP mode the ASAR sensor operates in a 
single swath burst mode within any one of the seven possi- 
ble swaths. The polarization of the transmitted pulses are 
selectable but fixed for a scene and the received bursts al- 
ternate between polarizations. The resulting possible po- 
larization combinations for the two channel product are 
(HH, VV), (HH, HV), and (W, VH) where V is vertical 
polarization and H is horizontal. 

There are unique complications and limitations inher- 
ent to burst mode data, especially when precision phase 
preservation is required. In addition, when the AP SLC 
products are "systematically" generated by the ASAR 
processor there is no specific knowledge of what other data 
set this product may be paired with at some future time 

to do InSAR. This requires that the product be as ver- 
satile as possible. For example, InSAR can be done with 
two suitably aligned AP SLC products or one AP SLC 
and one non-bursty (image mode) SLC of the same beam. 

Two classes of processing algorithms were evaluated 
as candidates for processing the AP SLC product within 
the ASAR processor: single burst, and multi-burst ap- 
proaches. 

Single burst algorithms only use one of possibly several 
bursts to generate each output image point [1]. Multi- 
burst approaches use more than one, summed coherently, 
which results in more Doppler bandwidth being processed 
for each target in the image [2]. 

2     AP SLC PRODUCT 
REQUIREMENTS 

The image quality requirements for the AP SLC prod- 
uct are derived from the typical requirements for a non- 
bursty SLC product which includes phase preservation 
and adequate focusing. Many SAR processing algorithms 
claim that they are "phase preserving", meaning that the 
phase is preserved only at the peak of the impulse re- 
sponse, but the phase may have undesirable properties 
across the impulse response. For InSAR, this phase vari- 
ation across the impulse response is also an important 
consideration, and it is necessary at least to have a com- 
mon variation in the two SLC products. Furthermore, 
the Doppler spectrum that is used for processing must be 
common to both images in order to maximize the inter- 
channel correlation. Any disjoint portions of the spectra 
will degrade the performance of the interferometer. 

The following features are therefore desirable for the 
AP SLC product: 1) the phase is preserved at the peak 
of the impulse response. 2) The phase and frequency are 
continuous functions across the impulse response. 3) All 
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the required Doppler spectrum information for success- 
ful interferogram generation is available. 4) The impulse 
response shape and radiometry is appropriate for image 
interpretation and information extraction. 

It has been determined that it is not possible to fully 
satisfy all these requirements simultaneously by a single 
algorithm. This is due to fundamental limitations in the 
burst mode data and the operational scenario of the AP 
SLC product. This will be discussed in the following sec- 
tions. 

3     SINGLE BURST PROCESSING 

In the case of the AP mode, the azimuth aperture cov- 
ers a little more than five burst durations. Any one target 
is captured from two to three bursts in the same polar- 
ization. Due to the time-frequency coupling inherent to 
linear FM signals the spectrum for a given ground target 
is also bursty. The location of the bursts in the spectra 
for a particular target depend upon the relative location of 
the target to the burst train in the time domain. In single 
burst processing algorithms only one of the possible bursts 
are used to focus any given ground point. In this case, the 
Doppler centroid (effective energy centroid) for a given 
ground target will depend upon the relative location of the 
target to the burst time-line and the choice of the burst 
for focusing that target. In the case of Range Doppler 
(RD) processing the slope of the phase ramp across the 
impulse response depends upon the Doppler centroid fre- 
quency. Therefore, for bursty data processed using an RD 
type single burst approach, the slope of the phase ramp 
will change along the image. 

Any single burst processing algorithm, such as the 
modified RD [1], or the single look SPECtral ANalysis 
(SPECAN), can output a series of targets along azimuth 
from a burst but then the processing has to skip to another 
burst to output the next series of targets. Since the spec- 
trum has gaps, there are discontinuities in the Doppler 
centroid along the image. This leads to phase and fre- 
quency discontinuities across the impulse response. 

If a single burst algorithm is used to "systematically" 
process two passes of AP mode data independently, the 
skips in the Doppler spectrum will, in general, occur at 
different locations. This results in periodic strips in the 
images where the Doppler spectra are disjoint and InSAR 
can not be performed. For this reason single burst algo- 
rithms are not suitable for this operational scenario. Sin- 
gle burst approaches can be appropriate for the case where 
both data sets are processing from the raw data with a 
priori knowledge of the other burst train and Doppler cen- 
troid, or when the AP SLC is paired with a non-bursty 
SLC product. 

4     MULTI-BURST PROCESSING 

Another approach is to focus all the available bursts 
for a given output point simultaneously (in other words, 
process the full Doppler bandwidth). This ensures that 
all the Doppler spectrum available is maintained for a 
given target. This can, and in the ASAR processor case 
must, be done independently for both passes. But, there 
will still be disjoint portions of the spectrum due to burst 
timing misalignment and differences in the Doppler cen- 
troid between passes. During InSAR processing, azimuth 
varying bandpass filters can be used to select out common 
continuous spectral regions from each image [3]. 

In the range Doppler implementation of this approach 
the alternate polarization raw data lines are zeroed out 
prior to the azimuth Fast Fourier Transform (FFT) (only 
one polarization is processed at a time). The non-zero 
bursts are coherent because of the uniform pulse repeti- 
tion frequency for AP mode. Azimuth processing proceeds 
with a forward FFT, followed by a matched filter multi- 
ply and an inverse FFT. This is similar to the multi-burst 
algorithm proposed in [2]. Since all the Doppler spectrum 
information is maintained InSAR processing can perform 
azimuth varying bandpass filtering of two passes to ex- 
tract common continuous Doppler spectra. 

This approach satisfies the requirements for InSAR pro- 
cessing but the impulse response of the product suffers 
from modulation artifacts in the form of spikes bounded 
by an envelope equal to the ideal impulse response ob- 
tained by processing one burst [2]. The modulation arises 
from the fact that the spectrum of each target is seg- 
mented in the inverse FFT. The modulation disappears 
in the InSAR filtered images because the filtering selects 
out a single continuous spectrum for each target which 
restores the sine-like impulse response. 

The AP SLC product will suffer from radiometric scal- 
loping if the full Doppler bandwidth is processed. This 
is due to there being a different number of bursts or par- 
tial bursts used to focus the targets. This banding can be 
removed by modifying the processed azimuth bandwidth 
with range. If the processed bandwidth is exactly four 
times the burst bandwidth then there will always be the 
energy from two bursts captured. Therefore, when the 
inverse beam pattern is applied and there is no weighting 
applied to the matched filter the total energy processed 
for each target will be the same. The truncation of the 
spectrum by the rectangular window will either capture 
two complete bursts or will capture one complete burst 
and two partial bursts. In the latter case the two partial 
bursts add up to a full burst of energy. Since the burst 
bandwidth is range dependent, the processed bandwidth 
must be adjusted across range. This results in less of the 
total available Doppler bandwidth being retained for In- 
SAR. 
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Bandwidth adjustment leads to a more limiting con- 
straint on the possible differences in the Doppler centroid 
between two AP SLC products that can be used for In- 
SAR. In order for InSAR to proceed it is necessary to have 
an overlap between the processed bandwidths of the two 
images that is greater than two burst bandwidths plus the 
overlap of the bursts. This can be observed by comparing 
the two image spectra for a series of good targets. For 
example, if the bursts overlap by 75% then the necessary 
overlap in the processed bandwidths must be 2.75 burst 
bandwidths. Clearly, if there is no burst overlap then In- 
SAR is not possible. 

If the full five burst bandwidths are processed and as- 
suming 100% alignment then the Doppler centroids be- 
tween the two products can vary by up to two burst 
bandwidths. When bandwidth adjustment is used it can 
only vary by up to one burst bandwidth (this corresponds 
to about 250 Hz). Given the typically small changes in 
Doppler centroids between passes this limitation is not 
expected to pose a problem. 

In order to support InSAR azimuth varying bandpass 
filtering it is necessary to supply the following parameters 
in the product annotation: burst return time, time of the 
start of a burst for a specified polarization, Doppler cen- 
troid coefficients, azimuth FM rate coefficients, and zero 
Doppler time of the first output line. 

5     EXPERIMENTAL RESULTS 

The modified RD algorithm with bandwidth adjust- 
ment was implemented in the ASAR processor and tested 
using simulated point target data as well as reconditioned 
ERS data (to have AP characteristics). The impulse re- 
sponse characteristics were consistent with the analysis. 
For targets where two complete bursts were processed the 
expected single burst impulse response was modulated by 
a cosine with a frequency equal to the burst bandwidth. 
This results in a main lobe 3-dB width in seconds of about 
0.242/W where W is the burst bandwidth. The phase was 
linear across the main lobe. The maximum sidelobe level 
was about -3.5 dB. The integrated side lobe ratio was less 
than about 0 dB (large due to very high sidelobes). There 
were small perturbations about these numbers for targets 
which had only one complete burst and two partial bursts 
processed. 

The radiometric error was less than 0.15 dB in inte- 
grated point target energy compared between polariza- 
tions. When the ERS data was processed there was no 
scalloping. 

The "phase offset test" was also conducted. This in- 
volves processing two products where the only difference 
between the two is the location of the raw data within 
the input processing window. The input data is offset in 
both range and azimuth. The resulting images are then 

registered by an integral shift and the differential phase 
is computed and analyzed. For the case of a 200 sam- 
ple and 200 line offset the resulting standard deviation of 
the phase was less than 1 degree for a typical ERS scene 
and the mean was negligible (less than 0.004 degrees). 
When the phase offset test was performed on point target 
data sets the differential phase at the peak of the impulse 
responses was less than 0.05 degrees. This is similar to 
results obtained using non-bursty data sets which demon- 
strates the phase preservation of the algorithm. 

6     CONCLUSIONS 

In general, algorithms can be classified as either pro- 
cessing one burst per output point or algorithms that 
process multiple bursts. The single burst processing al- 
gorithms can maintain image quality but can lose vital 
spectral information required for InSAR. Multiple burst 
algorithms are more suitable for "systematically" gener- 
ated AP SLC products but have a modulated impulse 
response that varies along the image. 

For the specific case of the Alternating Polarization 
SLC product to be generated within the ENVISAT ASAR 
generic processor, a multi-burst modified RD algorithm 
has been selected, implemented and tested. It has been 
shown to satisfy the requirements of InSAR which is the 
target application. 
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ABSTRACT:— This   paper   presents   a   phase- 
preserving algorithm for processing ScanSAR data, based 
on modifications to the well-known RD algorithm. The 
azimuth compression stage is modified to isolate each tar- 
get's energy within the burst regimes. Analysis and sim- 
ulations verify the phase accuracy of the modified algo- 
rithm. 

1     INTRODUCTION 

Burst-mode or ScanSAR data collection is used in sev- 
eral SAR systems, such as Radarsat and ENVISAT, and 
a phase-preserving processing algorithm is needed if this 
data is to be used for interferometry [1]. 

For efficiency reasons, the SPECtral ANalysis 
(SPECAN) algorithm [2] is usually recommended 
for processing burst-mode data. SPECAN can be made 
to be phase preserving at the peak of the impulse 
response. However, the azimuth sample spacing is a 
function of the azimuth FM rate. 

The Range Doppler (RD) algorithm [3] is well proven 
for its efficiency and accuracy, including its ability to pre- 
serve phase. In this paper we describe a modification to 
the RD algorithm to allow it to process burst-mode data 
with accurate phase. 

2     ALGORITHM DESCRIPTION 

The basic RD algorithm is generally used to process 
continuous data. In this case, the phase of any target 
is preserved at the peak of the impulse response, and is a 
ramp function across the impulse response, with the slope 
of the ramp being a function of the Doppler centroid. A 
key point to note here is that all targets exhibit the same 
frequency versus time characteristics, since each target is 

"This work weis supported by the MDA/NSERC Industrial re- 
search Chair in Radar Remote Sensing 

swept by the same antenna beam in which the target is 
illuminated continuously. Therefore, ignoring the azimuth 
variation of the Doppler centroid, all targets in the same 
range gate occupy the same range of frequencies in the 
Doppler spectrum. As a result, each compressed target 
has the same phase ramp in the continuous mode. 

2.1     Spectrum of ScanSAR Targets 
This subsection examines the target spectrum for burst- 
mode data, and explains why the basic RD algorithm is 
not optimal in this case. Understanding the spectrum 
characteristics leads to the proposed algorithm. 

In this discussion, the burst arrangement of the EN- 
VISAT AP mode is used as an example. Let Tj be the 
burst duration as well as the burst separation, and let 
the beamwidth be 57j. Consider 16 equally-spaced tar- 
gets that lie in the same range gate after RCMC, denoted 
by Ti to Tie in Figure 1. The frequency excursions of 
these targets are shown in Figure 2. It is assumed that 
the PRF equals the full target bandwidth. Because of the 
data gaps, the spectrum of each target is segmented. 

To use the standard single-look RD algorithm, the data 
gaps must be zero padded. However, the following prob- 
lems are encountered: 

• The impulse response exhibits a "spiky" appearance 
[4] due to the rectangular modulation of the input sig- 
nal. The modulation is caused by processing across 
the zero padding, and the phase changes by ±7r when- 
ever the amplitude crosses zero. 

• The range of frequencies covered by each target is 
different as shown in Figure 2. In the RD algorithm, 
the same weighted matched filter is applied to all the 
targets, resulting in each target being weighted dif- 
ferently. 

With modifications to the basic RD algorithm, these 
problems can be solved. 
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Figure 1: Burst and Target Arrangements Figure 2: Target Spectrum 

2.2    The Modified RD Algorithm 

In the RD algorithm, the inverse transform part of the 
azimuth compression stage extracts target energy from 
selected stationary parts of the Doppler spectrum. In the 
modified algorithm, the IFFTs are placed so as to follow 
the specific time-frequency pattern of the burst mode cy- 
cles shown in Figure 2. The IFFT length is chosen so 
that if one full burst of a target is captured, no other 
energy of that target is present. The choice of IFFT 
length involves an efficiency/oversampling tradeoff, with 
zero padding and decimation used as appropriate [5]. 

Returning to the previous example, let AF be the fre- 
quency excursion of each target in a burst. Also, let four 
short IFFTs, each of duration 2AF, be positioned as in 
Figure 2. The IFFTs are denoted by Sx to S4. 

In Si, Targets T\ to T5 and T9 to T13 have one con- 
tiguous set of Doppler frequencies (one burst bandwidth) 
within the IFFT. After the matched filtering and IFFT, 
these complete targets will be kept as "good" ones and 
the other incomplete targets thrown away. Specifically, 
the good points to keep are: T\ to T4 and T9 to T12 in Si 
and S3, and T5 to T8 and T13 to Ti6 in S2 and S4. 

Note that only two IFFTs are needed to give complete 
coverage of the ground in this case, for example, the sets 
Si and S2, S2 and S3, S3 and S4, or S4 and Si. The data 
of the chosen pair is then stitched together to form a final 
Single Look Complex (SLC) product. At this point, three 
possibilities of data utilization are available: 

1. use one set only for an SLC product, 

2. coherently add each set to achieve interferometric 
phase smoothing, or 

3. detect and add each set to form a look-summed prod- 
uct for non-interferometric use. 

The placement of the IFFTs and the IFFT length can 
be adjusted to accommodate the various RADARSAT and 
EN VIS AT burst arrangements. 

The short IFFTs have a time varying band pass filter- 
ing effect, but without having to implement this time con- 
suming filter in the time domain. Also, since the IFFTs 
capture the full burst energy of each good target in the 
Doppler spectrum there is no additional radiometric arti- 
fact due to the processor. 

3    ANALYSIS OF RESULTS 

Using mathematical analysis, an expression can be 
found for the amplitude and phase of the compression of 
an arbitrarily-placed point target. The phase of a point 
target, after processing by the modified RD algorithm, 
was found to have the following properties: 

• The phase is preserved at the target peak. 

• The phase is a linear ramp across the impulse re- 
sponse, with a negligible quadratic component, but 
the slope of the ramp varies between targets. This 
slope change is due to the spectral location of the 
acquired data, rather than the processing. 

• After the stitching, some targets may have phase and 
phase slope discontinuities at the stitching bound- 
aries. This happens when stitched portions are taken 
from different burst cycles. 
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Figure 3: Three groups of targets stitched together 

4 EXPERIMENTS 

A simulation experiment was performed to verify the 
performance of the proposed algorithm. 16 equally-spaced 
targets were placed in the same range gate as shown in 
Figure 1. A Kaiser window was applied to each burst in 
the processing. Image quality parameters of the good tar- 
gets such as impulse response width, maximum side lobe 
ratio, geometric registration, and phase at the theoreti- 
cal peak position were measured. It was found that these 
parameters agreed with their theoretical values. 

Figure 3 shows part of the output from IFFTs 1 & 2, 
corresponding to targets 1 to 10. Two divisions where the 
targets change from complete to incomplete are shown, at 
targets 5 & 9. The good targets are then selected from 
each IFFT, as shown in the bottom part of Figure 3. 

Figure 4 shows the impulse response of Target T3 in £1 
and 52- From the figure, it is clear why this target is a 
good one in 5i, but rejected in 52. 

5 CONCLUSIONS 

This technical note has presented a phase-preserving al- 
gorithm to process ScanSAR data. It is based on the RD 
algorithm, using a combination of weighting, zero padding 
and FFTs to achieve the desired phase properties. The 
look placement and data selection are modified to accom- 
modate the unique pattern of energy received in burst 
mode, in a similar way as the SPECAN algorithm. The 
modifications build upon the well-proven attributes of the 

-202 
Resolution samples  —> 

S1: Phase 

-202 
Resolution samples —> 

S2: Phase 

-202 
Resolution samples  —> 

100 

50 

o 

-so 

-100 

-ISO 

-200 

all \ 

k 

i\ 
-j\j- 

i 

202 

Resolution samples  —> 

Figure 4: Impulse Response of Target T3 

RD algorithm, and unifies the treatment of continuous- 
mode and burst-mode data. 

Mathematical analysis and simulation experiments 
were performed, and image quality parameters were mea- 
sured. The measurements agreed with the theoretical val- 
ues, thus verifying that the proposed algorithm can be 
used to process ScanSAR data with high phase fidelity. 
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Abstract — Compensation of out of slant plane motion for 
synthetic aperture radar systems is essential for fine resolution 
focused imagery. It is shown here that a time domain 
approach, that corrects the phase of each range bin, is 
equivalent to the polar format processing approach of 
projecting the range spectral data onto the ground focusing 
plane, with the two motion compensation approaches linked by 
a Fourier transform. It is also shown that these methods are 
equivalent to the spectral shift identified in multiple pass 
interferometric data. 

INTRODUCTION 

Motion compensation of synthetic aperture radar (SAR) 
data, particularly that acquired from airborne platforms, is 
essential for forming focused fine resolution radar images. 
Typically airborne SAR systems use inertial navigation 
equipment to acquire a swath of data in a known geometry, 
usually with respect to some reference collection path at the 
aircraft altitude and a reference image line or image point on 
the surface of the Earth. The plane that contains this reference 
collection line and image location is referred to as the 
reference slant plane. Changes in range between the SAR 
system and reference image line or point can generally be 
accommodated by changing the transmit to receive delay 
during acquisition or processing. If the SAR data acquisition 
system moves out of the reference slant plane (e.g. from 
changes in the aircraft altitude), then the change in range 
between the aircraft and different points across the image 
swath are significantly different and can not be compensated 
by a single range delay offset. Consequently motion out of the 
slant plane requires a compensation procedure that is a 
function of position within the image swath. 

This paper examines the algorithms typically used for 
compensating motion of the SAR system out of the reference 
slant plane for stripmap and spotlight data with the assumption 
of a flat Earth and narrow swath. Motion compensation of 
stripmap SAR data can be implemented by scaling the range 
sampling and applying a range dependent phase correction to 
the range compressed time domain data. Often the differential 
change in range across the swath for the synthetic aperture time 
is significant compared to the radar wavelength but much less 
than  the range resolution,  so  the compensation can  be 

approximated by the phase correction alone. Motion 
compensation of spotlight SAR data processed by the polar- 
format [1] or equivalent tomographic [2] method can be 
implemented by projecting the range compressed signal 
spectrum onto the ground plane or the reference slant plane [ 1]. 
This paper shows the equivalence of the two approaches for 
small swath widths (where the variation in incidence angle 
across the swath is small), that is, the time domain sample 
scaling and phase correction is equal to the frequency domain 
spectral projection. The out of slant plane motion 
compensation is also equivalent to the range wavenumber scale 
and shift as a function of incidence angle, previously identified 
for increasing range resolution [3] and improving SAR 
interferometry data processing [4]. 

IMAGING GEOMETRY 

The SAR imaging geometry for the spotlight mode is shown 
in Fig. 1. The reference collection path and reference image 
point for spotlight mode define the reference slant plane, at 
incidence angle 6 to the vertical. The actual SAR collection 
"slant plane" surface has a complicated shape defined by the 

actual SAR 
collection path 

reference 
collection path 

actual SAR 
collection 

"slant plane" 
surface 

reference slant plane 

Spotlight reference 
image point 

\ 
Spotlight 

image patch 

Figure 1. Spotlight mode reference slant plane (shaded) at 
incidence angle 8 and the actual SAR collection "slant plan" 
surface (represented by the sequence of lines). 
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actual path of the radar system and the reference image point. 
A similar geometry exists for stripmap SAR which has a 
reference image line associated with the data collection swath. 

Fig. 2 shows the geometry associated with a vertical slice 
through Fig. 1 for the circumstance of a simple out of slant 
plane offset As between the reference and actual paths. The 
range to the image swath center, point A from the actual data 
collection path is, 

.2.2             As     As 
rA   = JrA + As    = rA + Tr 3+- -Jr (1) 

Similarly the range from the actual path to point B, offset from 
the image center is, 

I 2 2 
= ^(rg-Assina) +(Ascosa) 

A    •        As = rn-Assina +-— + . a or 
(2) 

The difference in range between image swath points A and B 
from the actual data collection path is, 

2 
Ar' = rB'-rA' = Ar-Assincc——I |+...   ,      (3) B      A 2 Kr.rJ 

where Ar = rB - rA is the difference in range to the reference 
path.    For small angles a the change in range to the reference 

line, 

Ar = r^sinatanG 

when substituted into (3) yields, 

(4) 

(5) 

where A6 = 8' - 0 is the change in the center swath incidence 
angle approximated by -As / rA and higher order terms have 
been ignored. In summary, small changes in the observation 
geometry due to out of slant plane motion scales the range 
distance between fixed points on the ground by (5). 

TIME DOMAIN MOTION COMPENSATION 

The change in range between fixed points in the swath due 
to out of plane motion can be corrected in the time domain 
signal by scaling the sampling rate and applying a range 
dependent phase correction. Scaling the sampling rate in 
proportion to (5) will maintain the separation between points 
A and B at a fixed number of range samples. Since this scaling 
will alter the sampling frequency in proportion to 1/(1 + A9/ 
tan0), the width of the fixed bandwidth transmit signal within 
the extent of the sampled spectrum will be scaled in proportion 
to (5). If the transmit signal has narrow bandwidth compared 
to the center frequency, f0, then the phase correction is 
approximated by, 

A(|) = e **'o=5' 
(6) 

actual slant plane 

reference 
path 

reference slant plane 

ground plane 

image swath 
swath center 

Figure 2. Cross section through the data collection path 
showing the reference ranges to the image swath center at 
point A, (rA), and to point B offset from the center (rs) and the 
actual ranges (rA and rB') for an out of slant plane offset As. 
Also shown is the reference and actual incidence angles (0 and 
0') and a the angle between rA and rB . 

where t = 2 Ar / c is the range dependent time delay. This 
time domain phase shift is equivalent to a shift in the transmit 
signal spectrum from f0 to f0 (1 + A6/tanG). The combined 
effect of the sample scaling and phase correction is the shifting 
of frequency/in the transmit signal to, 

,(,+ 
A6> 

tanoj (7) 

POLAR FORMAT MOTION COMPENSATION 

The spotlight SAR polar format data processing algorithm 
forms a focused image by arranging the two-dimensional data 
spectrum onto a polar grid and applying an inverse Fourier 
transform [1]. Motion compensation for movement of the 
collection system out of the slant plane is corrected by 
projecting the spectrum of the range data from the collection 
slant plane onto a focusing plane [1]. The ground plane (Fig. 
2) is typically chosen to be the focusing plane.   For data 
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collection along the actual path this projection moves the 
spectra frequency f to f sinG' = / sin(G + A9). Once 
compensated for out of slant plane motion the data can be 
reprojected onto any display plane. If the original reference 
slant plane is chosen to be the display plane then the 
compensated location of frequency/ is, 

/I 
/sin(6 + A6) 

sin 6 M'*&) (8) 

equal to the time domain compensation in (7). 

COMPARISON WITH INTERFEROMETRIC 
WAVENUMBER SHIFT 

Interferometric observations of a scene are usually acquired 
with a non-zero separation between the two data acquisition 
paths, referred to as the interferometric baseline. The data 
acquisition geometry is similar to that shown in Fig. 2 where 
the "reference" and "actual" paths are the two data collection 
paths and As is the interferometric baseline. The baseline 
separation results in the two observations being acquired at 
slightly different incidence angles. The resulting range spectra 
have a relative shift given by (7) [4]. This spectra shift can be 
used to improve the range resolution [3] and the quality of 
SAR interferometry data processing [4]. 

DISCUSSION 

Movement of the data collection system out of the reference 
slant plane changes the observation incidence angle of a scene. 
The resulting change in data collection geometry changes the 
sampling distance between fixed points on the ground by the 
amount in (5). This change in geometry can be corrected by 
applying a time domain sample scaling and phase correction or 

by shifting and scaling the frequency domain spectrum given 
in (7). These corrections are equivalent to the spectral shift 
identified in interferometry. 

The two motion compensation and the interferometric 
approaches provide different perspectives to the same 
phenomenon. The change in observation incidence angle 
changes the projection of the radar probing wavelength onto 
the ground surface. Consequently small changes in the 
incidence angle results in the surface reflectively function 
being sampled over a slightly different range of frequencies. 
This means the sampled spectrum from different incidence 
angles corresponds to a different set of ground reflectivity 
spectral components. For narrow swaths the two out of slant 
plane motion compensation procedures apply an equivalent 
spectral shift to the sample data to align common spectral 
components in the range direction, permitting accurate cross 
range data processing and, hence, well focused imagery. 
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ABSTRACT: — Burst-mode data is obtained when a 
SAR system is operated in ScanSAR mode. Missing data 
in the burst gaps makes it difficult to use traditional 
phase-preserving algorithms to produce single look com- 
plex (SLC) data. In this paper, three phase-preserving al- 
gorithms for burst-mode data compression are examined 
and compared to find the best algorithm for precision pro- 
cessing applications such as interferometry. 

1     INTRODUCTION 

With the increasing interest in SAR interferometry (In- 
SAR), it is important that SAR processing algorithms be 
phase preserving. In the last few years, many sophisti- 
cated phase-preserving SAR algorithms, such as classical 
Range Doppler (RD), modified RD, SPEC AN (de-ramp 
and FFT) and chirp scaling have been published. These 
algorithms work well on continuous-mode data, but have 
to be modified when applied to burst-mode data, because 
the spectrum of the data varies with time. 

This paper will discuss three phase-preserving algo- 
rithms for burst-mode data, two modified from the RD 
algorithm, and one from the SPECAN algorithm. We 
show the simulation results using these algorithms, and 
by comparing these results, the best algorithm will be 
recommended. 

2     BURST-MODE DATA 

Burst-mode data is obtained when SAR works in a 
ScanSAR mode. In this mode, the satellite antenna scans 
through different range subswaths in order to image a 
larger area. In each subswath, the received range signal 
is the same as the continuous range signal, however, in 
azimuth direction, the data is blocked into bursts. 

Fig. 1 shows the difference between continuous-mode 
and burst-mode data. The Doppler spectrum of a 
continuous-mode target covers the full antenna band- 
width, the same for each target. However, in burst mode, 
different targets will have a different spectral distribution, 
depending on the target's azimuth location. 

Doppler frequency 

Continuous 
signal 

Burst signal 

Azimuth time 

' data block data block ' 

*This work is supported by the NSERC/MDA chair in Radar 
Remote Sensing. 

Figure 1: Target spectral distribution in continuous and 
burst mode 

This discontinuous, non-stationary Doppler spectrum 
makes it difficult to apply traditional phase preserving 
compression algorithms. Modifications of the algorithms 
are necessary for the compression of burst-mode data. 

3     MODIFIED RD ALGORITHMS 

In this section, two modifications of the RD algorithm 
will be discussed. 

3.1    The range/Doppler algorithm 
The traditional range/Doppler (RD) algorithm consists of 
the following steps [1, 2]: 

1. Range compression. 

2. Azimuth FFT. 

3. Range cell migration correction (RCMC). 
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4. Azimuth matched filter multiplication. 

5. Complete azimuth compression using IFFTs. 

In continuous mode, the compressed signal from the 
RD algorithm has stationary phase properties: the phase 
slope is constant for all the targets, and at the peak, the 
phase information of the target is preserved. When data is 
collected in burst mode, as the effective Doppler centroid 
frequency varies with targets, the RD algorithm will result 
in a non-stationary compressed signal. 

3.2 Bamler's algorithm 

Bamler's algorithm directly applies the RD algorithm to 
the burst-mode data [3]. If a point-target azimuth signal 
is:1 

.(„) = J>d (iZf£^) exP (-M<a(r, - Va)2)   (1) 

where Ka is the azimuth FM rate, na is the zero Doppler 
time of the target, nic is the time of the centre of the 
burst, and Tj is the burst duration, Bamler's compression 
result is the same as coherently adding the RD compres- 
sion results of all the bursts. 

The compressed pulse of a single burst is a sine func- 
tion, its phase has a linear slope depending on the burst 
center frequency and a negligible quadratic component, 
and phase is preserved at the peak (the peak phase is 
zero). When such pulses from all bursts are added co- 
herently, the resulting pulse still preserves the phase at 
the peak, but the magnitude curve is spiky due to the 
different phase slopes from each burst. This compressed 
phase slope at the peak is proportional to the target's 
effective Doppler centroid frequency, however the phase 
value frequently jumps by ±7r whenever the amplitude 
crosses zero. 

3.3 The SIFFT algorithm 

The SIFFT algorithm developed at MDA [4] is also a mod- 
ification of the RD algorithm. At the last step of the 
RD algorithm, part of the spectrum is extracted using a 
short IFFT, and by doing several such short IFFTs, the 
complete array of compressed targets can be obtained by 
stitching the short IFFT results together. 

If /i and f2 are the burst spectrum boundaries, and 
the short IFFT is taken between fa and fb, where fa < 
h< h<fb, then the SIFFT output from this burst after 
phase compensation is: 

CI(JJ)   =   exp [JTT (Ka(n - naf - (n - na)(f2 + /i))] 

sine [(n - r]a){h ~ h)] (2) 

This compressed pulse is a sine function with resolution 
depending on the burst bandwidth, (/2 - /i). It preserves 
the phase at the compressed peak. Also, the phase is a 
linear ramp with a slope proportional to the burst center 
location, plus a small quadratic component. 

4     SPECAN ALGORITHM 

The generic SPECAN algorithm includes deramping 
and DFT operations [5, 6]. When applied to burst-mode 
data, the reference function is the same, and the DFT is 
simply aligned to each burst segment. 

Using the same example as in the SIFFT algorithm, in 
which fi = Ka(rn - na), and /2 = Ka(r)2 - na), where ?ji 
and 7j2 are the burst boundaries in azimuth time, and the 
de-ramp function orgin is at n = 0, the SPECAN output 
after phase compensation is: 

c2{ri)   =   exp[jTrKa((n-r)a)
2-(n-na){n1+n2-2ria))} 

sine [Ka(n - na)(r)2 - m)} (3) 

As with the SIFFT algorithm, the phase at the peak of 
the compressed pulse is preserved, and a phase slope pro- 
portional to the target-dependent burst Doppler centroid 
is present at the peak. In addition, similar to the SIFFT 
algorithm, a small quadratic phase term exists. 

5     SIMULATION RESULTS 

The above three algorithms are all modified from al- 
gorithms for continuous data. By compressing only one 
burst for each target, both the SIFFT and SPECAN re- 
sults results show a linear phase plus a small quadratic 
component. On the other hand, the Bamler's algorithm 
compresses the whole spectrum of a target at once, but 
gives a spiky result. In this section, we will compare the 
simulation results of the three algorithms. 

5.1    The SIFFT and SPECAN algorithms 

Here the simulation results of the SIFFT algorithm and 
the SPECAN algorithm are compared. Consider a target 
exposed by 3 bursts, with a distribution of spectral en- 
ergy shown in Fig. 2. We compute the compressed pulse 
properties from IFFT2 in the SIFFT method, and from 
the second burst in the SPECAN method. 

IFFT1 w IFFT2   k 

-PRF/2 PRF/2 

1A phase term due to the slant range RQ and its amplitude which 
is only a multiplicative constant are ignored in equations (1) to (3). 

Figure 2: Doppler spectrum of a burst-mode target 

The magnitude curves of the two results are the same, 
as the resolution is related to the burst bandwidth in each 
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Figure 3: The compressed pulses from the SIFFT algo- 
rithm (left) and the SPECAN algorithm (right) 

case. The phase is preserved at the peak of the pulse in 
each case. Since in this example, the center frequency of 
the compressed burst spectrum is at the origin, the phase 
slope at the peak is zero in the two results. As described in 
the mathematical analysis, the same quadratic component 
exists in the two results. 

It is also interesting to examine the average phase across 
the peak of the compressed pulse, within the -3dB margins 
of the peak amplitude. The quadratic phase component 
takes the average phase away from zero by a small amount 
in either case. In the current example, the average phase 
shift is 0.3°. 

5.2    Bamler's and SIFFT algorithms 

Using the same Doppler spectrum in Fig. 2, Bamler's al- 
gorithm will compress the whole data at once, with the 
result shown in Fig. 4. The SIFFT magnitude in Fig. 3 
is the envelope of Bamler's result (note that the sampling 
rate is twice as fast in Fig. 4). The spikes in the com- 
pressed pulse makes the phase jump frequently. 

The advantage of Bamler's algorithm is that it uses all 
the information in the data. However in InSAR process- 
ing, when bursts are misregistered in the two passes, the 
interferogram is more susceptible to errors due to a rapidly 
changing phase, and the spikes will add more noise to 
the interferogram. The spatial averaging inherent in the 
SIFFT algorithm, and the subsequent phase smoothing 
will give a less noisy result for interferometry use. 

6     CONCLUSIONS 
In this paper, we have analyzed and compared three 

modified algorithms for precision processing burst-mode 
data. Bamler's algorithm uses all the data information, 
but gives a spiky pulse. Comparing these three algo- 
rithms, we can conclude that the SIFFT and SPECAN 
algorithms are favored for interferometric application of 

Resolution lamplai (expanded by 16) -: 

Figure 4: The compressed pulse in Bamler's algorithm 

burst-mode data. Out of the two, the SIFFT algorithm 
has the advantage that it follows the heritage of RD, and 
that the azimuth spacing in SPECAN is a function of the 
azimuth FM rate. 
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Abstract - An efficient two-dimensional synthetic aperture 
radar (SAR) processing algorithm based on the exact transfer 
function is presented. The approximations made are similar 
to those in the chirp-scaling algorithm but it works with 
range-compressed data and can easily handle systems with 
range-varying Doppler centroids. The range-dependent 
migration is treated as a small perturbation from that of a 
given range position. This small deviation is corrected by 
resampling whilst the main migration factor (large in cases of 
large Doppler centroids) is corrected by a two-dimensional 
phase multiply. The azimuth compression filter is range- 
dependent and implemented as in the range-Doppler 
algorithm. This algorithm can be easily incorporated into 
SAR processors using the classical range-Doppler algorithm. 
We tested the algorithm on the Seasat Goldstone scene, ERS- 
1 and RADARSAT data. The interferometric offset tests 
show that the algorithm is phase-preserving. 

INTRODUCTION 

The two-dimensional and range-variant nature of the 
synthetic aperture radar (SAR) point target response poses a 
great challenge to an efficient implementation of an 
accurate    two-dimensional    matched    filter. Various 
approximations have been proposed to handle the range- 
variant correlation kernel. These approximations have been 
systematically documented and compared using the exact 
transfer functionfl]. The chirp-scaling algorithm[2] has 
been found to be most faithful in handling the range-variation 
in the two-dimensional matched filter. It has the advantage 
of not requiring explicit interpolation of data points. 
However, to be efficient, the chirp-scaling algorithm requires 
the transmitted pulse to be a linear chirp and range 
compression is not carried out prior to computing the Fourier 
transform in the azimuth direction. 

A careful examination of the exact transfer function shows 
that the main difficulty with processing spaceborne SAR data 
with high Doppler centroids lies in the large and range 
variant range migration of the Doppler history. Moreover, 
one difficulty associated with handling a range-variant 
Doppler centroid is the spectral folding due to sampling of 

the Doppler spectrum at close to Nyquist rate[3]. However, 
these two problems can be solved using a differential range 
correction (DRC) method which is presented in this paper. 
In the following sections, we will discuss the theoretical 
derivation of the DRC algorithm and present results of our 
work. 

THEORETICAL CONSIDERATIONS 

DRC algorithm for constant Doppler centroid 
Following   Chang,   Jin   and   Curlander[4],   the   two- 

dimensional SAR exact transfer function can be written as: 

H(fx,fy;r0) = exp\jn fc 
(fy+fc)fr fx

2+2~fx 
Jr 

ify+fC)fd
2' 

fcfr 

(1) 
where fc, fx, fy and fd are the carrier, Doppler, signal and 
Doppler centroid frequencies respectively, rQ the range 
distance to the point target when it is at the centre of the 
antenna pattern and fr the Doppler frequency rate can be 
approximated by: 

cr0 

(2) 
with V being the relative speed between the SAR platform 
and point target . By expanding the term in fx

2/fr using 
Binomial expansion: 

(    f\x        f    (f V 
1+ 

f 
i- 

f  if J y   ,    J y • + 
c J fc        \Jc \Jc J 

(3) 
and keeping up to the quadratic term, we obtain from (1) and 
(2) the following range-variant two-dimensional transfer 
function: 
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H(fx,fy;r0)*expljTi 
crn 

2/7' <fx-fdy 

CI0      (s2       /-2> 
^-&JjjfrW-ffify 

eW/K^lftf 2f;v 
(4) 

The three phase factors can be easily associated with the 
azimuth chirp, the range migration and the secondary range 
compression factors respectively. We first design a two- 
dimensional matched filter using the following phase factors: 

M(fx,f) = exp{j2n 

exp\-jn 

crA 

2TZ2 
4//F 

\J x       Jd )Jy 

cr 

2f;v 
A    r2 rl 

3T/2 Jx J y 

The result of applying the matched filter (5) to (4) is: 
(5) 

crn HM{fxJy;r0) = exV{jn -^-(fx - fd) 
2fcV

2 XJx   Jd> 

exy\-j2n 
4f;v- 

<r0-rA){f2-f2)f 

(6) 
The second phase factor in (6) can be interpreted to be a 
Doppler frequency dependent differential range shift - a shift 
by an amount which is proportional to the difference between 
a chosen reference range rA and the actual range r0. This 
differential range shift is corrected using chirp-scaling 
interpolation in the chirp scaling algorithm but it can be 
easily corrected by any interpolation method as it is quite 
small. The phase aberration in the quadratic factor, 
unfortunately, is not easily corrected. However, by proper 
choice of the reference range, this phase error can be 
minimised. 

Range varying Doppler centroid 
One problem associated with a range varying Doppler 

centroid is the spectral folding. For a given Doppler 
centroid, it is quite possible to 'unfold' the Doppler spectrum 
to yield a correct Doppler spectrum within the sampled 
Doppler bandwidth.     But with a range-varying Doppler 

centroid, the folding frequency will be different for different 
range. When a wrong Doppler centroid is used, the azimuth 
spectrum will not be correctly reconstructed. This will result 
in loss of energy in that range line and part of the data will 
be brought to a wrong range during the range migration 
correction. The latter will lead to artefacts in the final 
processed image. However, we observe that for small errors 
in the Doppler centroid, the Doppler frequencies at which the 
wrong data get shifted are near the edges of the Doppler 
bandwidth. Therefore these aliased components have low 
energies and can be quite easily filtered off. 

Suppose a block of range pixels is chosen such that the 
variation in the Doppler centroid is not more than 10 % of the 
pulse repetition rate. We apply a two-dimensional matched 
filter similar to (5) to this block with a Doppler centroid 
chosen to be between the minimum and maximum of the 
Doppler centroids in this block. For range lines whose 
Doppler centroids differ from this value, there will be aliased 
errors - but these will be outside the 80% of the central 
bandwidths and can therefore be filtered off. 

The residual phase that must be corrected for each range in 
this case will be: 

d(fx>fy'>r0) = exp\-j2n 
2r/2 4//F 

(r0-rA){fx
2-f2)f 

exr -jlu 
crA 

4f*v ' UdA      Jd )fy 

(7) 
where fdA is the Doppler centroid at the chosen reference 
range. The additional second phase factor in (7) is just a shift 
to correct for the different Doppler centroid used in the two- 
dimensional range migration correction. 

A block diagram illustrating the processing steps based on 
the above concepts is shown in Fig. 1. 

IMPLEMENTATION RESULTS 

Performance of the algorithm on simulated point targets 
and the Seasat Goldstone scene has been reported in [5]. The 
results are practically identical to those obtained using the 
chirp-scaling algorithm. 

To check if the algorithm is phase preserving, we have 
carried out interferometric offset tests[6] on ERS-1 and 
RADARSAT (S7 mode) data. The test scenes were non- 
homogeneous areas, consisting of a mix of urban, vegetative 
and sea surfaces. The block size used was 4096 (azimuth) by 
1024 (range). The results as shown in Table 1 indicate that 
the algorithm is phase-preserving. 

We note that the size of the final ERS-1 image used in the 
interferometric offset test is much smaller than a typical 
ERS-1 scene. But the resulting coherence magnitude is much 
higher than that reported in [6] and the standard deviation of 
of the phase is much lower (0.09 degrees compared to 0.6 
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degrees). 
The RADARSAT scene had a range-varying Doppler 

centroid and though the mean and standard deviation of the 
phase are on the high side, they are within the recommended 
criteria[6] of 0.1 and 5.0 degrees respectively. 

CONCLUSION 

The DRC algorithm is a two-dimensional phase-preserving 
SAR algorithm that is adaptive to the range variant nature of 
the SAR transfer function. It is relatively simple to 
implement. 

Compared with the classical range-Doppler algorithm, it 
will only incur extra phase multiplies in the two-dimensional 
transform domain, as well as two additional Fourier 
transforms in the range direction. But it is well-suited for 
processing systems with high and range-varying Doppler 
centroids. 
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Table 1 Results of interferometric offset tests 
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Fig. 1   Block diagram illustrating the DRC algorithm 
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Abstract - In this paper, an unsupervised segmentation 
approach is presented for the analysis of intensity synthetic 
aperture radar (SAR) images. It utilizes Hidden Markov 
Mesh Random Fields (HMMRF), assuming that the image 
elements have a causal relationship: a pixel's past is 
considered more important than its future, a hypothesis that is 
of particular interest to SAR images, given the way these 
images are generated. The approach is build upon the 
HMMRF theory of Devijver (1993), substituting his Gaussian 
distribution with the Gamma distribution, using an new initial 
image segmentation algorithm. The method is suited for real 
time image analysis, making the method powerful in, for 
instance, SAR image interpretation and data base browsing. 

INTRODUCTION 

Automated analysis of Remote Sensing (RS) imagery has 
become important in order to cope with the large quantities 
of data that become available every day. Among automatic 
and semi-automatic approaches for RS data analysis, those 
based on Markov random fields (MRFs) have proven to be 
very useful, especially when it comes to the segmentation of 
synthetic aperture radar (SAR) data with its typical speckle 
noise [1]. 

However, due to the heavy iterative character of the non- 
causal MRF models, these methods are in general non suited 
for real time implementations. This drawback may be 
overcome by using Pickard random fields and hidden Markov 
mesh random fields (HMMRFs). Devijver [2] showed that 
computational problems in implementing HMMRFs can be 
overcome, and that the HMMRF approach can be very 
efficient, making it suited to real-time implementation. 

The method proposed in [2] is based on the assumption 
that the image data is characterized by Gaussian statistics. 
Adapting the approach to images that are characterized by a 
Gamma distribution would make the HMMRF approach 

This work was supported by the European Community program 
Training and Mobility for Researchers (Marie Curie Fellowship) 
under contract ERBF MBICT 95257, and by grants from the 
Erasmus program. 

suited to SAR data, offering processing speed and user- 
friendliness, since for the Gamma model no parameters 
are to be set but the estimated number of looks. 

The objective of this paper is twofold. First the 
modified HMMRF approach is presented, and secondly 
suggestions are made for the initial segmentation that is 
required by the HMMRF method. 

METHOD OVERVIEW 

We will follow the terminology and notation used in 
[2]. The basic idea is to group pixels into clusters based 
on local properties and neighborhood relationships. The 
role of the Markov component of the image model is to 
account for those neighborhood relationships. 

The strong point of the used HMMRF approach lies 
in the handling of the prior information embodied in the 
Markov mesh model and in an original clustering 
technique that is used for estimating the model 
parameters. Pixel clusters are then mapped back to the 
original spatial domain on a maximum, marginal, a 
posteriori probability basis. 

OBSERVATION MODEL 

In this section, we are concerned with the observation 
model, i.e., the relation between the intensity data / and 
the image labels L. 

The observation model or class conditional grey-level 
distribution implemented in [2] has been the Gaussian 
distribution, given by: 

1 
p(ls/Ls) = -==exp .-«/ 

) yuno C\K 2a 
where s is the index for the location, / is the intensity of 

the SAR data at s, and L the label. (/); is the mean 

intensity for class /. 
In the literature agreement exists on the gamma 

distribution being one of the most suitable statistical 
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models   for   SAR   data.   The   distribution   for   multilook 
intensities can be modeled as ([1],[3]): 

^/4) = 
NNjN-l 

</>fr(A0 

/ 
exp 

NI 

(A. 
A 

t* p(x)dx = Q 

0) 

where N is the number of independent one-look samples used 
to form each multilook intensity sample / and 

r(A) = (jV-l)!.A well known problem with SAR data is 
that the real number of looks is not necessarily the effective 
number of looks. In what follows, the estimation of the 

2 
number of looks has been optimized, based on the X 

goodness-of-fit test [4]. Suppose that /?,, p2, .., pk are 

the probabilities of the grey-levels within the k classes with 

V Pi =1. Then, considering the total number of pixels of 

a class as m experiments performed, the expected number of 

occurrencies of the /-th outcome is given by et = mpf. 

Denoting the observed frequency of the /-th outcome by ot, 

the distribution of 

M      mPi 

is approximately that of a ^2 random variable with (k-\) 

degrees of freedom. Now, given the number of classes, we 
can vary the number of looks N, in order to fit the model to 

2 
the histogram, i.e., to minimize the difference between %„ 

and X   over tne entire histogram. 

INITIAL SEGMENTATION 

In the HMMRF approach proposed by Devijver [1] it is 
necessary to have an initial segmentation of the image, from 
which the initial statistical parameters (the mean values of 
every class) are obtained. This first segmentation is 
important, since it influences strongly the efficiency of the 
rest of the algorithm. For that reason it may be wise to invest 
some computation time in this first step, for instance by using 
a more precise model, risking to spend more time correcting 
the parameters if doing otherwise. 

In the literature, many algorithms have been presented 
that may help in finding the best thresholds in the histogram 
in order to segment images affected by Gaussian noise. Only 
few methods presented in the literature work efficiently on 
speckled images. When it comes to An easy and fast method 
that moreover gives satisfying results has been presented in 
[]. The method assumes that the classes in the image have all 
the same probability. Defining the quantity Q=(number of 
pixels / 2w), with n the number of classes, the grey-level 

histogram is delimited by the values fk, such that 

with £=0..(2H-1) and f0 = 0, computing the mean 

values   of the   classes   simply   counting   grey-levels: 

fi{ = /2._,. The only drawback of this method is that all 

classes are assumed to have the same probability; 
however, being an initial segmentation this limitation 
does not have too big an influence on the final result. 

HMMRF WITH GAMMA DISTRIBUTION 

Not being able to go too much into detail, we limit 
ourselves to a brief, general summary, that reports the 
most relevant characteristics. 

The very basis of the HMMRF approach is the 
definition of a third-order MMRF [5]: A third-order 
MMRF is defined by the property 

P&m,J&kj\k<moTl<n})= 
2       A 

for any 1 < m < M and \<n<N for an image 
MxN. X.. indicate the labels. This definition relates the 
label of a pixel to its past, i.e., to all the labels sites above 
or to the left of (m,n). It is stressed that the Markovian 
relation is defined on the label image, and not on the 
observations. 

It is well known that the correlation between the 
observations in SAR data is very low [8], which is a 
conditio sine qua non for Devijver's algorithm. 

Now, using an image model in the form of the class 
conditional distribution of our observations X based on 
(1), we are able to compute the maximum a posteriori 
probability (MAP) estimates. In order to avoid iterative 
techniques such as the iterated conditional mode or 
simulated annealing, the MAP is estimated based on the 

marginal distribution P\Xmn I Xm+ln+l). This marginal 

distribution is recursively computed, estimating its 
parameters from the initial segmentation. 

EXPERIMENTAL RESULTS 

Data description: In order to assess the usefulness of the 
proposed method, experiments have been done on 
various SAR images. In this paper, results are reported 
using a portion of a San Francisco scene. The intensity 
image is shown in Fig. la. 
Comments on results: In the original intensity image, 
mainly three land-cover types can be observed: water, 
urban areas, and vegetation. These classes are detected 
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well in Fig, lb; Fig. lc shows the segmentation result with the 
algorithm looking for four classes. 

DISCUSSION AND CONCLUSIONS 

In >this paper, an approach has been presented for the analysis 
of synthetic aperture radar (SAR) images based on hidden 
Markov mash random fields and Gamma image statistics. 
This resulted in a new algorithm that is more suited to the 
processing of SAR images than the classical HMMRF model. 
The results obtained by the proposed approach are very 
promising. Moreover, no parameter setting is required but the 
number of classes and the estimated number of looks, making 
the algorithm interesting to a wide range of end-users that 
work with SAR data. 
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Abstract—In this paper, we mainly discuss some efficient imaging 

and speckle noise restriction algorithms in the Spaceborne SAR 

Azirrmthy Imaging Processing (SSARAIP) based on the analyses of 

the spectral characteristics of Spaceborne SAR Echo Signals 

(SSARES), Range Migration (RM) and Speckle Noise (SN). On the 

basis of the imaging models of targets on the ground, we also 

contrast the Customed Imaging Mode (CM) for fixed-targets and 

the Moving-target's Imaging Mode (MM) in detail. 

INTRODUCTION 

The high imagery resolutions of Synthetic Aperture Radar 

(SAR) rely on the pulse compression in both range and 

azimuth directions. The range reference function is 

determined by parameters such as the Chirp FM Rate of the 

transmitting pulse etc, and the azimuthy reference function is 

due to the moving state of radar platform and the azimuthy 

beamwidth. The main differences between Airborne SAR and 

Spaceborne SAR lie in their moving states of radar platform. 

In general, the range pulse compression is accomplished by 

SAW in antenna part of radar, so the efficient azimuthy 

imaging algorithms and SN restriction algorithms will be the 

key to SSARAIP. Under the current hardware conditions, we 

must improve the efficiency of these algorithms and reduce 

the complexity of computation as soon as possible to get the 

accurate images from SSARES quickly. In this paper, we will 

firstly analyze the basic imaging and moving compensation 

theorems in SSARAIP based on some basic concepts about 

SSARES, and then introduce some efficient imaging and SN 

restriction algorithms, by analyzing the differences between 

fixed-targets and moving-targets, we develop a kind of 

efficient azimuthy imaging method with the compitablity for 

both CIM and MM. 

BASIC CONCEPTS ON SPACEBORNE SAR IMAGING 

The Spectral Characteristics of SSARES 

The phase change of SSARES can be expressed by the 

Range Doppler History (RDH) of the relative motion between 

the radar carrier and targets. To ground fixed-targets, the 

corresponding RDH is: RiO^MiV-m/R^qvf+A-R)!2]/^ (1) 

R = RI-RI, v = vs-vn ~A = A,-A,, where RS,R, are position 

vectors of the satellite and the ground target respectively, 

vs,v, and AS,A, are velocity and acceleration vectors of the 

satellite and the ground target respectively, the instantaneous 

phase is: <K0=^m)'^H\^W-mm^+A-Ry2/2\R\]/x (2) 
the instantaneous frequency is: 

f{t) = -\l2n-d<p(t)ldt = fDC+fDRt (3) 

where   ^ = -2(7■~R)I{X\R\),     fm=-2QV\2+A-R)/(X\R\) 

To the ground moving-targets, the corresponding RDH is: 
R(t)« R, - Vrt + [<ya - Vc f - R0a, ]t2 12«0 (4) 

where RQ is the original distance (t=0) between the radar 

platform and the targets, Vr is the range velocity of the target, 

ar is its range acceleration, Vc is the azimuthy velocity of the 

target, ac is the azimuthy acceleration, Va is the velocity of the 

radar carrier itself and T is the effective focus time of the 
antenna. So the phase of RDH is:  <p(t) = 4xR(at) I x (5) 

Obviously, the SSARES is a kind of scaling Chirp FM 

signal, two parameters which are the Doppler centroid fc and 

Chirp FM rate fr will determine targets' positions and their 

moving states: fc=2v/x, fr=Wa-K?-R>"rV*R> (6) 

On the basis of the spectral analyses, the range velocity V, 

will determine the moving state of the target, to the ground 

fixed-targets, Vr=0, CIM will focus on the Doppler Spectral 

Deviation (DSD) caused by the motion of the radar carrier 

itself only, the images of fixed-targets will concentrate on the 

clutter area, to the contrary, the DSD caused by the motion of 

the ground moving-targets (Vr>0) are different, which cause 

the Doppler centroid's displacement to the MTI area, so the 

echo spectrums should include both processing areas for 

fixed-targets and moving-targets simultaneously. 

The Imaging Model For Spaceborne SAR [1] 
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Because of the influence from RM, the mathematical 

model for SSARES will be more complex than the airborne 

SAR's. By the analyses of SAR theorem, we develop that the 

SSARES Sr (r,x) can be expressed as the 2-D convolution 

between the Backward Scattering Characteristic Function 

(BSCF) a{r,x) of target backscatter and two 2-D impulse 

response function (IRF) (hr(r,x) and ha(r,x)): 

Sr(r,x) = a(r,x)*[hr(r,x)*ha(r,x)] (7) 

In fact, the SSARES can be taken as the BSCF a{r,x) of 

ground target through a linear system which IRF is: 

h(r,x) = hr{r,x)*hjr,x) (8) 

Where:      ha(r,x) = Wa(x)S(r - R(x)) ■ exp{-;47tf?(x) / X) 

hr(r,x) = A(2r I c)S(x) ■ exp{-ja(2r I cf 12} (9) 

Wa(x) is the azimuthy weighting function of the antenna, A(.) 

is the amplitude function with respect to the distance and c is 

the transmitting velocity of light, a is the chirp FM rate of the 

transmitting pulse. In fact, the whole procedure of SSARAIP 

is the 2-D convolution process, and the imaging procedure is 

to get the function a{r,x). Because of the difference in the 

range velocity of targets and the influence caused by the 

moving state of the radar carrier itself, the above 

mathematical model of the SSARAIP procedure will have 

some change while for MIM and CIM. 

Range Migration and Speckle Noise [2] 

SSARAIP must solve the RM effect in azimuth processing 

and take Multi-Look Processing (MLP)to restrict SN. 

Range Migration 

From the expression of the instantaneous RDH, we can 

develop the RM equation as:  R(t)=Atf^t+fmt2/2)/2        (10) 

So the curve of RM is the quadric curve of time, the linear 

part and the quadric part in the above equation are Range 

Walk and Range Curvature which are caused by the self- 

rotation of the earth and the shape of the transmitting wave 

respectively. The frequency-domain expression of RM is: 

R(f) = MfDc-(f'- fee)' fm+ fm-\(f~ fnc)l' fm? '2}/2      (11) 

The Characteristics of Speckle Noise 

SN is caused by the random phase of the coarse surface 

illuminated by the radar interference wave. The brightness of 

SAR image satisfies the negative exponential distribution, 

and we often take MLP methods to restrict the influences 

from speckle noise., 
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Spaceborne SAR Imaging Processing 

SPACEBORNE SAR IMAGING ALGORITHMS 

Range Migration Correction Algorithm for Fixed-targets 

In SSARAIP, we usually take the following algorithms to 

realize 2-D inverse convolution computation of the echos: 

Time-domain correlation; Frequency-domain correlation; 

Time-Frequency Hybric correlation (TFHC); Hierarchial 

transform methods and Basic-frequency analyzing methods 

etc. Considering characteristics of SSARAIP and the 

flexibility of hardware realization, we usually take TFHC 

(Quick correlation) to correct the RM effect in SSARAIP. 

The TFHC algorithm is the direct frequential realization of 

the time correlation algorithm, that is to say, the azimuthy 

correlation is accomplished in frequency domain, and the RM 

correction is accomplished by the range correlation 

processing in time domain, the azimuthy compression 

processing of SAR is accomplished by FFT in frequency 

domain. The azimuthy compression processing based on the 

TFHC algorithm is: 
I(x,r)- sa{x,r)®h'a(x,r) = ^sa{x' +x,r' +r)h'a(x,r)dx'dr' (12) 

The reference function after range discretization is: 
M 

K(x,r) = jya(x)exp{-j4^x)/Ä}-{[smC0(rl-R(x))]/lC0(rl-R(x)}}-S{r-^ 

Moving-Targets Imaging Algorithms 

To moving-targets' imaging and detection, the model of 

radar echo signal is: *(/) = «(0 + ^(0 + «(0» where x(t) is radar 

echo signal, s(t) is moving-target signal, c(t) is clutter signal, 

n(t) is noise of system. That is to say, the echo signal of radar 

can be described as the overlap of moving-targets' signals 

and noise signals (which include clutters and noise from the 

system), so the process of moving-targets' abstraction from 

backscatters can be regarded as the detecting process of 

moving-targets from noise, and the imaging process can be 

taken as the Doppler Parameters Estimation Process (DPEP) 

to unknown-parameters signals. 
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usually, the spectrums of moving-targets and fixed-targets 

mix together in original SARES, we must separate them 

effectively to get their accurate images respectively and 

display together. The key to these is the efficient spectrums 

separation between moving-targets  and fixed-targets.   In 

SSARAIP, the main difference between moving-targets and 

fixed-targets is their radial velocity. The radial velocity of 

fixed-targets is decided only by the moving state of radar 

platform,   the   moving-targets'   spectrums   transfer   in   a 

different way from fixed-targets' within the range of the 

whole aperture because of the existence of their own radial 

velocitys corresponding to the position of radar. In original 

SSARES, moving-targets can be divided into slowly moving- 

targets and fastly moving-targets according to their velocities 

corresponding to the velocity of radar platform. To fastly 

moving-targets, the echo density of fixed-target is usually 

stronger than moving-target's, so we can use an adaptive 

filtering  method  to   separate  the  fastly  moving-targets' 

spectrums from fixed-targets'. To slowly moving-targets, we 

can implement the separation by means of antenna array 

(which the eehos received byneighboring antenna units at the 

neighboring time can be canceled); and we can also use 

Time-Spatiäl Shift Filters to eliminate the effects from the 

velocity changes of SAR in a small scope: The key to the 

above problem is the selection of adaptive filtering weight 

factor, which is usually determined by the correlative matrix 

R of echoes, the exactitude of weights in weighting matrix is 

proportional to the correlativity of echoes. At the same time, 

to moving-targets' imaging, we~should estimate their Doppler 

parameters accurately. The first step of DPEP is clutters' 

suppression, that is to say, we must separate the spectrums of 

clutters from the original echos effectively, there are some 

kinds of clutters- suppression algorithms, which are: DPCA, 

AMTI, ADPCA and 2-D time-frequency filtering algorithm 

etc[3]. The next step is to estimate parameters of moving- 

targets in clutters-suppressed area to image for moving- 

targets finally..There are two kinds of important parameters 

for moving-targets imaging processing, Doppler centroid 

frequency and Chirp FM rate, and the efficiency of DPEP will 

determine the exactitude of the -final images of moving- 

targets. We usually take some kinds of 2-D time-frequency 

distributions such as:  Wigner-Ville Distribution  (WVD), 

Extended WVD (EWVD) [4] or Wavelet Transform (WT) etc. 

to solve resolution conflicts between time and frequency 

domains. But their final results are different: WVD can't be 

suitable for multi-moving-targets condition because of its 

double linearity which will occur some false images caused by 

the cross-part of WVD, EWVD and CWT which both have 

linear property can image for moving-targets accurately, and 

CWT has a better time-frequency resolution than EWVD 

theoretically, but its complexity of algorithm is also higher 

than EWVD's, so in practical DPEP, we usually use EWVD. 

In order to get the final synthetic images accurately and 

clearly, we must restrict the speckle noise efficiently. 

SPECKLE NOISES RESTRICTION ALGORITHMS 

Based on the characteristics of SN, we often take some 

Multi-look filtering algorithms to restrict SN, and there are 

some efficient SN restricting algorithms such as Multi-look 

Whitening Filtering, Multi-look Polar Whitening Filtering 

and Orthogonal Wavelet Transform [5] etc. Here we won't 

offer some more detailed discussion and their comparisons son; 

these SN restricting algorithms which are presented" in 

another paper [6] of the author in detail 
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Abstract - The ERS-1/2 tandem mission opened a new 
dimension in the detection of recent displacements of active 
tectonic structures like the Dead Sea Rift in Israel. The 
investigations are mainly concentrated on the northern 
coastal plains of the Golf of Aqaba and the Wadi Araba. The 
test site is part of the Aqaba-Levant-Structure situated in the 
Israel/Jordan/Egypt triangle. It is an active fracture zone 
with continuous seismic activity. Existing faults developed 
parallelly and vertically to the major stress component are 
reactivated and vertical and horizontal movements can be 
observed. Displacements can be expected twice or even more 
times a year. ERS-1/2 data were studied to detect reactivated 
fracture zones and corresponding displacement caused by the 
earthquake of November 1995. 
For studying of the recent displacements ERS-1/2 data sets 
before and after the earthquake of November 1995 were 
analysed using the differential interferometry approach. First 
results will be demonstrated and displacements of several cm 
will be discussed. Additionally, optical and microwave data 
like TM and SIR-C/X-SAR were analysed intensively for 
studying the complete geologic and tectonic framework of 
the Dead Sea Rift. 
For an overall understanding of the process and the 
interpretation of these remote sensing data, especially the 
interferometrically processed SAR data, small scale 
geological, tectonic, soil and land-use maps and DTMs have 
to be set up. The relevant parameters are extracted from the 
remote sensing data and completed by ground-truth data. 
The scientific goal of the project focuses on the evaluation of 
remote sensing data for a better understanding of the 
movements along the Dead Sea Rift. 
In general it can be stated that radar data are an excellent 
tool for the detection of structural elements especially in 
areas were faults are covered by loose sediments. Recent 
small scale displacements caused by earthquakes can be 
detected using the phase information of the radar signal 
whereas the geological setting caused by the tectonic 
displacements can be detected by optical data. 

INTRODUCTION 

Optical remote sensing is able to provide a large part of 
information needed for tectonic investigations. Nevertheless 

optical data are limited to the surface and monitoring with a 
high repetition rate using optical data is not realistic. A lack 
of information about soil conditions can be stated. Especially 
these restrictions can can be overcome to considerable extent 
by integrating ERS-1/2 radar data into the present 
investigations. An important factor for the solution of the 
above mentioned problems is the integrated use of optical 
and radar data. An essential improvement is expected by the 
combination of spectral signatures derived from optical data 
and physical properties extracted from radar signatures. 
Recently different algorithms for the processing of radar 
data, especially advanced filtering techniques and texture 
recognition software as well as new methods for the 
modelling of surface roughness and soil moisture were 
developed by the working group. Additionally, the 
application of automatic classification procedures and/or 
alternative image processing techniques are under 
investigation. 
Another promising technique for the application of ERS-1/2 
radar data is the use of interferometry. Using this method, 
detailed and accurate three-dimensional relief maps of the 
Earth's surface can be produced directly from SAR-data. In 
addition, as an extension of the basic technique, the 
detection of very small vertical changes (mm-scale) of land- 
surface changes is possible by using the differential 
interferometry. These possibilities open up many potential 
applications in the field of geoscientific monitoring for 
change detection investigations of spaceborne SAR data. In 
this case ERS-1/2 data before and after the earthquake of 
November 1995 were investigated to detect reactivated 
fracture zones and corresponding displacement. First results 
will be demonstrated and displacements of several cm will be 
discussed. 
The parameters extracted from remote sensing data and 
other data sources will be stored, analysed and displayed in a 
geographic information system. A GIS serves as a basis for 
planning activities, and a modelling of series of scenarios 
can be done to show the proposed impacts of e.g. tectonic 
activities to certain regions. The monitoring of movements 
along fracture zones has become well known since the 
displacement zone along the San Andreas fault [1] could be 
shown by specially processed ERS data. The majority of 
movements along active fracture zones spread on the earth 
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crust are less sensational, but nevertheless of high 
importance for long term planning activities. The present 
investigation area is situated in such an active zone. The 
horizontal overall displacement is about 107 km on the left 
and the movement is still continuing. The use of 
interferometry opens up a new dimension for the observation 
of small scale movements. For the overall understanding of 
the process and the interpretation of remote sensing data 
especially the interferometrically processed SAR data, small 
scale geological, tectonic, soil and land-use maps and 
DTM's have to be set up or updated. The relevant 
parameters will be extracted from various optical and 
microwave remote sensing data (e.g. ERS. Landsat-TM, 
SPOT, MOMS-02) and completed by ground-truth data. 

TEST SITE 

The Aqaba-Levant-Structure [2] is situated along the boarder 
line of Israel and Jordan: The preliminarily investigated area 
of the Wadi Araba exeeds from the northern edge of the Gulf 
of Aqaba to the southern edge of the Dead Sea (180 km). 
The structure is considered a left-hand shear zone with 107 
km displacement orientated in N 20° E direction. The 
Aqaba-Levant-Structure is interpreted as a transform fault to 
the Red Sea rift. The movement of Arabia in relation to the 
Sinai-Palestine is believed to have taken place intermittently 
during two principal phases between which there was a 
prolongated pause. The first phase is considered to be early 
Miocene or late Oligocene. The last movement is considered 
to be in Plic-Pleistocene and still continuing. 
There are manifold geological features to manifest these 
displacements. Two regions where studied extensively. The 
Timna Valley (western bank of the Gulf of Aqaba) and Wadi 
Fenan (east of Wadi Araba). 
Both sides of the Wadi Araba are built up alternating by 
Lower to Middle Cambrian layers of shales and siltstones. 
These sequences are underlain by lower Cambrina arkoses 
and overlain by variegated sandstones and shales of Middle 
Cambrian age. The precambrian basement underlying the 
entire area mainly consists of aplitic leucogranites and 
porphyrites. The sequences are in parts surrounded or 
overlain by dolomite-silt-conglomerate-sandstone layers of 
Mesozoic to quaternary age. The plains and wadis are 
covered by the host-rock depending alluvium fans. 
In the vicinity of the northern edge of the Gulf of Aqaba and 
the southern Dead Sea salt-industry is situated, several 
mining areas are active, and along the Wadi and west of the 
Wadi irregated agricultural land use is dominant. 
The potential of TM data for the detection of these 
lithological units could be demonstrated in extent. The 
detection of fracture zones belonging to the transform-fault 
structure sometimes shows high correlation to lithological 
units and are widespread on both sides of the Wadi Araba. 

METHODOLOGY OF THE INVESTIGATION 

For the general extraction of information from the different 
imaging sensors distinct processing steps are mandatory. 
Before merging the data additional pre-processing steps are 
necessary. The digital data from different sensors or seasons 
have to be geometrically registered. The data with the lower 
spatial resolution have to be resampled to the data with the 
highest resolution. This means that e.g. Landsat-TM data 
will be digitally enlarged to generate a pixel size similar to 
the ERS-1/2 data. Within areas with greater relief 
differences terrain geocoded ERS data were used in 
accordance with [3]. In a next step, image-to-image control 
points were selected to register the Landsat data to geocoded 
ERS data. 
The information contents concerning spatial and spectral 
differences were mixed to generate a single data set with 
optimal synergism of input data. To merge multisenor data 
the Intensity-Hue-Saturation (MS) [3] procedure provides 
best results in comparison to other well known algorithms. 
The optical data were processed with common, well known 
image processing procedures like stretching, rationing, 
principal component analysis before transferring to the IHS- 
colour space. 
The preprocessing of the ERS-1/2 data is different as for 
optical data, other and /or additional processing algorithms 
had to be used, e.g. advanced filter algorithms for the 
reduction of the radar noise (speckle). 
An additional approach for surface change detection and 
small scale tectonic movements was done by interferometry. 
Surface changes can be detected by conventional multi- 
temporal amplitude SAR images as well as by coherence 
images representing pre-products of interferometry. Tectonic 
movements can be measured by using differential 
interferometry. 

RESULTS 

The SAR differential interferometry technique is a powerful 
tool to measure small scale movements on the earth e.g. [4]. 
In this case ERS-1/2 data were investigated to detect small 
fracture zones and corresponding displacement caused by the 
1995 earthquake. The reference topography was calculated 
from the interferogram phase derived from the ERS-1/2 data 
pair Aug. 16, 1995 and Sep. 21, 1995 while the phase from 
D-INSAR between reference topography and interferogram 
phase was derived from data pair Aug. 16, 1995 and Nov., 
29, 1995. First results demonstrate the high potential of the 
D-INSAR technique but also some problems which have to 
be considered. Often the orbit parameters are not known 
with a sufficient accuracy and also atmospheric distortions 
can occur. Furthermore a three-month-difference between 
August and November can lead to some changes on the 
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DEFINITION OF RELEVANT     PARAMETERS 
FOR THE INVESTIGATED  PHENOMENA 

PROVISION OF    GROUND DATA 

ERS-1/2 DATA   EVALUATION FOR THE 
INVESTIGATED PHENOMENA 

- detectability of relevant parameters 
-(differential) interferometry 

OPTICAL DATA    EVALUATION FOR THE 
INVESTIGATED PHENOMENA 

-detectability of relevant parameters 

COMBINATION   OF 

-ERS-1/2 SAR data 
- optical data 

MODELLING OF A    GEOGRAPHIC 
INFORMATION SYSTEM (GIS) 

INTERPRETATION OF THE ELABORATED DATA 

- classical approach (photointerpretation) 
- digital classification 
- interferometric approach 

FURTHER DEVELOPMENT OF THE   GIS FOR 
CHANGE DETECTION ANALYSIS 
(as a monitoring model approach) 

MULTITEMPORAL / MULTISENSORAL    APPROACH 

- definition of algorithms and correction models 
- (differential) interferometry 

FINAL DISCUSSION OF THE 
MONITORING MODEL 

ground due to sediment transpositions which makes the 
differentiation between tectonical and sedimentary displace- 
ment difficult. 
For the overall understanding of the processes and the 
interpretation of the remote sensing data, especially the 
interferometrically processed SAR data, geologic, tectonic, 
soil and landuse maps as well as DEMs had to be 
considered. The relevant parameters were extracted from 
various maps as well as from optical and microwave remote 
sensing data. The scientific investigations presented here 
mainly focus on the characterization of lithological and soil 
parameters as well as landuse to monitor dynamic physical 
properties e.g. erosional features via tectonic movements. 
The first goal of this project in the near future focuses on the 
evaluation of the different remote sensing data for the 
determination of spatially distributed and different order 
input parameters for a dynamic geo-tectonic model. 
The presented study is an example for the integration of 
ERS-1/2 data into an pre-operational application project of 
high relevance: Small scale movements along fracture zones. 
Active tectonic zones are of high interest and have to be 
discussed by different planning authorities (e.g. mining 
authorities, roads department, ministry for energy and power 
plants, water resources department). 
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Abstract - This paper presents a comparative study 
with SIR-C/X-SAR and Landsat TM data for detecting 
volcanoes in the northeast of Aksayqin Lake, western 
Kunlun Mountain. The study shows that these two 
remote sensing techniques are complementary to each 
other, and the LHV image can be used best for 
identifying cinder cones and other features, while, 
Landsat TM data provide the compositional information 
of rocks which are not shown on SAR images. 

INTRODUCTION 

The western Kunlun Mountain in Xinjiang province 
of China is an east-west mountain range marking the 
limit between the Tarim basin and the high Tibetan 
plateau, which was formed in the late Paleozoic and 
has been reactived since the India-Eurassia collision[1]. 
Extensive volcanism has existed in the Tibetan area 
over the last 100 Ma, and volcanism since Cenozoic 
dominates the volcanic activities in the northern part of 
Tibetan plateau. A group of volcanoes about 50 km 
northeast of Aksayqin lake in the western Kunlun was 
studied with SIR-C/X-SAR data, and field visit was 
made during a joint field expedition by the scientists 
from the Jet Propulsion Laboratory and the Institute of 
Remote Sensing Applications, Chinese Academy of 
Sciences in August 1995. The paper describes the 
results of our further study to the volcanoes with both 
SIR-C/X-SAR data and Landsat TM data. 

The study area is arid, with elevation more than 
5000m above sea level, and vegetation is very rare. 
Geological survey is poorly conducted for the area due 
to its high relief, remote and poor working conditions, 
and only 1/2000000 scale geological map is available 
[2]. Prior to our study, the volcanoes were discovered 
during the survey mapping [2][3], but the spatial 
distribution and morphology of the lava flows as well as 
cinder cones presented in the area have not been 
reported. This study allows more detailed recognition of 
the volcanic features, and to compare the signatures of 
these features imaged by both optical and microwave 
remote sensing sensors, so as to reveal the abilities of 
these sensors in detecting volcanoes. Rock samples 
were collected during the field trip and were analysed 
for its chemical composition and dating their ages. 

GEOLOGICAL SETTING 

The study area is situated in the highland plateau of 
Kunlun Mountain, where at least three major crustal 
blocks (named Kunlun Block, Qantang block and 
Lhassa block) have been sutured together [4]. The 
area is bounded by Altyn Tagh fault to the north and 
Karakorum fault to the south, both of strike-slip fault 
nature. The Altyn Tagh fault is a left-lateral strike-slip 
fault, extending about 2000 km along the edges of the 
Tarim basin. West of longitude 82°E, the fault becomes 
westly oriented, and runs through Karakax Valley which 
shows a most prominent linear feature on the remote 
sensing imagery (e.g. Landsat MSS, TM, SPOT, ERS- 
1 and SIR-C/X-SAR). The portion of the fault along the 
Karakax Valley is called Kangxiwar fault in Chinese 
literature [3]. Studies from satellite images have 
revealed that the fault is very active with a slip rate 
between 20 and 30 mm/yr [5]. Indeed, earthquakes 
have happened 9 times since 1900 along the faulting 
belt [6], and one of the volcanoes in the Ashikule basin 
about 120 km northeast of this study area erupted in 
1951. To the west of the study, the Dahongliutan fault 
extends north-westly, and jointed with Karakax fault. 
There are also many unnamed faults running through 
the study area, which spatially control the distribution of 
the volcanoes in this study. In fact, the volcanoes 
northeast of Aksayqin lake, similar to those of Ashikule 
basin, are controlled by triangular faulting zones 
(Dahongliutan fault - Karakax fault - southwestly 
extension of Altyn Tagh fault), which is obviously 
favourable for magma movement. The strata rocks in 
the area are mainly of upper Triassic meta-sediments. 
The volcanics described in this paper unconfomably lie 
above the strata. 

DATA ACQUISITION AND PROCESSING 

The western Kunlun area was imaged by SIR-C/X- 
SAR in 1994, on board the shuttle "Endeavour". The 
following data are used in this study: SIR-C data take 
111.41, SRL-1 (mode 11, LHH, LHV, CHH, CHV 
incidence angle at image center 50.4°, pixel spacing 
rng 12.5m/az 12.5m), X-SAR data take 127.61, SRL-1, 
(XW, incidence angle at image center 50.0°, pixel 
spacing rng 12.5m/az 12.5m). In addition to SIR-C/X- 
SAR data, Landsat TM 5 with bands 1, 2, 3, 4, 5, 7 are 
used  to  show  the  volcanic  features   in   terms  of 

0-7803-3836-7/97/S10.00 © 1997 IEEE 746 



reflectance (dominated by the composition of surface 
materials) versus the intensity of radar backscattering 
from the surface (influenced by imaging geometry, 
band and polarization, surface roughness, dielectric 
constant of surface materials). 

X-SAR data and TM data are registrated to SIR-C 
data, so that all pixels on the images presented in this 
paper have the same pixel spacing 12.5m x 12!5m in 
range and azimuth directions. Fig. 1a gives a composite 
color image from LHH (red), LHV (green) and CHV 
(blue), and Fig. 1b shows a composite color image from 
TM bands 7 (red), band 5 (green) and band 4 (blue). It 
can be seen from these two figures that although the 
spatial distribution pattern of the volcanic features are 
similar, there are considerable differences in the 
appearances of cinder cones and lava flows, due to the 
difference of their imaging methods and the nature of 
the energy received from the sensors (reflectance vs 
backscattering). In order to integrate these two types of 
data, principal component analysis (PCA) was made 
for six TM bands, and also for four SIR-C channels 
respectively. The first eigenvector of TM PCA analysis 
was then replaced by the first eigenvector of SIR-C 
analysis, and then ran PCA again (with PCI software). 
The resulting image produce an image with integrated 
features from both SIR-C and TM. 

CHARACTERISTIZATION OF VOLCANIC FEATURES 

Cinder Cones 
In Figs. 1a and 1b, the largest cinder corn is 

apparent above the center of the images. The crater 
wall facing towards the top of the image was 
illuminated in SIR-C image, because of the steepness 
of the wall, the backscattering radar return is very 
intensive, therefore, it is very bright, however, the 
brightness makes the island-like feature in the middle 
of the depressed crater unclear, which is clearly shown 
in Fig. 1b. On the left side of this cone, SIR-C image 
shows two small cone-like feature, however, they are 
apparently two holes originated from the same cone 
described above/which were mapped as two separate 
cones in [8]. The signatures for the second largest 
cone can also be discriminated from Figs. 1a and 1b. 
Geological study in [2][3] suggests that the cones 
mainly consist of dacite, pumice and minor volcanic 
breccia. 

Apart from the above apparent cinder cones, there 
are several cones distributed in the lava flow. A 
comparative study has been made for a portion of lava 
flow with LHH, LHV, CHH, CHV, XW and TM band 7 
images (Fig. 2). Three large circular features can be 
recognized from these images, in particular, from LHV 

image. The circular features are also cinder cones, but 
they have been considerably degraded. The results 
suggest that LHV image can best discriminate the cone 
features due to clear contrast between the apparence 
of lava flows and cone features. The CHV image also 
shows better ability to identify cone features than that 
of CHH image, whereas XW image is similar to CHH 
image. As the backscatter coefficients for HV are lower 
than that for HH [8], depolarization must play an 
important role. The cone features in TM band 7 
appears bright, indicating the presence of light color 
rocks around the cones, but the circular features are 
not as clear as that of LHV image. This further 
suggests that side looking radar can accentuate terrain 
features such as these degraded circular cones. 

Lava Flow 
Field survey has confirmed the presence of 

pahoehoe and block (aa) lava in the area. The 
pahoehoe lave appears dark in SIR-C and X^SAR 
image due to its smooth surface, while, aa lava 
appears bright due to its rougher surface. The aa lava 
are mostly present around the cinder cone south of the 
second largest cone (Fig. 1a). The originalrope surface 
of pahoehoe lava are not presented, weathering with 
times degraded the surface which has been filled with 
eolian sediments. Although no much difference of the 
pahoehoe lava flow can be identified from the SAR 
images, the TM band 7 image reveals bright 
reflectance around the middle of the image (Fig. 2) and 
also some darker reflectance in the vicinity of the bright 
features, indicating the composition changes from light 
color rocks to dark color rocks. 

GEOLOGICAL STUDY 

The K-Ar isotopic dating for the rocks collected from 
the field suggest the ages from 7.45 to 3.97Ma [8], i.e. 
from Miocene to Pliocene epoches. The rocks belong 
to the shoshonitic series. The study in [2] suggests 
three phases of eruptions, the eruptive intensities of 
which were discreased with time. The three phases are: 
1) large scale basaltic lava sheets, 2) basaltic andesite 
around cones, 3) dacite at craters. 

CONCLUSIONS 

This study has shown that SIR-C/X-SAR and 
Landsat TM data are two complementary remote 
sensing techniques for studying volcanic features. The 
LHV image can best identify cinder cones in this study, 
which may due largely to the depolarization effect, 
whereas Landsat TM data can reveal better the 
distribution of rocks with different compositions. 
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Fig. 1a Upper, SIR-C LHH, LHV, CHH (RGB) 
Fig. 1b Lower, Landsat TM 7, 5, 4 (RGB) 

Fig.2 Comparison of SIR-C LHV with TM band 7 

748 



Viewing China With the ERS-1 WSC Data 

Wang Xiangyun1,2, Wang Chao1, Guo Huadong1 

1. Institute of Remote Sensing Application, Chinese Academy of Science, (Beijing, 100101) 

2. Department of Earth science, Nanjing University, (Nanjing, 210093 ) 

Abstract—This paper analyses the distributive characteristic 

of China land surface backscatter coefficient with ERS-1 

WSC data. Results show that China land surface backscatter 

coefficient image is the synthesis of vegetation map and 

terrain map. From the image, at the first eye, the vast Takla 

Makan deserts, the reach to the sky Qingzang plateau, 

ringlike Chengdu basin, and a chain of undulating southern 

China hills greet one's eye. Insight into the image, a lot of 

information can be acquired, for example, the tectonic sketch 

of China, the distribution of vegetation and deserts. It is a 

very important source to study the tectonics, the coverage of 

vegetation, and desertification. The statistical study of the 

typical terrain shows that using the WSC data could 

discriminate six types of main land surface coverage 

including: deserts; Gobi; plateau and basin; mountains; 

vegetation; and snow-covered field. On the whole, 

backscatter coefficient G° value range from -30—5 dB. The 

lowest value corresponds to desert of Takla Makan, Badain 

Jaran, Tengger. The highest value corresponds to snow- 

covered regions of Himalaya mountains and Tianshan 

mountains. 

1. INTRODUCTION 

The objective of this paper is to insight the capabilities 

of the C-band scatterometer for monitoring land surface. The 

emphasis is put on the land surface coverages of China. The 

major feature of the scatterometer is that the backscatter 

coefficient values( G ) of terrain can be quantitatively 

measured. 

The normalized radar backscatter coefficient at C-band , 

W polarization, depends mainly on the moisture content of 

the soil and the vegetation, the vegetation types and coverage, 

and the surface roughness[1]. The radar backscatter 

coefficient increase with soil moisture and moisture content 

of the vegetation, for small incidence angle the radar 

backscatter coefficient is sensitive to soil moisture and 

decrease with surface roughness. For larger incidence angles 

(40 -45 ) the radar backscatter coefficient increases with 

surface roughness and, in the presence of vegetation, with 

biomass. In arid regions the radar backscatter coefficient 

mainly depend on surface roughness, dielectric constant, and 

penetration depth[2]. 

2. DISTRIBUTIVE CHARACTERISTICS OF 

BACKSCATTER COEFFICIENT OVER CHINA LAND 

SURFACE 

Fig. 1 show the distribution of backscatter coefficient 

over China land surface. On the whole, backscatter 

coefficient a value range from -30 to -5 dB. The lowest 

value corresponds to Badain Jaran, Takla Makan, Tengger 

deserts, the highest value correspond to snow-covered 

regions . The most striking feature is the synthesis of 

vegetation and terrain map[3]. Overall, six types of surface 

can clearly be distinguished: deserts; Gobi; plateau and basin; 

mountains; vegetation; snow-covered field . The range of 

distribution for these six types can be identified from 

coloration. 

It is common knowledge that C-band, W polarization 

system mainly sensitize to soil moisture content, vegetation 

covering, and surface roughness, these characteristics are 

fully demonstrated over the image of China backscatter 

coefficient. Chinese geographer subdivided the land into four 

. different parts by the factor of dryness, such as wet, subwet, 

subdry, and dry area[4l From the range of distribution both 

map of dryness factor and backscatter coefficient, one can 

find out the relationship of dryness factor k and G   as 

follows: 
o wet area k<1.0 G =-7-10dB 
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0 
O =-12--13dB 

G°=-14-16dB 
_o 

subwetarea      k=1.0-1.5 

subdry area      k= 1.5 -2.0 

dry area k>2.0 o"=-17--30dB 

By combining the subwet and subdry area into one, and 

naming it as a transitional belt, we can obtain a map of 

China land soil moisture acquired by ERS-1 WSC data, 

which would probably be the sources of information for 

studying the variation of atmosphere and soil moisture. 

China is a mountainous country, the bedrock, snow- 

covered area or vegetation on the mountains contribute very 

strong backscatter coefficient, the o value is -lldB. 

Excepting the southeast China, almost all of the mountains 

are easily identified from the image. 

Mountains are the resultant of geological tectonic, so, it 

is also the source of information for studying geological 

tectonics. 

As far as vegetation, the forest resources in China are 

very rich, and are mainly located in the southeast of China. 

Bounding in above-cited wet area, in north of the boundary, 

the main types of the fo?est are deciduous, on contrary, in 

south of the'boundary,'the main types of forest are evergreen 

broad-leaf forest and tropic rain forest. Its backscatter 

coefficient values ranging from -10 to -7dB, are mainly 

located in the wet area. 

3. CONCLUSION 

Above analytical results show that six types of main 

land surface coverage can be identified based on distribution 

character of China backscatter coefficient. This paper 

demonstrate the high capability of ERS-1 WSC data for 

monitoring land coverage at regional scales. 
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Abstract -- RADARSAT has 35 different beam and 
incidence angle positions with spatial resolution varying from 
10-100m. In order to maximize its use for geological and 
geomorphological mapping, it is necessary to evaluate the 
various beam modes and report on their suitability. 
Our results have shown that selected RADARSAT viewing 
geometry is significant for the delineation of geological 
structures, lithological units, landforms and terrain types. In 
mountainous terrains, incidence angles varying from 40-59 
degrees, are suitable for structural and geomorphic mapping. 
Small incidence angles, varying from 20-31 degrees, are 
suitable for the Precambrian shield terrains. A wide range of 
incidence angles, varying from 25 to 45 degrees, is suitable 
for the flat and rolling prairies. 

INTRODUCTION 

The effects of SAR viewing geometry for geological 
mapping are significant. This is based on the fact that the 
effects of terrain and surface roughness on RADARSAT 
backscatter varies with different viewing geometry. 
Geologists identify structures and landforms from changes in 
topography and textural patterns. In barren environments, 
surficial materials and rock types are identified by their 
surface roughness characteristics. The different ways the 
SAR views the terrain naturally affects the geological 
interpretation in terms of the delineation of geological 
structures, surficial materials, rock units and landforms. 
Recent studies have focused on evaluating the relative 
benefits of the viewing geometry of CCRS airborne SAR, 
ERS-1 and JERS-1 for geologic mapping. Results have 
shown that the SAR viewing geometry and surface cover are 
significant in the delineation of geological structures, 
surficial materials, lithologic units and landforms [1, 2, 3, 4]. 
In addition, [5] have shown that the effects of terrain slope on 
radar backscatter is significant with different viewing 
geometry. 

This investigation provides some general guidelines for the 
use of selected RADARSAT beam modes for representative 
geological terrains in Canada. 

STUDY AREAS 

The study areas were selected to represent different terrain 
types and surfaces in Canada. The terrain types represent 

high,   moderate   and   low  relief.   The      study   areas   are 
representative of these terrain types. They are: 
the rugged forested mountainous terrains in the Canadian 
Cordillera with relief varying from 1800-3800 meters. 
the variable glaciated forested and moderate relief within the 
Canadian Shield. The relief varies from 325 to 400 meters. 

The low rolling prairie terrain which varies from 275- 375 
meters. 

DISCUSSION 

For the most part the RADARSAT images were 
interpreted for surficial geological information. It is clear that 
orthogonal viewing, which is determined by the local slope 
is the most suitable for geological mapping. An interpretation 
of the RADARSAT image in relation to viewing geometry is 
briefly described for each test site. 
In the Fräser Valley, within the Cordillera, thirty-five large 
landslides ranging in size from at least 1 million to more than 
500 million cubic metres have been identified. 

An interpretation of Standard beam mode, SI (20-27 
degrees), and an Extended high beam mode, EH6 (57- 59 
degrees) was done for mapping landslide features (see Table 
I). The landslide features on the steep slopes of the Fräser 
valley are more easily recognized on the EH6 images than 
from the SI image. The eastern slopes where most of the 
slides are occurring has a local slope which vary from 40-60 
degrees, and as such are suitable for RADARSAT viewing at 
the higher angles between 40 and 60 degrees. The 
significance of identifying the characteristic landslide features 
is that they provide clues on the nature of motion and therefore 
indicate potential hazards along transportation routes and 
where protective measures should be made. In comparison, the 
SI image with its steep viewing geometry resulted in 
considerable layover, which restricts interpretation of 
landslide features. 

In general, the Precambrian shield has the local slope 
which varies from 10 to 35 degrees with sharp breaks in the 
terrain because of differential erosion and deposition from 
glaciation. 

The RADARSAT backscatter is primarily from the 
canopy of the boreal forest cover. Topographic variations are 
enhanced by the large number of steep but small breaks in the 
terrain. These breaks are very significant from a geological 
standpoint. They represent the slopes of glacial   and linear 
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features and edges of outcrops. RAD ARS AT SI or S2 (20-31 
degrees) are the most suitable to recognize geological 
features in most Canadian Shield terrains. A comparison of 
Standard beam S2 (24-31 degrees) and S6 (41-46) shows 
that more linears and glacial features are clearly recognised 
from the S2 image than the S6. A summary of features 
recognized is included in Table 1. It is important to note that 
S6 and other higher incidence angles are also useful for 
geological mapping in this terrain but the SI and S2 beams 
(20-31 degrees) provide a more useful image. 

In the low prairie terrains both the RADARSAT S2 (24-31 
degrees) and the S7 (45-49 degrees) images were useful in 
mapping Strandlines flow slides and drainage patterns. In this 
area the local slope varies from 5 to 30 degrees, but unlike 
the Canadian Shield the topographic breaks are less abrupt 
and are enhanced by local landuse patterns. For this reason a 
variety of RADARSAT viewing geometry are useful for 
surficial geologic mapping. For example the SI is suitable for 
the subtle topographic breaks and the S7 is suitable for the 
landuse patterns (see Table I). Because the geomorphology is 
related to landuse the S7 appears to be a more useful image. 

With the exception of stereo-viewing, there are no strict 
guideline for the use of ascending and descending mode for 
geological mapping. Their use is based on the direction of the 
structures and landforms needed to be interpreted. The 
maximum information is obtained only when the feature is 
perpendicular to the SAR viewing geometry. However, 
stereo-viewing is an additional technique which provides a 
better rendition of the geologic features than monoscopic 
viewing. Depending on the nature of the interpretation the 
additional image needed for the stereo radar interpretation 
can be costly. The best results are obtained from same-side 
stereo (ascending/ ascending or descending/ descending) with 
large overlaps and stereo intersection angles (e.g. S1/S6 or 
S2/S7) [6]. 

CONCLUSION 

The guidelines developed from this study will be of use in 
similar terrains outside Canada. The interpretation of several 
RADARSAT   beam   modes   and   their   uses   to   surficial 

geological mapping, and geohazard assessment in different 
Canadian terrains has shown the following. 

Different RADARSAT viewing geometry exhibits 
significant differences in images for the delineation of 
geological structures, lithological units, landforms and terrain 
types. 

In mountainous terrains, incidence angles varying from 40- 
59 degrees, are suitable for structural and geomorphic 
mapping. 

Small incidence angles, varying from 20-31 degrees, are 
suitable for the Precambrian Shield terrains. 
A wide range of incidence angles, varying from 25 to 45 
degrees, are suitable for the flat and rolling prairies. 
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Table 1: Summary of selected RAD ARS AT beam modes for geological mapping 

Area Relief Surface Cover Recommended 
Viewing 
Geometry 

Features 
Identified 

Cordillera- 1800-3800m forest, mainly 40-60 degrees •   Block slide 

Fraser Valley 40-60 degrees 
slope with large 
terrain breaks. 

conifers • Ridges 
• Scarp 
• Faults 

Precambrian 325-400m Mixed forest 20-35 degrees •   Faults 

Shield. 10-35 degrees •   Fluted 

Geraldton slope with surfaces 

Mineral Belt numerous small 
terrain breaks 
due to 
differential 
erosion and 
deposition 

• Eskers 
• Thick till 
• Thin till 
• Organic 

terrain 
• Some 

lithotectonic 
units 

Prairies ,275-375m Mainly 20-50 degrees •   Strandlines 

Morden, 5-30 degrees , Agriculture ;•   Flow slides 

Manitoba. : slope with minor 
breaks from 
streams. 

; •   Drainage 
patterns and 
associated 
alluvium 
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Abstract ~ A first order, mean field model for scattering 
from a woodland canopy is developed in the distorted Born 
approximation. The model is applied to simulated mixed 
woodland. Full account is taken of shading, shadowing and 
the SAR imaging process. Resulting simulated SAR images 
are barely distinguishable from real C-band SAR images of 
woodland, and show intensity speckle distributions that are 
well modelled by the K distribution at low to moderate 
resolutions. Speckle distribution shape is revealed to depend 
upon resolution, incidence angle, canopy topography and 
instrument function and the physical origins of these 
dependencies are identified within the context of the model. 

INTRODUCTION 

The intensity distribution in synthetic aperture radar 
(SAR) images has been used to discriminate woodland [1]. 
However, the speckle distribution for woodland is observed 
to depend upon imaging conditions and canopy type [2]. It 
is important, therefore, to understand the physical origins of 
intensity speckle distributions in order to access the 
information they contain. Previous work with discrete 
scatterer vegetation models [1] has shown that cross section 
fluctuations, and number fluctuations can influence intensity 
distributions. However, these cannot account in full for 
observed distribution moments. It has been speculated that 
shadowing effects in woodland canopies are the main 
influence on intensity distributions but until now no physical 
model has been available to investigate this idea. A model 
for scattering at short wavelength from an undulating 
woodland canopy is developed in this paper. The model is 
fundamentally a first order, mean field model and as such is 
only proposed for the modelling of copolar backscatter since 
cross-polar backscatter calculations require second order 
models or higher [3]. The theory, briefly outlined in the 
following section, is formulated in terms of the distorted 
Born approximation (DBA) for an isotropic canopy [4], 

THEORY 

Scattering from a flat vegetation half-space 
Discrete scatterer vegetation models employing the DBA 

make use of the concept of scatterers embedded in a flat, 
half-space, effective medium [4]. The introduction of what 
is an essentially artificial boundary plays an important role: 
it fixes the incidence angle and determines transmission 

coefficients. In addition, the electric field boundary 
conditions determine the mean field decay constant. The 
boundary also provides a height reference. The half-space 
model is applicable when the canopy depth far exceeds the 
decay constant e.g. in a green woodland canopy at C-band 
[1]. The DBA is encapsulated in a single equation for the 
scattered field [4, equation 60]: 

E*= X °eff  S„<E> (1) 
n 

Using in (1) the Foldy-Lax approximation [1,4] for the 
permittivity of the effective medium comprised of Rayleigh- 
Gans   [3]   scatterers   with   scattering  operators   Sn,   and 

employing expressions from [5] for the effective Green's 
function Geff and mean field < E > for an isotropic half- 

space, it can be shown that the backscatter cross-section per 
unit area of surface is [1] 

a" =p cos9<a^>„ T(8/4) (2) 

where p is the number of scatterers per unit volume, 8 

is the incidence angle, < a °n >n is the mean scatterer cross- 

section,  T is the two-way power transmission coefficient 
and 8 is the mean field decay constant or penetration depth. 

Scattering from an uneven vegetation canopy 
The flat canopy model is a poor approximation for a 

woodland where the canopy height fluctuates on a scale 
commensurate with the SAR resolution. However, we make 
the approximation of local flatness on a scale less than the 
SAR resolution (see Fig.l). The woodland canopy is divided 
into flat facets, with dimensions smaller than the SAR 
resolution, but greater than the radiation wavelength. 

Figure 1. Discrete woodland canopy and imaging model 
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Each facet cross section may be approximated using (2) if 
we replace the global incidence angle, 8 ,  with a local 
incidence angle, 0,, determined from the facet normal, h 

~i 

and the incident wave vector,  k . In addition a facet is 
~/ 

taken to contribute zero cross section if a) local incidence is 
greater than 90° (shading), or b) it is geometrically obscured 
by another element of canopy (shadowing). 

Account is taken of the SAR imaging process by 
projecting the mean facet cross sections onto the SAR 
imaging plane using the concept of range gates. In keeping 
with the first order, mean field scatter nature of the model, 
the mean facet cross sections should be determined by 
summing (1) over the corresponding range volume and 
averaging the backscattered intensity. However (2) is used 
to approximate this process using the concept of local 
flatness. The instrument function is incorporated by 
allowing each mean facet cross section to contribute to 
neighbouring SAR pixels with the appropriate weighting. In 
this way, and uniquely, a mean cross section SAR image is 
generated. The projection process has the effect of 
'compressing' a bright leading edge into a small image 
space, and of 'stretching' shadowed/shaded areas across 
larger image spaces. 

To obtain the single point speckle distribution two 
techniques are used. The first simply assumes that the 
speckle is 'locally Gaussian' and replaces each SAR pixel in 
the mean intensity image with a random number taken from 
an exponential distribution with the given mean. This 
technique is the most efficient but it does not preserve the 
correlations in the speckled image and for this a second 
technique is used. Returning to the generation of the mean 
image, if instead of summing facet mean cross sections into 
SAR pixels we sum complex realisations of the facet 
scattered field, again 'locally Gaussian', then a speckled 
image results which preserves image correlations. That the 
two techniques yield the same single point speckle 
distributions is readily proved provided that the mean 
number of facets per SAR resolution cell is large (> 9 ). 

Simulation of a woodland canopy 
A simulated woodland has been used with the model. 

Trees of varying diameters were arranged randomly on a 
periodic flat surface. Crown shapes were either conical for 
pine trees or ellipsoidal for deciduous trees. Crown size was 
linked to the tree's nearest neighbour separation and crowns 
overlapped for high cover. Gaussian correlated height noise 
was added to the crown shapes to degrade their regularity 
and to mimic the trees' internal structure. The canopy was 
then discretized for use in the SAR simulation. Examples of 
height profiles taken through a mixed canopy of some 900 
trees in an area 120m by 120m are displayed in Fig.2. 

40 60 60     -40     -20        0 20 
distance (m) 

Figure 2. Simulated woodland height profiles. 

RESULTS 

Fig.3 shows images generated from the simulated canopy 
which has a height standard deviation of 0.9m. Fig.3(a) is a 
projection of the canopy surface cross section which reveals 
the shadowing and shading (looking left to right). Fig.3(b) is 
the mean intensity SAR image and Fig. 3(c) is the correlated 
speckle image produced by summing field returns. The 
resolution is 1.6m in azimuth and range, and the incidence 
angle is 55°. Topographic features apparent in Fig.3(a) are 
preserved to some extent in the mean image but are 
disguised by speckle. At higher resolutions topographic 
features are recognisable in speckled images. Fig.3(d) is a 
section of a real SAR image of mixed woodland at the same 
incidence and resolution which has the same textural 
properties as the simulated image. 

The model has been used to investigate the dependence of 
texture on resolution and incidence for a mixed canopy. A 
measure of texture is the normalised second intensity 
moment, /(2) =< I2 > / < I >2 . 

Figure 3. (a) mean canopy cross section map, (b) mean SAR 
intensity, (c) speckled SAR intensity, (d) SAR intensity 
image from real observation of woodland. 
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Figure 4. Normalised second intensity moment v resolution. 
Symbols: data, full lines: estimate from best fit üf-dist'n. 

For exponentially distributed, fully developed speckle 

/(2) = 2 .The value of /(2) in Fig.3(c) and Fig.3(d) is 2.6 
and the intensity in both these images is ^-distributed. Fig.4 

shows the variation of 7<2) with resolution. At a low 
resolution of 4.8m (~ mean tree separation) the images 
display little texture and intensity distributions are 
exponential. At all incidences the normalised moments 
increase monotonically and more rapidly with improving 
resolution. The simulated intensity distributions are found to 
be K-distributed at moderate resolution, but depart from K 
significantly as the resolution is increased. It is interesting to 
note that whilst the fit to ÄT-distribution in the speckled 
image is generally exceptionally good, the underlying mean 
image is not so well approximated by the corresponding T - 
distribution. The values obtained from simulation are in 
very good agreement with observations. Moments are also 
seen to increase with increasing incidence angle as is more 
clearly revealed in Fig.5. 

1 o 
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90 

Figure 5. Normalised second intensity moment v incidence 
angle. Symbols: data, full lines: est. from best fit A"-dist'n. 

DISCUSSION 

The model reveals the dependence of intensity speckle 
distributions upon both canopy topography and the imaging 
process. The distribution of cross section values on the 
canopy surface is very different from that in the mean SAR 
image as a result of the imaging process. Long, bright 
leading canopy edges are compressed into single SAR pixels 
and shadowed areas tend to occupy a greater extent of the 
final image. This has the effect of stretching the bright end 
of the intensity distribution and raising the dark end, aiding 
the transition from exponential to ÄT-distribution. Intensity 
moment values obtained from simulations are in good 
agreement with observations, implicating topography and 
imaging as the main influences on speckle distributions. 

Global incidence angle dependence can be traced to the 
variation in shadow length and the change in distribution of 
local incidence angle. At low resolution the effects of local 
slope variation are averaged out and the intensity is 
exponentially distributed. Local slope effects become 
apparent as the resolution improves. This behaviour reveals 
information about the canopy height correlation length, 
which in turn is linked to the distribution of tree separations. 
So intensity distributions contain information about the 
distribution of trees and their crown shapes and sizes. That 
intensity is AT-distributed at moderate resolution is verified 
observationally. The model predicts a trend away from the 
^-distribution at higher resolutions. 

Verification of the woodland canopy model is desirable. 
Forest type discrimination, cover estimation and speckle 
correlations are under investigation. Estimates of mean 
backscatter cross section can vary significantly between the 
flat canopy model and the undulating canopy model. The 
model will be extended to anisotropic canopies, cross-polar 
backscatter and shallow canopies/longer wavelengths. 
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ABSTRACT 

Ideally, using SAR data in combination with optical data or to 
invert of a physical backscattering model, prior scene 
knowledge is introduced in adaptive speckle filters to aim at 
restoration of radar reflectivity i.e. of the physical quantity, 
proportional to the backscattering coefficient, that is 
measured by a SAR instrument. Introduction of A Priori 
knowledge or A Priori guess implies generally the use of 
Bayesian methods in the processing of SAR images. In this 
paper, we analyse how prior knowledge, or prior guess, of the 
first order and of second order statistics of the imaged scene 
has been gradually introduced in the development of adaptive 
speckle filters. It is shown how these scene statistical models 
are used, in particular in a Bayesian Maximum A Posteriori 
(MAP) inference process. These Bayesian filters, that present 
the structure of control systems, are analysed in terms of 
stability and commandability. 

1. INTRODUCTION 

Fifteen years ago, speckle filtering was generally considered 
as a simple image enhancement operation, which could be 
done using heuristic filters (block averaging, median filter, 
etc.). In the last years, speckle filtering was slowly 
reconsidered as an operation dedicated not only to remove 
"speckle noise" in SAR images, but also to prepare such 
images for data fusion with optical data or for the inversion of 
a physical backscattering model. In this framework, the 
introduction of prior scene knowledge in speckle filters 
became a domain of growing interest. 

In presence of scene texture, to preserve the useful spatial 
resolution, e.g. to restore the spatial fluctuations of the radar 
reflectivity (texture), an A Priori first order statistical model 
is needed. With regard to SAR clutter, it is now well accepted 
that the Gamma-distributed scene model is the most 
appropriate [1-3]. The Gamma-distributed scene model, 
modulated by, either an independent complex-Gaussian 
speckle model (complex SAR images), or by a Gamma 
speckle model (multilook detected SAR images), gives rise to 
a K-distributed clutter. Nevertheless, the Gaussian-distributed 

scene model remains still popular, mainly for mathematical 
tractability of the inverse problem in case of multi-channel 
SAR images (multivariate A Priori scene distributions). 

2. BAYESIAN MAP SPECKLE FILTERING 

To account optimally for non-linear effects of the 
scene/speckle combination giving rise to an actual SAR 
image, introduction of A Priori knowledge or A Priori guess 
implies the use of a Bayesian method to solve an inverse 
problem, such as the restoration of the radar reflectivity in 
speckled SAR images. As an example, lets consider the case 
of a multi-channel detected SAR image. The inference 
mechanism, that enables, at the lowest error cost, to deduce 
conditional A Posteriori radar reflectivity vector R/I from its 
speckled observation / uses the Bayes theorem: 

P(R/I) = P(///?). P(R) I P(7) (1) 

where P(IIR) is the joint probability density function (pdf) of 
speckle, and P(R) is the joint pdf of the radar reflectivity, 
introduced as statistical A Priori information. Eq.(l) 
combines A Priori knowledge P(R) and new knowledge given 
by the observation /. Clearly, the A Posteriori estimation of R 
is influenced by the prior knowledge (or prior guess) of the 
statistical properties of/?. 

The MAP estimate corresponds to the maximum of the A 
Posteriori distribution P(/?/7): 

A 

3Ln(P(//Ä))/3Ri +3Ln(P(fl))/aRi =0 for R =R, MAP      (2) 

The first (Maximum Likelihood) term of Eq.(2), accounts for 
effects of the compound imaging system. The second 
(Maximum A Priori) term represents our prior statistical 
knowledge of the imaged scene (cf. [4]). 
A major advantage of the MAP restoration process is that 
non-linear system and scene effects are taken into account by 
the restoration process. Therefore, MAP speckle filtering can 
be considered as a controlled restoration of R, where A Priori 
knowledge controls the inference process, and allows an 
accurate estimation of radar reflectivities Rj, and of their 
fluctuations due to scene texture in all image channels i. 
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3. PRIOR KNOWLEDGE/GUESS AND MAP FILTERS 

* Mono-channel detected SAR images: 

The choice of P(R) as a Gamma pdf (K-distributed clutter) 
gives rise to the Gamma-Gamma MAP filter [5-7]. Additional 
MAP filters have already been developed, with prior P(R) 
defined as: a Gaussian pdf [8], a Beta pdf [5,6], a triangular 
pdf [6], a Weibull pdf [6], and a LogNormal pdf [6]. 
Comparison of results given by these filters shows that MAP 
filtering presents a good robustness to local errors in the A 
Priori guess of P(R), unless the scene becomes very 
heterogeneous. This justifies using geometrical refinements 
[7] or refined texture analysis that involves the use of second 
order statistics [9], to identify and isolate the sources of 
strong heterogeneity. 

* Multi-channel detected SAR images: 

No analytic multivariate Gamma pdf is available to describe 
first order statistical properties of a natural scene as viewed 
by diverse SAR sensors (different physical features of the 
scene), or at different dates (scene evolution over time) 
Therefore, a multivariate Gaussian pdf was chosen as analytic 
multi-channel scene statistical model [10]. 
Two MAP filters have been recently developed to restore the 
radiometry of all image channels in a SAR dataset, for the 
respective cases of correlated and uncorrelated speckle 
between SAR image channels. The performances of these two 
new filters are reported in [10], and an example of results is 
shown in Fig. 1. 

* Mono-channel complex SAR images: 

Luttrell [4] has developed a MAP filter to perform the 
specific task of super-resolution in complex SAR images. His 
MAP filter produces a detected image at enhanced spatial 
resolution. A Priori knowledge is introduced under the form 
of a Gaussian scattering model. 

* Separate Complex Looks: 

Gaussian-Gamma MAP for separate complex multilook SAR 
images [11] has been developed to produce a detected filtered 
multilook image, from original separate complex looks. A 
Priori knowledge of P(R) as a Gamma pdf (K-distributed 
clutter) is introduced in the Bayes equation. 

* Polarimetric SAR images: 

The fully polarimetric Wishart-Gamma MAP for polarimetric 
SAR data [12] bases on the two hypothesis that: 1) the 
normalized number N of scatterers within the resolution cell 
might remain constant whatever the configuration of 
polarization; 2) P(N) is assumed a Gamma pdf. At this point, 

the filter performs a local estimation of N. Although this filter 
gives apparently very good results, at the light of more recent 
work [13], it appears that the guess that N might remain 
constant while changing polarization is not a robust 
•statement. As a consequence, more sophisticated MAP 
polarimetric filters have to be developed. 

4. MAP FILTERS AND CONTROL SYSTEMS 

Nevertheless, the most remarkable feature is that they present 
the structure of control systems. As an example, the two MAP 
filters for multi-channel detected SAR images can both be 
easily rewritten as Riccati's algebraic equations: 

- A X - X 'A - Q + X 'C F1 C X = 0 (3) 

Eq. 0) represents the optimal controlled reconstruction at 
constant gain of linear invariant processes (R and textures of 
the channels) perturbed by white noises (speckle, pixel spatial 
mismatch between channels). It can be shown that the scene 
A Priori model acts as a command, and that the covariance 
matrices act as multipoles or controls. It is also noticeable 
that MAP elaboration of information generates automatically 
feedback processes that enable to control the filtering process 
itself. In addition, Riccati's theorem stipulates the existence 
of a unique positive definite solution for Eq.(3). Therefore, 
this property holds also for the corresponding MAP filters. 

5. CONCLUSION 

In this paper, we have presented a non-exhaustive review of 
existing MAP speckle filters to illustrate the interest of prior 
knowledge in SAR image restoration, restraining to "point 
restoration" filters. For example, MAP segmentation of SAR 
images (e.g. DRA's work in the UK) is out of our scope. 
In addition, among Bayesian methods, alternatives to the 
MAP approach exist, according to the final goal of the 
treatment. Such a valid alternative, the A Posteriori Mean 
(APM) speckle filtering is presented in [14]. All -these 
Bayesian filtering methods take non-linear effects into 
account, giving rise to SAR clutter, while restoring radar 
reflectivity, and above all, texture. In restoring scene texture, 
they prove superior to heuristic filtering, or adaptive filtering 
based on frequentist approaches. Even if some other methods, 
such as LMMSE filters derived from [15-17], implicitly 
assume some A Priori knowledge, forced linearization of their 
filtering processes does not allow using it. However, Bayesian 
filters are commandable through the weighting of A Priori 
knowledge in the induction process. In addition, they present 
the form of stable control systems, that can be extended to 
real applications. A demonstration of the application of the 
control systems principles for retrieval of geophysical 
parameters is presented in [18], to illustrate the potential of 
this approach. 
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Wc:M. .... 
Figure 1: From left to right: ERS PRI image (©Eurimage 1996) and filtered version. RADARSAT Std Beam SI image 
(©RADARSAT Int. 1996) and filtered version (Gaussian-Gaussian MAP filter for multi-channel detected multilook images). 
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Abstract. Reducing the speckle effects in polarimetric data 
implies the use of statistical models for the speckle. A well 
known model is the product model which assumes the same 
texture variable for all the elements of the Covariance Matrix 
(CM). We present here 2 models which allow differences 
between channels. For each model, a filtering technique is 
also presented. Finally, an analysis of texture variations is 
realized on several natural and non natural clutters. 

1.- INTRODUCTION 
For a surface with fully developed speckle, the polarimetric 
vector of measures, lZ = (z^, zhv, zvh, zvv), is a 4-dimensional 
(3-dimensional for reciprocal data) jointly circular gaussian 
complex vector with mean Covariance Matrix (CM) Cz. 
The sample CM of a L-look polarimetric data : 

1  L 

^z=-IZm'Z* Z r  ^J      m        m 
Li m = 

is shown to be Wishart distributed : 

P(ZZ/CZ) = 
L*\T., -LTr(C£zz) 

(1) 
Kpip-i),2r(L)...nL- p + l)\Cz\L 

In single or multilook cases, the polarimetric information of 
the surface is entirely contained in Cz which is the only 
variable to estimate. 

For homogeneous surfaces, Cz is suppose to be constant from 
a resolution cell to another and the Maximum Likelihood 
(ML) estimate of Cz is given by the sample mean of the 
sample CM's of all the resolution cells defining the surface. 
For non-homogeneous surfaces, Cz has to be estimated for 
each resolution cell or set of resolution cells. We first present 
2 general models to estimate Cz on heterogeneous areas. 
These models are generalizations of the well known product 
model [5,6,9]: 

Cz = uXzh 

with Cd, = E(CZ) = E(Zz), mean CM of an equivalent 
homogeneous area, and \i normalized texture (E((i) = 1 ). 
An analysis of the textural variations between polarization 
intensities is realized for some natural and non natural 
clutters. This analysis will permit to define the proper model 
to use for each clutter type. 

2.- Matrix direct product model and linear Minimum 
Mean Square Estimate (LMMSE) of Cz 

Such an estimator was first proposed for 1 look data in [1] 
and extended to L-look data in [2]. 

The model used was : 
SZ = ZF®CZ 

(<8>: matrix direct product) 
with Z,, Wishart distributed with mean CM CF 

(2) 

E(IF) = CF = 

1 Phhhv* 

1 

Phhvv* 

[Phhhv*) 1 Phvvv* 

\Phhvv*)       [Phvvv*) 1 

Pierdicca et al. [3] pointed out that this model implies, for 
homogeneous areas : 
Var(ZpqZld*) = Edz^z/lVL p,q,k,l in {h,v} (3) 

Their experiments prove that (3) is not verified, but another 
relation is observed : 
Var(zpqzk,*) = E(lzwl2)E(lzk,*l2)/L      p,q,k,l in {h,v} (4) 

Their explanation is that an additive noise is superimposed to 
the multiplicative speckle noise. 

To fit to the experimental observations of Pierdicca et al [3], 
we propose another model (« matrix direct product model »): 

cz = c2h®zR 

(5a) 
(5b) 

with 1^, Wishart distributed with a mean CM : Czh. ZR is a 
matrix containing the normalized texture value of each 
element of Ez : 

£R[i,j] = Cztijl/C^fij] = Cz[i,j]/E(Cz[i,j]) 
We don't relate it to a vector of complex texture variables 
and hence SR is not considered here as a covariance matrix 
even though the off-diagonal elements may be complex. It is 
a spatially varying matrix variable with mean : 1}X} (l4ri for 
non-reciprocal data). 5^ and 1^ are independent random 
variables. 
For homogeneous areas, SR is constant (Z,^^,) over all the 
pixels of the surface and this model is equivalent to (1) . 
Theoretical variances derived from distribution (1) (see [2]) 
conduct to relation (4). The LMMSE estimate of [1] and [2] 
give then estimates of S„ for each pixel of the surface. The 
estimate of Cz is constructed by : 

C-z _ Czh -RLMMSE 
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3.- Multiplicative model on all synthesized powers 
Polarimetric synthesis defines isomorphism's between the 
elements of the CM and some synthesized powers. In [4], 
such an isomorphism is given for the reciprocal case : 

{lhh[2, lhvl2,lvvl2,Re(hhhv*),Im(hhhv"),Re(hhvv*),...} 

** I "hh> "bv> "w> "vP "vi> "hf> "hi» "R> "to I 

(f is the 45° linear, o, the 135°, and 1, the left circular polarization) 

Multiplicative model is used for each power : 
Ppq = Rpq.Fpq , (p,q) in {h,v,f,o,l} 

with RM scene reflectivities and Fpq speckle intensities. 
Rw may differ from a power to another. The main difference 
between this model and the matrix direct product model (5) is 
that no complex texture variable is used. 
Filtering speckle effects under this model can be done with 
any of the existing multi-channels filters.  To  keep the 
polarimetric specificity of the data, we propose a combined 
use of the Polarimetric Whitening Filter (PWF) [5,6] and the 
optimal summation with textural compensations [7]. The 
original method of [7] calculates a channel of minimum 
variance. Here, the PWF gives the channel of minimum 
standard-deviation-to-mean ratio. The CM equivalent to the 
set  of filtered  powers  has  been  shown  to  keep  mean 
polarimetric information's of the surface. 

4 .- Texture analysis of natural and non natural clutters 
The « product model» is the particular case of model (5) 
where all the elements of SR are equal, real and positive, but 
also a particular case of model of part 3, with a same R for all 
powers. For the product model, several estimates of Cz are 
given in [8]. This simplified model is not verified for some 
clutters and models of part 2 and 3 have to be used. The aim 
of this part is to test the product model on some natural and 
non natural clutters. 

N° Clutter type sample size 
1 calm water 3248 
2 wet sand (low tide) 3245 
3 young planted forest of pines 2215 
4 old planted forest of pines 2724 
5 natural forest 2130 
6 culture 1537 
7 irrigated culture 1473 
8 urban 518 
9 mixed urban-forest 1312 

Table 1.- Names and sample sizes of the 9 clutters 

A great variety of such tests were proposed in [9] and more 
recently in [10]. Two of these tests are realized here on a 
SIR-C single look data taken in April 1994 over the region of 
Les Landes (south-west of France). The scene is a coastal 
region with a site of planted pine forest in its center. A large 
sample has been taken for 9 different clutters (table 1). 

To reduce the number of tables, results are presented for L 
band data only. 

4.1.- Order parameter variations 
All the clutters are supposed K-distributed (Gamma- 

distributed texture variable). For each polarization intensity, 
the Maximum likelihood (ML) estimate of the order 
parameter a of the corresponding K distribution is 
numerically approached using the method described in [10]. 
A KS test verifies the fit of the experimental distribution to 
the K distribution. If the 4 polarization intensity channels 
represent 4 realizations of speckle on the same texture 
channel (product model), a will have gaussian variations (for 
sufficiently large samples, see [10]). For L=l, results from 
[11] show that, for oc<10, the theoretical variance of the ML 
estimate is well approached by the variance of the estimate 
using the mean of the log, and that, for a>10, it is well 
approached by the variance of the contrast estimator. We use 
these approximations here. 

H H H V V H V V 
N° a KS a KS a KS a KS 
1 50 0.88 37.2 0.95 50 0.94 50 0.99 
2 1.8 0.03 31.4 0.80 50 0.62 1.4 0.00 
3 50 0.65 10 0.66 9.9 0.99 32 0.92 
4 17.9 0.97 18.1 0.92 17.3 0.65 21.6 0.77 
5 11 0.96 13.6 0.64 13.2 0.95 21.2 0.51 
6 8.9 0.75 50 0.49 50 0.35 9.2 0.43 
7 5.2 0.98 50 0.78 38.3 0.50 25.6 0.77 
8 0.81 0.00 0.71 0.00 0.67 0.00 0.81 0.00 
9 1.9 0.01 4.8 0.63 3.6 0.87 3.2 0.13 
Table 2 .- Estimates of a and corresponding KS probabilities 
for the intensities of the 4 polarization's 

As expected, calm water (N°l) may be considered as a purely 
gaussian clutter (for oc=50, KS test compares experimental 
distribution with the exponential distribution). A doubt is 
permitted for the HH channel, with a KS probability of only 
0.88 . The sand discovered by the low tide (N°2) has a highly 
textured surface which gives rise to double bounce effects. In 
this case, fit of co-pol intensities to the K distribution with 
low order parameter is poor. For cross-pol intensities, no real 
variation of a is observed but the fits are poorer. 
Backscattering from young forest (N°3) is dominated by 
surface scattering from ground. In this case, a significant 
difference appears between the order parameters of co- and 
cross-pol, but it may be due to gaussian variations of mean 
E(a)=25 and theoretical standard deviation std(cc)~15. 
Product model is not statistically rejected for sample 3, but it 
seems that texture has to be analyzed separately for co- and 
cross polarization's. Older forests (4 and 5) have a dominant 
volume scattering, coherent with the product model. Cultures 
(6 and 7) are similar to N°2 with highly textured surface (just 
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planted cultures). Fits of co-pol intensities are nevertheless 
better for these 2 cases. Urban (N°8), dominated by double 
bounce and surface scattering, shows very low estimates of a 
for all polarization, without fitting to K distribution. Mixed 
urban-forest, with some volume scattering, is closer to the 
product model but poor fits are still observed on co-polarized 
channels. 

4.2.- Ratios of intensities 
The texture variable, u, is supposed to have the same value in 
each polarization channel. This is a consequence of the 
product model. Ratios of channel's ML estimators of texture 
(normalized intensity for the single channel case [6]), are 
compared to the theoretical distribution of the ratio of 2 
correlated exponential random variables with means 1 [9]: 

q-H2)(Hr) 
P I 9 I    .2    \3/2 

((l + r)2-4|p|2r) 

For each sample, the ML estimate of the correlation 
coefficient of the intensities, Ipl2, is evaluated by numerically 
finding the one which maximizes the log-likelihood function 
in the range 0.001 to 0.999 by step 0.001. 

N° (hh,hv) (hh,vh) (hh,vv) (hv,vh) (hv,vv) (vh,vv) 
1 0.95 0.56 0.28 0.90 0.99 0.86 
2 0.00 0.00 0.002 0.79 0.00 0.00 
3 0.34 0.24 0.72 0.79 0.33 0.65 
4 0.87 0.84 0.92 0.94 0.78 0.77 
5 0.65 0.32 0.12 0.92 0.54 0.74 
6 0.53 0.86 0.66 0.29 0.42 0.07 
7 0.16 0.03 0.003 0.35 0.995 0.95 
8 0.03 0.004 0.53 0.01 0.007 0.003 
9 0.00 0.00 0.002 0.16 0.78 0.76 
Table  3  .- 
distributions 

KS  probabilities 
of ratios 

of the  fit of experimental 

Some of the results of table 3 are somewhat suprising. For 
the assumed purely gaussian clutter (N°l), the poorest fit is 
observed for the couple of co-polarized channels (Ip^J ~ 

O-11- 'Pbwh1 ~ °-12)- From table 2> we see tnat KS probability 
of the HH channel is just sufficient to conclude to the 
exponential distribution. Here this bad fit appears clearly and 
this sample may not present purely gaussian variations. 
Sample 2 (Ip^J ~ 0.85) clearly don't verify the test of the 
product model, excepted, perhaps, for the couple of cross- 
polarized channels (lphvvhl ~ 0.15). For the young planted 
forests, textures are different between co and cross polarized 
channels (lp„J ~ 0.78, lphvvhl - 0.96, lphhJ ~ 0.00). It confirms 
the necessary separation of these 2 textures. Old planted 
forest can be assumed to verify the product model, but 
natural forest show some differences between channels. This 
may be due to the greatest heterogeneity of the covers of 

natural forests. Cultures are clearly not verifying the test. For 
these clutters, models of part 2 and 3 have to be used. This 
second test confirms that urban or mixed urban-forest are 
also clutters for models of part 2 and 3. 

CONCLUSION 
In this paper, we have proposed 2 models to use when the 
product model doesn't apply. For these two general models, 
some methods are given to estimate the mean CM Cz. A 
comparison between these models is necessary and will be 
the point of future studies. Here we limited our investigations 
to the assessment of the product model. The tests we made 
have shown that only 2 of the 9 clutters we've chosen, can be 
assumed verifying this model. The general models appear 
necessary in the other cases. A future step of this study will 
be to rely the backscattering mechanisms to the model type 
in order to automatically (using methods like [12]) choose 
the right model to apply. 
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Abstract - In this paper, the results of an experimental 
investigation of the use of textural features computed from 
the Gray-Level Co-occurrence matrix for Synthetic Aperture 
Radar (SAR) image classification are reported and discussed. 
The investigation, carried out on SAR images acquired with 
the SIR-C/X-SAR sensor in an Italian agricultural area, 
makes it possible to derive interesting information about the 
computation modalities and the effectiveness of the above 
textural features. 

INTRODUCTION 

SAR images are characterized by a large spatial variability 
(resulting from their high spatial resolution and from the 
presence of speckle), which makes it useful to exploit texture 
information for classification purposes [1]. 

In the literature, many techniques for characterizing remote- 
sensing image textures have been proposed [1,2]. Among the 
most widely used, there is the technique based on the Gray- 
Level Co-occurrence (GLC) matrix [3]. This technique relies 
on the assumption that the texture information present in an 
image can be described by the spatial relationships among the 
grey levels. Such relationships are associated with the GLC 
matrix, from which several textural features can be computed 
(in the following, we shall refer to these features as GLC 
features). 

Many papers have been presented, dealing with the 
application of GLC features to the classification of remote- 
sensing optical images [2,4]. From such papers, interesting 
information on how to perform feature computation and on 
the effectiveness of the above features for classification 
purposes can be derived. 

On the other hand, the papers that address the application of 
GLC features to SAR data do not report similar 
investigations, and the different nature of SAR data does not 
allow one to extend results obtained by optical data. 

The main purpose of this paper is to describe the results of 
an experimental investigation of the use of GLC features for 
SAR image classification. Experiments were carried out in 
order to obtain information about the best values of the 
parameters for the GLC matrix computation, to assess the 
effectiveness of the most commonly used de-speckle filters as 
a preprocessing of SAR images before extracting GLC 
features, and to identify the best GLC features for land-cover 

classification. A data set composed of SIR-C/X-SAR images 
acquired in an agricultural area in the north of Italy has been 
used. 

DATA SET DESCRIPTION 

The study region was an agricultural site in the Oltrepo 
Pavese area (in northern Italy). We selected a section of 
512X512 pixels of a scene acquired with the SIR-C/X-SAR 
installed on board of the Space Shuttle Endeavour. The 
acquisition took place in April 1994. In order to reduce the 
computational load of our experiments, we focused our 
attention on a four-look image acquired in the C band, 
polarization HV, as we found that the texture in such a 
channel was very effective to discriminate among different 
land-cover classes. 

For our experiments, we considered the following six 
numerically most representative classes present in the image: 
poplar-grove, wheat, tobacco, herbaceous, water, and urban. 
The image regions of each land-cover class were randomly 
subdivided into two disjoint sets; 6190 training samples were 
taken from the regions of one set and 6916 test pixels from 
the regions of the other set. 

EXPERIMENTS 

Experimentation planning 
The dynamics of the above described image was compressed 

from the original 256 levels to 128 levels by using an equal- 
probability quantizing algorithm [3]. This allowed us to 
reduce the load of GLC feature computation to an acceptable 
level. Twelve GLC features were used to characterize the 
pixels of the analyzed image. The classification accuracy 
provided by a k-nearest neighbour (k-nn) classifier [5] was 
used to assess the effectiveness of these features with respect 
to the conditions considered to compute the GLC matrix. 

Three main experiments were carried out. 
The first experiment was aimed at investigating what 

information can be derived about the selection of suitable 
values of the parameters for the GLC matrix computation for 
SAR images. In particular, we focused on the two main 
parameters for to the GLC matrix computation, i.e., the 
window size and the interpixel distance [3]. 
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The target of the second experiment was to investigate on 
the capability of the most common de-speckle filters [6] to 
reduce the effects of speckle without reducing the information 
provided by texture. Several trials were carried out by using 
different filters on the considered SAR image as a pre- 
processing for the GLC matrix computation. 

The third experiment was designed to identify the most 
effective subsets of GLC features for SAR image 
classification. To this end, we performed our analysis by 
using a feature-selection criterion. Among the criteria 
proposed in the literature [7], we adopted the maximization 
of the Jeffreys-Matusita (J-M) distance, as it is one of the 
most effective criteria. 

Results and discussion 
Preliminary tests on the considered data set were carried out 

in order to select the value of the k parameter of the k-nn 
classifier to be used in all the scheduled experiments. As a 
result, we chose k=ll, since high and stable classification 
accuracies were obtained by a k parameter equal or close to 
this value. 
Concerning the first experiment, Fig.l shows the overall 
accuracies provided by the k-nn classifier on the test set with 
respect to the values of the window size and of the interpixel 
distance used to compute the GLC matrix (the direction 0° 
was considered as a visual inspection of the image did not 
reveal any particular dominant texture orientation). Small 
interpixel distances are the most effective. In particular, the 
best accuracy was obtained for an interpixel distance equal to 
1, with a window size of 25x25 pixels. As regards the 
choice of the interpixel distance, results were in agreement 
with the general hints given by Haralick et al. [3]. They 
suggested to adopt, as an upper bound to the distance, the 
value at which the normalized autocorrelation function of the 
image becomes small. For SAR images, this upper bound is 
usually equal to only a few pixels, as the correlation among 
neighbouring pixels is strongly reduced by the presence of 
speckle. Concerning the window size, the best classification 
accuracies were obtained by using intermediate values. These 
values represent a good compromise between two opposite 
trends. Due to the low signal-to-noise ratios of SAR images, 
in order to allow the GLC matrix to provide a reliable 
estimate of the second-order statistics of spatial variability, 
the matrix computation must be based on a large number of 
textural units (i.e., on quite a large window). On the other 
hand, when the window size becomes too large (i.e., larger 
than 27 x 27 in our experiments), the overall classification 
accuracy decreases as the influence of different areas increases 
(a large analysis window can include pixels from more than 
one class). According to the information provided by the first 
experiment, for the next experiments we chose an interpixel 
distance equal to one pixel and a window size equal to 
25x25. 

In the second experiment, for all the filters considered (see 
Table 1) [6], we chose a 5 x 5 size for the sliding window, as 
this value represents a good compromise in order to have a 
sufficient statistics and to limit the computational load. For 
each of the filters considered, we applied only one filtering 

iteration to the original image; then, we computed the GLC 
matrix of the filtered image and extracted the GLC features. 
The classification accuracies obtained for the test set by using 
different filters are shown in Table 1. The analysis of results 
highlights that only the lee filter significantly increases the 
effectiveness of GLC features, as it provide an overall 
classification improvement of 3.6%. Slight improvements 
(i.e., in the range from 0.3 % to 1.6%) were also provided 
by the local region filter, the frost filter and the sigma filter. 
On the contrary, all the other filters decreased the 
classification accuracy. 

Finally, let us analyze the results of the third experiment to 
assess the effectiveness of the different GLC features. The 
experiment was performed by selecting the optimal subsets of 
GLC features on the basis of the average J-M distance in the 
training set. In particular, the optimal features subset was 
identified for each value of the number of features in the 
optimal subset. Fig.2 depicts the behaviour of the average 
J-M distance for an optimal subset of GLC features with 
respect to the number of features in the subset. The most 
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Fig. 1 - Overall classification accuracy provided by the k- 

nn classifier of the test set as a function of both the interpixel 
distance and the window size: (a) window sizes from 5 X 5 to 
19X19 pixels; (b) window sizes from 21X21 to 41X41 
pixels. 
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discriminant feature is the "inverse difference moment"; 
however, it is not able to distinguish each class. To reach a 
classification accuracy close to that obtained by considering 
all the features, at least four features are necessary. The best 
subset of four features is composed of "sum variance", 
"correlation", "entropy", and "difference entropy" which 
provide an average J-M distance equal to 1.08 and a 
classification accuracy of 83.1 %. Fig.2 shows that the 
addition of other features does not significantly improve the 
class separability. This confirms that a strong correlation 
exists among some of the twelve GLC features used in our 
experiments. 

CONCLUSIONS 

In this paper, an experimental investigation of the 
effectiveness of textural features computed from the GLC 
matrix for the classification of a four-look SAR image has 
been described. 

Some suggestions were derived as to how to perform the 
GLC matrix computation. In particular, the results of our 
experiments showed that the size of the analysis window is 
an important parameter, as low overall classification 
accuracies were obtained by a window size smaller than 9x9 
and larger than 33 x 33 pixels. Also the interpixel distance 
turned out to be an important parameter. Our analysis 
highlighted that small interpixel distances (i.e., from one to 
four pixels) are the most effective for SAR data. 

The tests we performed also pointed out that the use of de- 
speckle filtering techniques (e.g., the lee filter) as a pre- 
processing for GLC matrix computation may improve 
classification accuracy. However, a careful use of these filters 
has to be made, since some of the filters considered (i.e., the 
mean, median, and MAP filters) damage the texture 
information extracted by means of GLC features and reduce 
the possibility of discriminating among different classes. 

Finally, the experiment concerning the most effective 
subsets of textural features for classification purposes 
highlighted the usefulness of some features usually not 
considered in the literature. However, as certain information 
about the importance of the various GLC features is not 
available, it is recommended to consider a large set of such 
features and then to perform a feature selection step. 
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Filter Classification 
accuracy (%) 

Mean 82.78 
Median 73.18 

Local region 86.61 
Lee 88.61 

Frost 86.06 
Sigma 85.31 
MAP 80.39 

Without filter 85.01 
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Abstract -- An approach for reconstruction of speckled SAR 
images is presented. This approach is based upon Bayes' rule 
obtaining the maximum a posteriori estimate of the underlying 
radar cross section. The prior used for the reconstruction is 
modelled by Gibbs random fields reflecting the existing tex- 
ture characteristics, while the system transfer function of the 
SAR signal processing together with the speckle noise is ac- 
counted for by the likelihood distribution. The solution of this 
optimization problem is obtained by relaxation methods such 
as simulated annealing using the prior information as a con- 
straint to limit the optimization space. 

INTRODUCTION 

In general, textures are represented by a difficult to handle 
two-dimensional Markov random field. Due to the known 
equivalence between Markov and Gibbs random fields, texture 
attributes can be encapsulated by different energy functions of 
a Gibbs distribution. This is done by defining a distinct neigh- 
bourhood for each pixel so that correlation between neighbour- 
ing pixels can be modelled. It can be demonstrated that the 
texture complexity or the degree of the Markov field depends 
on the size of the neighbourhood although correlations over 
long ranges are represented in terms of propagation between 
different neighbourhoods during the generation process. 
Hence, basic textures as they may appear in SAR imagery can 
be synthesized given the corresponding Gibbs random field by 
using a stochastic relaxation technique such as simulated an- 
nealing. If the texture parameters of a SAR scene are known, 
e.g. by maximum likelihood estimation, further image recon- 
struction and better despeckling without loss of textural infor- 
mation is assumed to be possible. In this way, texture in SAR 
imagery may be preserved by a despeckling process with si- 
multaneous texture segmentation, further improving the anal- 
ysis by image understanding and interpretation algorithms. 

This paper is organized as follows: In the next section we 
present a short overview of the assumed degraded image mod- 
el and point out the differences between conventional despeck- 
ling techniques and the proposed approach. Then, in the main 
section of this paper, the texture modelling, the introduction of 

the SAR system transfer function and our approach used for 
optimization are described. Finally, we conclude with experi- 
mental results and give some proposals how to extend this 
work in the near future. 

DEGRADED IMAGE MODEL 

The radar cross section a which we want to estimate from our 
observation, i.e. from the intensity SAR image /, is subject to 
several transformations. Due to SAR signal processing, a is 
convolved with a system transfer function h, which is general- 
ly sine-shaped. Furthermore, we assume a non-linear transfor- 
mation by a function y for generality. The obtained noisefree 
signal u is affected by the well-known speckle noise which is 
multiplicative and follows a negative exponential distribution. 
This degraded image model, as introduced in [2], may be writ- 
ten as: 

/ = W(h ®o)-n = u ■ n 0) 

The problem to be solved is the reconstruction of the original 
radar cross section o out of/ which is known as inversion prob- 
lem. Unlike conventional techniques which only remove 
speckle noise, thus estimating u, the inversion approach takes 
into account the SAR image formation for image reconstruc- 
tion. 

BAYESIAN IMAGE INVERSION 

In order to obtain the cross section which best explains our ob 
served image, i.e. getting the MAP estimate, we have to rely 
on Bayes' equation 

pV\o)-p(o) p(o\I) = 
Pin (2) 

which includes our texture model in p(a) and the transforma- 
tion process from a to / as some noise dependent norm in 
p(I\a). However, in contrast to conventional optimization 
techniques, used to find the global optimum of p{a\I) as one 
single expression, we adopted a different approach. 
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Optimization Likelihood Function 

Sampling new values for a from the posterior distribution, as 
described in [2], instead of using the Metropolis algorithm [7], 
we noticed very high computation times due to the influence of 
the likelihood term which encapsulates the system transfer 
function h. As a result we decided to use a modified technique 
for optimization by separating the model and the likelihood 
terms: 

• Sample new values for a from the prior distribution, i.e. 
make minor changes to the estimate, determined by the 
model characteristics limiting the optimization space 

• Evaluate the resulting change in the likelihood term using 
a Metropolis-like algorithm, thus minimizing the noise- 
dependent norm 

Besides the increased computation speed, this algorithm has 
the advantage that it is also suitable for prior models that can- 
not be described by a distribution p(o), e.g. fractal models. 

Prior Model 

For our prior model we make the assumption that each pixel in 
a is conditioned by a limited neighbourhood system forming a 
Gibbs random field given by: 

p(a)=l£X/(-£e. V(o, a.) (3) 

Depending on the parameters of p(o) a large number of differ- 
ent textures can be described. Using these texture models as 
prior for the inversion enables us to reconstruct the original 
textured cross section a. For the texture of the underlying cross 
section is unknown and hidden by speckle in the beginning, the 
model parameters 0 have to be estimated during the inversion 
process [4], [5]. 
In fact, this is where the main problem for real SAR images 
arises. Since real SAR scenes consist of different regions with 
presumably different textures, a combined segmentation, pa- 
rameter estimation and inversion has to be employed which is 
not only computationally an extremely difficult task. Of 
course, further questions arise concerning the neighbourhood 
size and the choice of the potential function V. 

However, in absence of suitable prior knowledge for the whole 
image with different textures, one can make use of the princi- 
ple of maximum entropy to regularize the reconstruction [11]. 
It is clear that this approach does not meet the goal of full tex- 
ture preservation but is a good compromise until more about 
simultaneous segmentation and restoration is known. 

The part of the Bayes equation which embeds the transforma- 
tion process from the cross section a to the SAR intensity im- 
age / is the likelihood term p(I\o). This term which 
encapsulates our knowledge about the SAR system transfer 
function and the speckle noise has to be maximized con- 
strained by our model. As already mentioned, we use the like- 
lihood function to evaluate the current realisation of our model 
with regard to the observed data. 

EXPERIMENTAL RESULTS 

We present some results by showing the filtered image of a 
well-known speckle reduction technique and compare this to 
our reconstruction. The image in Fig 2. shows a small part of a 
X-SAR scene of Munich, Germany, which we took for our 
despeckling experiments. Fig. 3 represents the following re- 
sults: 

• The first image a) is the result of the GMAP filter [6] 
applied to our test image. We observe that the image is 
blurred a lot and that image details are not clearly visible 
any more. 

• Image b) was obtained by using the bayesian image inver- 
sion approach which was constrained by the principle of 
maximum entropy as prior. Speckle is nicely reduced 
without significantly blurring the image. The visual 
impression remains good 

• For image c) a Gibbs model was used for reconstruction. 
Speckle is completely reduced and image details become 
more visible. 

■.    , -4 ** r   H*%J* 
t">\i;;.% 
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Fig. 2: Part of a X-SAR scene of Munich, Germany 
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CONCLUSION 

Fig.3: a) GMAP filtered image, b) image inversion constrained 
by maximum entropy, c) image inversion with Gibbs model 

We have seen that it is possible to reconstruct fine details from 
SAR images. However, the quality of the obtained results is 
largely dependent on the choice of the prior knowledge. As a 
consequence, the use of a predefined and constant model will 
give poor results so that a recursive model estimation during 
the inversion is needed. By combining this approach with si- 
multaneous segmentation, we expect a reconstruction algo- 
rithm in the future which not only despeckles the image but 
also preserves its different textures [9] to a certain extend. 
However, until now the bayesian reconstruction constrained 
by maximum entropy also remains a good choice. 

REFERENCES 

[I] H. Derin, H. Elliott, "Modeling and Segmentation of Noisy 
and Textured Images using Gibbs Random Fields," IEEE 
Trans. PAMI, vol. PAMI-9, pp. 39-55, Jan. 1987. 
[2] S. Geman, D. Geman, "Stochastic Relaxation, Gibbs Dis- 
tributions and the Bayesian Restoration of Images," IEEE 
Trans. PAMI, vol. 6, No.6, Nov. 1984. 
[3] D. Geman, "Random Fields and Inverse Problems in Imag- 
ing," Lecture Notes in Mathematics, Springer-Verlag, 1988, 
pp. 117-193. 
[4] P.A. Kelly, H. Derin, "Adaptive Segmentation of Speckled 
Images using a Hierarchical Random Field Model," IEEE 
Trans. ASSP, vol. 36, No. 10, Oct. 1988. 
[5] S. Lakshmanan, H. Derin, "Simultaneous Parameter Esti- 
mation and Segmentation of Gibbs Random Fields Using Sim- 
ulated Annealing," IEEE Trans. PAMI, vol. 11, No. 8, Aug. 
1989. 
[6] A. Lopez, E. Nezry, R. Touzi, H. Laur, "Structure Detec- 
tion and Statistical Adaptive Speckle Filtering in SAR Imag- 
es," Int. J. Remote Sensing, vol. 14, No. 9, pp. 1735-1758, 
1993. 
[7] N. Metropolis, A.W. Rosenbluth, M.N. Rosenbluth, A.H. 
Teller, E. Teller, "Equations of State Calculations by fast 
Computing Machines", J. Chemical Physics, 21, 1953, 
pp.1087-1091. 
[8] C.J. Oliver, "Information from SAR Images," J. Phys. D: 
Appl. Phys. 24, 1991, pp. 1493-1514. 
[9] C.J. Oliver, A. Blake, R.G. White, "Optimum Texture 
Analysis of Synthetic Aperture Radar Images," SPIE vol. 
2230, pp. 389-398. 
[10] M. Schroeder, "Gibbs Random Field Models for Image 
Content Characterization," to be published in Proceedings 
IGARSS '97. 
[II] C.E. Toma, M. Datcu, "Maximum Entropy and Minimum 
Cross-Entropy Methods in Image Processing," Proc. SPIE, 
vol. 1827, Nov. 1992, pp. 133-144. 

769 



Validation of Segmentation Techniques for SAR Images 
M. I. Preston k S. Quegan 

Sheffield Centre for Earth Observation Science, 
The University of Sheffield, Hicks Building, Sheffield S3 7RH, UK. 

Tel: +44 114 2223710, Fax: +44 114 22223739. Email: M.I.Preston@sheffield.ac.uk 

Abstract - Segmentation is a vital technique in describ- 
ing the structure of SAR images and in combating the 
effects of speckle that dominate such images. The perfor- 
mances of five segmentation algorithms are assessed and 
compared using real and simulated SAR data. The 'best' 
algorithm is sought using objective measures based on 
segment homogeneity and shape measures. These mea- 
sures are compared to theoretical values and visual im- 
pressions of the images. 

INTRODUCTION 

Many applications of SAR require an image to be di- 
vided into regions (segments) corresponding to fields, ice 
floes, water bodies, etc. By segmenting an image a struc- 
ture is imposed which can be used, for example, in classi- 
fication, matching and detecting changes between images. 
Segmentation of an image is both hindered by the noise- 
like effect known as speckle, which arises because SAR is 
a coherent imaging system and provides a means of com- 
bating speckle by allowing meaningful area averages to 
be taken. 

In this paper, the performance of a selection of au- 
tomatic segmentation algorithms is compared using real 
and simulated SAR data. The method used to model a 
SAR image is presented along with a very brief descrip- 
tion of the algorithms under investigation. The validation 
and comparison techniques are described and results are 
presented and discussed. 

DATA MODEL 

A SAR intensity image, /, can be described by a mul- 
tiplicative model 

I = an, (1) 

where a is the radar cross section (RCS) and n represents 
the speckle, with <r and n assumed to be statistically inde- 
pendent. It is well accepted that n is Gamma distributed 
[1] and we assume that it is spatially uncorrelated. Real 
SAR data often violates this assumption but methods 
exist to remove or reduce correlation [2]. For the RCS 
a 'cartoon model' is used, where the RCS is thought of 
as regions of constant intensity bounded by abrupt edges. 
Fluctuations within a segment due to texture are not rep- 
resented by this model. In segmentation the aim is to 
partition an image into regions that are consistent with 
this model. Agricultural sites, such as Feltwell, UK pro- 
vide suitable SAR data to test segmentation algorithms 
as the fields allow the eye to segment the images easily. 

Fig.2(a) shows an ERS-1 SAR image of Feltwell taken on 
6tA June 1992. 

In addition, since for real SAR data the RCS is not 
known, simulated SAR images are useful to test the al- 
gorithms. To create them, RWSEG [3], described later, 
was used to segment Fig.2(a) to obtain an RCS map, 
which will be referred to as the ideal segmentation. Ten 
realisations of unit mean gamma distributed data were 
generated and multiplied by the RCS map to simulate 
SAR images, one of which is shown in Fig.1(a). Creating 
the simulated data in this fashion ensures that there is 
some reflection ef the characteristics of images encoun- 
tered in practice such as shape and RCS variations. The 
edge map of Fig.1(a) is depicted in Fig.1(b). 

SEGMENTATION ALGORITHMS 

Five segmentation algorithms are currently under in- 
vestigation; merging only, RWSEG, ANNEAL [4], MUM 
[5] and split k merge. All the algorithms, with the ex- 
ception of MUM, use merging as a final stage, to ensure 
that adjacent segments are statistically distinct. Merging 
is performed by attaching a probability to the existence 
of an edge and deleting it if the probability is greater 
than an input threshold. MUM performs a similar task 
by using the statistical moments of segments to form a 
criterion for merging. RWSEG is based on an iterative 
edge detection and segment growing process. The itera- 
tion continues while a homogeneity measure is decreasing. 
A global maximum a posteriori approach is adopted by 
ANNEAL. Split k merge divides segments if their CV2, 
defined below, is greater than 3 standard deviations from 
their theoretical value. The input parameters for each 
algorithm were selected to give approximately the same 
mean segment area as the ideal. 

VALIDATION TECHNIQUES 

Three issues are of concern when validating SAR seg- 
mentation algorithms: visual quality (conformity with ex- 
pectation), agreement with the model (homogeneity) and 
the preservation of segment shapes. To obtain a feel of 
realism about the performance of image segmentation a 
visual comparison must be undertaken. The most mean- 
ingful representation of a segmented image is that of its 
edge map. Segment boundaries can be easily seen and 
hence comparisons can be drawn. However, this could 
lead to divided opinion as to the 'best' segmentation. 

Statistical representations of the homogeneity of a seg- 
mentation can be obtained by considering the coefficient 
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of variation (CV2) of each segment, defined for the kth 

segment as 

CVi 2 _ ZK 
1    ' (2) 

where /ik and <TJ. are the mean and standard deviation of 
the pixels in the segment. For the whole segmentation 
the weighted average of the CV2 is then 

m 

Average CV2 = Y^CV£) 

t[ n (3) 

with n corresponding to the total number of pixels in the 
image, m the number of segments and n^ the number of 
pixels in the kth segment. A theoretical value for the CV2 

can be calculated which is based solely on the distribution 
of the rik's [6]. 

Further performance measures are introduced by con- 
sidering the complexity of the shape of each segment. 
By stepping around the boundary and building up 
a boundary chain, various measures have been devel- 
oped. These include perimeter, eccentricity (maximum 
radius/minimum radius), roundness ( area/47rperimeter) 
and the number of corners (changes in direction). Once 
obtained, for a segmentation, the distribution of the val- 
ues of each measure can be compared to the distributions 
in the ideal segmentation. This comparison is carried 
out by performing a Kolmogorov-Smirnov goodness of fit 
(K-S) test on the two distributions. Note that, unlike 
the homogeneity test, this requires prior knowledge of 
the correct segments and hence cannot be applied to real 
data. 

RESULTS 

Fig.l shows the edges obtained from segmenting the 
simulated image (a) with the algorithms RWSEG (c), 
ANNEAL (d), MUM (e) and split and merge (f). A cur- 
sory glance at the edge maps suggests that RWSEG and 
ANNEAL produce the best results. Closer inspection of 
the output of MUM and split & merge reveals that some 
structure has been retained but most edges in the ideal 
have not been found. The differences between Fig. 1(b), 
Fig.1(c) and Fig.1(d) are much more subtle. The large 
triangular region at the top right, for example, shows up 
very well in all three maps. Conversely, the small vertical 
edge in the bottom left corner of the ideal has not quite 
been reproduced by either RWSEG or ANNEAL. Clearly, 
although giving some guidance on relative performance, 
visual inspection is subjective and more objective meth- 
ods must be used. 

To assess the homogeneity of the segmentations the 
mean segment CV2 is recorded in Table 1. Each value 
is averaged over the ten simulated images and over the 
number of pixels in each image. The final column in Table 
1 shows the difference of the observed value of the CV2 

(«0 (f) 
Figure 1: Simulated SAR data (a), with the ideal edge 
map (b) and edge maps from segmenting with RWSEG 
(c), ANNEAL (d), MUM (e) and split and merge (f). 

from the expected value normalised by the standard devi- 
ation. It can be seen that all algorithms produce results 
that are at most 1.86 standard deviations away from their 
expected values. RWSEG is the closest to its expected 
value and is also the closest to the ideal. Despite the ap- 
parent success of ANNEAL, according to its edge map, it 
appears to be less successful than most other methods in 
producing homogeneous segments. 

Shape preservation is assessed by comparing the size 
distribution of segments to the ideal by means of the K-S 
fit, with results shown in Table 2. It is clear that RWSEG 
and ANNEAL perform much better than the other algo- 
rithms. This is in agreement with the visual impression 
obtained from the edge maps. 

When real data are used, the edge maps are much more 
complex. Those obtained from segmenting the real SAR 
image in Fig.2(a) using RWSEG (b), ANNEAL (c) and 
MUM (d) are shown. All three edge maps depict many 
more segments than the eye detects.    An alteration of 
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Table 1: The observed mean and 
the CV2 along with the expected 
difference for simulated data. 

standard deviation of 
values and normalised 

Method 
Obs. 
CV2 

Exp. 
CV2 

s.d. 
CV2 

Diff. 
CV2 

RWSEG 0.1973 0.19880 0.002407 -0.089 
ANNEAL 0.1927 0.19881 0.002407 -0.379 

MUM 0.2034 0.19888 0.002409 1.861 
MERGE 0.1929 0.19879 0.002406 -0.133 
SPLIT 0.2005 0.19873 0.002406 -0.161 
IDEAL 0.1988 0.19878 0.002406 0.017 

Table 2: Values of the K-S fit for each shape measure to 
the ideal; values near 1 imply a good fit. 

Method Area Perim Eccen Round Corn 
RWSEG 0.930 0.963 0.815 0.741 0.513 

ANNEAL 0.741 0.768 0.708 0.405 0.660 
MUM 0.002 0.003 0.011 0.017 0.002 

MERGE 0.655 0.000 0.000 0.000 0.000 
SPLIT 0.198 0.166 0.008 0.001 0.200 

the input parameters would reduce the amount of seg- 
mentation - here they were fixed at the same values as 
were used for the simulated data. Fig.2 shows that the 
performance of MUM is much more comparable with the 
other methods when tested with real data. Table 3 con- 
tains the CV2 of the segmentations for the real data. The 
observed values of CV2 are markedly larger for the real 
data than in the simulated cases for RWSEG and AN- 
NEAL. Conversely, MUM has performed better with the 
real data and has obtained a CV2 closer to the expected 
value than both the other algorithms. 

CONCLUSIONS 

All algorithms succeed in producing homogeneous seg- 
ments when simulated data is used. RWSEG and AN- 
NEAL achieve better results in the other tests with 
RWSEG out-performing ANNEAL in all but one of the 
K-S fit tests. MUM creates a greater spread in the dis- 
tribution of segment size by generating more small and 
more large segments than RWSEG and ANNEAL. This 
accounts for the poor values seen in Tables 1 and 2. Re- 
sults obtained with real data show MUM to be a seri- 
ous contender as it out-performs the other methods in 

Table 3: The observed mean and standard deviation of 
the CV2 along with their expected values and the differ- 
ence in terms of standard deviations for real data. 

Method 
Obs. 
CV2 

Exp. 
CV2 

s.d. 
CV2 

Diff. 
cv2 

RWSEG 
ANNEAL 

MUM 

0.3517 
0.2238 
0.2091 

0.19735 
0.19713 
0.19726 

0.002390 
0.002388 
0.002390 

8.478 
1.131 
0.619 

icj (d) 
Figure 2: Real SAR data (a) and edge maps from seg- 
menting with RWSEG (b), ANNEAL (c), MUM (d). 

producing homogeneous segments and has an edge map 
similar to them. Current results fail to highlight one algo- 
rithm as being superior, but Fig.2 does indicate that the 
best algorithms produce results which are reasonably con- 
sistent with the visual inspection of the real image. It is 
important at this stage that the value of such algorithms 
in applications (for example, mapping, classification) be 
tested. 
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Abstract-This paper studies the effect of the understory 
on radar backscatter from forest stands. The purpose 
is to understand in what extent the understory presence 
modifies the backscatter composition. In order to account 
for the understory, a third layer of scattering media, just 
above the ground, is added to the Michigan Microwave 
Scattering model. The model is parametrized with ex- 
perimental data gathered at a forest site, constituted by 
typical Portuguese forest stand of maritime pine planta- 
tions, and published data on North American trembling 
aspen forest. A sensitivity analysis is conducted in or- 
der to evaluate the effect of the understory at L, C and X 
bands and different polarizations. Simulation results show 
the importance of the forest understory on the backscat- 
tering process, and suggest the feasibility of inverting the 
proposed model for understory parameter inference. 

I. INTRODUCTION 

Microwave remote sensing is a powerful tool for study- 
ing scattering properties of objects, areas, or phenomena, 
namely those of forests. The availability of high resolu- 
tion synthetic aperture radar (SAR) images of huge areas 
has fostered research towards understanding the relations 
between scene parameters (e.g., constitutive, geometrical, 
structural, biophysical, etc.) and microwave backsatter- 
ing. In the case of forest ecosystems these relations has 
been put in evidence in several works, namely estimation 
of biomass [1], leaf area index (LAI) [2], and soil water 
contents [3], only to name a few. 

Different scattering models have been developed to pre- 
dict the scattered energy from forested scenes, as well as 
to assist in real data interpretation. The radiative transfer 
(RT) theory [4], [5], has been the theoretical framework 
underlaying most models. This theory assumes that there 
is no correlation between the scattered fields of each scene 
component, and therefore the addition of power, rather 
than the addition of fields, holds. The RT theory, despite 
of being heuristic, has proved to be powerful in many prop- 
agation problems in random media [5], without being too 
heavy from the computational point of view. 

Recently, vegetation scattering models have become 
more realistic and complex as more structural elements are 
included, and more interactions calculated. The Michigan 

Microwave Scattering Model (MIMICS) [6] is one of the 
most realistic and extensively tested models presented. 
The forest is represented by two layers of dielectric ele- 
ments over a rough surface: the top layer uses dielectric 
cylinders modeling branches and needles or leafs; the bot- 
tom layer contains near vertical cylinders representing the 
tree trunks; a rough surface models the ground. The pres- 
ence of shrubby vegetation underneath the crown (under- 
story) has not been contemplated, although some authors 
(e.g., [7]) have suggested that its presence might have a 
non-negligible effect on the forest backscatter. 

This study aims at the evaluation of the forest under- 
story effect on the total backscatter. This effect, if sig- 
nificant, can degrade the quality of biophysical parameter 
estimates. On the other hand, the estimation of under- 
story parameters, if possible, would be of great value, for 
instance, for the elaboration of fire behaviour models, and 
fire risk maps [8]. 

In order to study the role of the understory in forest 
backscatter, an extra layer above the ground is added to 
the two layers of MIMICS model. The scattering elements 
used in the understory layer are those present the MIM- 
ICS crown layer (with different sizes, densities and spatial 
distributions), and the trunks also present in the trunk 
layer. 

The paper is organized as follows: section II introduces 
notation and formulates the problem in terms of the radia- 
tive transfer theory; in section III the first order solution 
of the RT differential equation is presented, and its terms 
are interpreted as forest element contributions; simulation 
results and the respective discussion are presented in sec- 
tion IV. 

II. PROBLEM FORMULATION 

Figure 1 schematizes the proposed three layer forest 
model. The ground is modelled by a rough surface at 
z = —(d + Ht). The understory is modelled by a layer 
with height Hu. The remaining layers are the crown and 
trunk, of heights d and Ht — Hu, respectively. 

The two upper layers are identical to the ones included 
in the MIMICS model. The crown layer includes large 
cylinders for simulating branches of various sizes, disks 
(very short and large cylinders) to simulate leafs, and long 
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Figure 1: Three layer forest model. 

and thin cylinders for simulating tree needles (for a more 
detailed description see [6]). Each structural element is 
distributed in size and orientation according to given prob- 
ability density functions. The trunk layer is constituted 
by near vertical cylinders of a fixed height but of size and 
orientation also given by probability density functions. 

The bottom layer, introduced in this paper, standing 
between the trunk and the ground surface, simulates the 
understory in a similar way the upper layer simulates the 
crown; as structural elements it uses dielectric cylinders 
as branches, leafs, and needles. In addition, it also in- 
cludes large cylinders as the trunks which are exactly 
parametrized as the trunk layer (see Fig. 1). 

It is assumed that the media substratum of the three 
layers is the vacuum, and that each layer is homoge- 
neous (in a statistical sense) at planes z — cte. Defining 
fi = cos0, where 6 is the colatitude angle1, the vector 
differential equation for the specific intensity 

I(p,</>,z) = 

Iv 
h 
U 
V 

(1) 

is given by (see, e.g. [6], for further details) 

j       '= -I(ft^+-Fft^,        (2) 
az n ß 

where Ke is the extinction matrix, that accounts for vol- 
ume absorption and total scattering, and P(ß, <f>, p', 4>') is 
the phase matrix for incident radiation in the direction 
(ß',4>') and scattered radiation in the direction (p1, </>'). 
Matrix 

F(/x, 4>,z) = [ P(/x, & n', 4>'W, </>', z) <m'.    (3) 
J4ir 

is the so-called source function, and represents the total 
radiation, per volume element, scattered in the direction 
(6, <f>) due incident energy from all directions. 

To derive the solution of (2) the boundary conditions 
must be stated. At z = 0 the specific intensity in the 
direction (^*o, <f>o) is imposed; for diffuse boundaries, at z = 
—d and z — —{d + Ht — Hu), the specific intensity vector 
is continuous; the scattering by the rough surface at z = 0 
is described by the scattering matrix Pg. In conclusion, 
the following boundary conditions must be satisfied: 

I{ß,<f>,0) 

I(ß,(f>,-zf) 

I(/x, (t>, -z2) 

I06{(i,-[j,0,<t>-4>0) 

I(ß,(f>,-d~) 

I(/M,-zf) 
Pa(M,&MWW,-*2) 

(4) 

(5) 

(6) 

(7) 

1The lateral coordinates herein used are (8, tf>) =(colatitute, lon- 
gitude). 

where z\ = (d + Ht — Hu) and z2 = (d + Ht). 
The proposed model is an extension to the MIMICS, 

from which the layered architecture is adopted. Although, 
the radiative transfer equation has to be solved from 
scratch for the three layer case, MIMICS package was still 
used for calculating the extinction and phase matrices of 
all forest elements. 

III. FIRST ORDER SOLUTION 

Different methods have been proposed to determine 
the solution of RT differential equation (2) [9]. Here we 
adopt the iterative method, which computes a sequence 
{iSn\n = 0,1,..., }, such that, under weak conditions, 
I = limn-Kx, l("). Term I<n+1) is obtained by introducing 
I'™' in (3), and then solving equation (2) with respect to 
I. 

In the present approach the initial condition l(-1) is 
given by (4). The zero order solution I'0) then computed, 
is simply the reduced incident intensity (due to absorp- 
tion and scattering), which decays exponentially inside the 
medium. The first order solution i'1^ is given by a sum of 
terms each one corresponding to a first order interaction 
between the specific intensity and scene elements. The 
interactions corresponding to each term are illustrated in 
Fig. 2, where letters G, U, T, and C stand for ground, 
understory, trunk, and crown, respectively. 

Generically, the n-order solution l'n) contains interac- 
tions of order n, n — 1,..., 1 between the specific intensity 
and scene elements. 

It has been shown that the first order solution I'1) ap- 
proximates well I, when scatterers density is tenuous [5], 
This is, approximately, the case in the present case. On 
the other hand, the computational burden of the first or- 
der solution is quite acceptable when compared, for in- 
stance, with the second order solution. The first order 
solution is therefore adopted in these work. 

Concerning the ground, it is assumed that it has a 
nearly specular behaviour. This assumption simplifies, 
in a great extent, the first order solution. Nevertheless, 
a term corresponding to the direct scattering from the 
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Figure 2: Scattering decomposition of first order solution given by 
the iterative method. 

ground (term G in Fig.  2) is added to the final solution 
(see e.g., [6] for details). 

The following notation is introduced for compactness: 

a 

H'ug 

Rtg 

Reg 

±     _ =    e 
«f«: 

=    a+ 

Ra; 

Ru 

(8) 

(9) 

(10) 

(11) 

where af is the attenuation suffered by upward (+) or 
downward (—) going radiation, crossing layer / with height 

.       J<*t 

a+Rtgot~ 

Ht, and R = Pg(—p0, 
matrix.    Matrices R. ■ugi 

>o,/4),^o) is the ground reflexion 
Rtg, and RC9 denote the total 

attenuation along the path layer-ground-layer for the un- 
derstory, trunk, and crown layers, respectively. 

After a simple but lengthy computation, one is led to 
the following solution: 

I(/*,&0) = 

+ a+RtflSc(-,-) 

+ Sc(+,+)Rtsa- 

+ a+RtgSc(-,+)Rtga- 

+ Sc(+,-) 

+ «JSt(-|-,+)RUga-at
_a- 

+ ottatRugSt(-,-)a- 

+ a+afa+Rg(+,-)a-ai ocr 

+ <*tatsu(+,-)oita- 

+ a+a^Su(+,-|-)Ra+a^a- 

+ OL+octa+RSu(-,-)a-a- 

+ «J"t"««RS„(-,+)RaJa^a- 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

where 

S0v,s, Mo. 
=/■* 

)pj(v >0 a. (z)dz, 

with sß, sMo G {-I—}, accounts for backscattering and at- 
tenuation in one layer. 

Figure 2 schematizes all the first order interactions 
within the forest canopy. The numbers over each inter- 
action refer to the term with the same number of the first 
order solution. Interactions from (12) to (18) have a one to 
one correspondence to those of MIMICS. The understory 
introduces interactions (19) to (22). 

IV. SIMULATION RESULTS 

In order to study the effect of understory presence, two 
forests were simulated: the trembling aspen and the Por- 
tuguese maritime pine (Pinus pinaster). For comparison 
purposes, the trembling aspen forest, simulated without 
understory in [6], is used. The maritime pine forest, is 
the most common and widespread forest in Portugal, and 
may contain dense undergrowth depending on its manage- 
ment. The main forest parameters, like tree height, crown 
width, diameter at breast height (DBH), density, etc., were 
obtained from field measurements of a monospecific, even 
aged, mature (36 to 38 years old) forest located in Can- 
tanhede, central Portugal [10]. Table 1 shows the main 
parameters used in both forests. Table 2 shows the main 
parameters for the understory vegetation. All the simu- 
lations were made for an incidence angle of 30°. Values 
close to this one are widely used in spaceborne sensors and 
suits well forestry remote sensing. 

For L-band VV without understory, the most impor- 
tant contributions from the maritime pine forest are the 
near dihedral corner reflections on the trunks and ground 
(GT/TG component), followed by the direct scattering 
from the crown (C component). This can be read from 
Fig. (3) at Hu — 0. For lm high undergrowth, the direct 
backscatter from this layer (U term) codominates with the 
crown contribution. Also for L-band VH, the understory 
contribution becomes dominant over the crown contribu- 
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Figure 3: L-band maritime pine forest backscattering coefficient, in 
decibels, for a 30° incidence angle, as function of the understory 
height Hu in meters. 
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Figure 4-' C-band maritime pine forest backscattering coefficient, in 
decibels, for a 30° incidence angle, as function of the understory 
height Hu in meters. 
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Figure 5: X-band maritime pine forest backscattering coefficient, in 
decibels, for a 30° incidence angle, as function of the understory 
height Hu in meters. 

Parameters Tremb. as. Mari. pi. 
Tree den. {m"2) 0.11 0.04 
Canopy hei. (m) 2 5.65 
Trunk hei. (m) 8 9.68 
Trunk dia. (cm) 24 28.2 
Pri. branch den. (m~3) 4.1 0.5 
Pri. branch len. (m) 0.75 1.5 
Pri. branch dia. (cm) 0.7 5 
Sec. branch den. (m~3) - 1 
Sec. branch len. (m) - 0.7 
Sec. branch dia. (cm) - 1 
Leaf/needle den. (m~3) 830 500 
Leaf/needle dia. (cm) 6.18 0.2 
Leaf thi./needle len. (cm) 0.03 18 
Soil model Phy. op. Phy. op. 
Soil rms hei. (cm) 1.0 1.0 
Soil corr. length (cm) 15 15 
Surface dielec. 5.68-J1.13 5.68-J1.13 
Wood dielec. 28-J7.8 28-J7.8 
Leaf/needle gravi. cont. 0.8 0.61 

Table 1: Parameters for Trembling aspen and Maritime pine forests. 

Parameters Understory 
Needle den. (m-3) 
Needle dia. (cm) 
Needle length (cm) 

2000 
0.10 
2.0 

Table 2: Parameters for understory. 

(5.7cm). At this frequency and for cross-polarization, the 
understory is responsible for an increase of the total back- 
satter of more than 10 dB. 

In short, the effect of the understory, for the studied 
forests, is twofold: 

tions for Hu > 0.7 m. Still reading L-band results, notice (a) 
that the GT/TG component decreases with Hu due to un- 
derstory attenuation. For example, the GT/TG compo- 
nent is attenuated, approximately, 2 dB when Hu = 1 m. 
This effect is quite magnified as the understory density 
increases. 

At higher frequencies the relative weight of the under- 
story backscatter becomes noticeable. At C-band and X- 
band, with lm high understory, this contribution is com- 
parable or higher than the most important contributions, 
and lead to an increase in the total backscatter for all po- 
larizations. The variation of the total backscatter when (D) 
the understory height varies from 0 to lm ranges from 
almost null to 6-7 dB at X-band and HH polarization. 

The trembling aspen forest is significantly different in 
structure. The trees have thinner branches, laminar leafs 
instead of needles, and the stands have higher densities. 
Once again the effect of the understory is noticeable for 
the considered wavelengths, but especially for C-band 

Attenuation of the GT/TG backscatter com- 
ponent 
Apart from the direct crown scattering, all the other 
contributions must cross the understory, thus suf- 
fering increased attenuation with the understory 
biomass and height. This effect is stronger at L- 
band and can degrade severely the estimation forest 
parameters such as height, biomass, LAI, DBH, and 
basal area; 

Added backscatter from the understory 
The understory is responsible for backscattering di- 
rectly or indirectly (components U, UG, GU, GUG 
of Fig. 2). If any of these components becomes 
dominant, it might be possible to infer understory 
parameters. This is the case of the U-component in 
the maritime pine forest studied for C-band VH and 
Hu > 0.2 m, and X-band HH and Hu > 0.2 m. 
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V. CONCLUDING REMARKS 

In this paper, the first order solution of radiative trans- 
fer differential equation was derived for a three layer archi- 
tecture. Each layer models a horizontal set of structural 
elements in a forest. From top to bottom each layer ac- 
counts for crown, trunks, and understory. The three layers 
stands over a rough surface. The studied structure is an 
extension to the MIMICs model, in which the understory 
is not present. 

Simulations were made at L, C and X band at 30° 
incidence angle for a coniferous and a deciduous forest: 
a Portuguese maritime pine and North American trem- 
bling aspen forest to which understory was added. It was 
found that the backscattered predictions are sensitive to 
understory presence, for all the considered wavelengths 
and most polarization configurations. Considering under- 
story heights from 0 to 1 m resulted in a variation of the 
total backscatter ranging from -2 dB to 10 dB. The ratio- 
nale underlying this behaviour is roughly the following: 

(a) attenuation of the ground-trunk/trunk-ground 
backscatter component: 

(b) added backscatter from the understory. 

The balance between this two mechanisms can result in 
an increase or in an decrease of the total forest backscatter. 
At lower frequencies (L-band) mechanism (a) dominates, 
while at higher frequencies (C and X bands) mechanism 
(b) dominates. 

The implication of the previous conclusions on forest 
parameters estimation is twofold: 

(a) at L-band, estimation of forest parameters such as 
tree height, biomass, LAI, DBH, and basal area can 
be severely corrupted; 

(b) at C and X bands, it may be possible to infer un- 
derstory parameters. 
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Abstract ~ In this paper, a block-based maximum likelihood 
classification is developed. The proposed method is based on 
individual class statistics to break the complete set of bands 
into several highly correlated subgroups. By ignoring low 
correlations between subgroups, the maximum likelihood 
methods is then employed for each subgroup independently. 
To accommodate the flexibility of using different 
segmentations for different classes, a progressive two-class 
decision procedure is used. This method also overcomes the 
problem caused by inadequate training samples for small 
classes. Experiments using a hyperspectral remote sensing 
data set were carried out. The results show that the block- 
based maximum likelihood method is an effective and 
practical alternative to conventional maximum likelihood 
classification for small class identification. The classification 
accuracies given by the proposed method are significantly 
higher than using a minimum distance classifier, which is 
one of the only viable techniques for hyperspectral data sets. 

INTRODUCTION 

Airborne imaging spectrometers, such as AVIRIS, acquire 
images with high spatial and spectral resolutions. Therefore, 
fine detailed characteristics of solar reflectance of various 
ground cover types can be derived and used for class 
identification. However, the enormous data sets generated 
have a major impact on traditional supervised statistical 
image processing techniques, such as maximum likelihood 
classification, due to long processing times and the difficulty 
in training on small classes. 

Conventional maximum likelihood classification is based 
on the assumption that the probability distribution for each 
spectral class is of the form of a multivariate normal model 
with dimensions which equal the number of spectral bands. 
When equal prior probabilities are assumed for all the classes, 
this leads to the discriminant function [1] 

g,.(x) = -ln|E,.|-(x-m,.)'5::1(x 

i' = l, M 

The decision rule is: 

X6Ö),.  if gj(x)>gj(x) for all j*i 

(1) 

(2) 

where   represent x  a unknown pixel vector, and  co,, 
i = 1, 2  M , represent the classes for an image. M is 
the total number of classes. The mean vector and covariance 

matrix, m; and X,, are estimated from the training pixels, 
and used as class signatures. 

This model works well only if class statistics are estimated 
reliably; this requires a large number of training pixels for 
each class. The rule of thumb is that the number of training 
pixels per class should be at least 10 times the number of 
bands used [2]. However, the number of training pixels is 
always limited in remote sensing image classification, since 
training pixel identification is a time-consuming step and can 
be very costly. Particularly, for hyperspectral image data, 
small classes may not have enough training pixels available 
for reliable maximum likelihood estimates. 

Various techniques have been developed for dealing with 
small class training. For instance, class statistics can be 
effectively enhanced by using the extra information provided 
by unlabelled data other than training samples from the class 
of interest [3]. A statistical multisource analysis method [4] 
was applied to hyperspectral data classification by assuming 
that a hyperspectral data set consists of several independent 
data sources [5]. Jia and Richards developed a simplified 
maximum likelihood classification method, in which several 
subgroups are formed from the complete set of spectral bands 
in the data, based on properties of the global correlation 
among the bands. Subgroups which are poorly correlated with 
each other are treated independently using conventional 
maximum likelihood classification. However, the band 
grouping may not reflect the class data statistics. In this 
paper, individual class data's statistics is examined and used to 
determine the segmentation. To accommodate this flexibility 
in using different band segmentations for different classes, a 
progressive two-class decision procedure [7] is used. 
Experiments using an AVIRIS data set were carried out. The 
results show that the performance of the block-based 
maximum likelihood method is significantly better than 
minimum distance classifier and can be used as an effective 
and practical alternative to conventional maximum likelihood 
classification when small classes do not have enough training 
pixels. 

METHODS 

The Scheme 
It has been observed that for AVIRIS or other airborne 

optical remote sensing data, correlations between 
neighbouring spectral bands are generally higher than for 
bands further apart and that high correlations appear in blocks 
as shown in Fig. 1 [6, 8]. The bright diagonal blocks in Fig. 
1 indicate the high correlations among that group of bands. 
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By ignoring low correlations between subgroups, that is, 
assuming subgroups of bands are independent, the block-based 
maximum likelihood classification method is developed. 

consideration for those vectors labelled into the (Oa category, 
and class (Oa is rejected for further consideration for those 
vectors labelled into the (Ob category. At the second layer, 
there are two nodes, and two new class pairs ((Oa and (Oc for 
the left side node and (Ob and (Oc for the right side node) are 
considered, respectively. This process continues until a pure 
class labelling has been reached at the last layer, which is the 
final assignment. 

Fig. 1. Correlation Matrix for 202 Wavebands for an 
AVIRIS Image (White=l or -1; black=0). 

Selection of Blocks 
Block-based maximum likelihood classification exploits 

the partitioning of the complete set of spectral bands into 
several subgroups. A subgroup is selected so that the 
correlations are high among the spectral bands in the 
subgroup and low to the remaining bands. Such a subgroup 
appears as a diagonal block in data's correlation matrix. 
Therefore, the subgroups to use are generally guided by 
observation of the boundaries of the bright blocks along the 
principal diagonal of the correlation matrix. The number of 
blocks and the sizes of each block may be different for 
different classes and different images. 

The block size will need to be limited by the number of 
training pixels per class available. Reliable statistics for 
maximum likelihood classification, as noted earlier, require at 
least ten times the number training pixels as bands being used 
in the biggest subgroup. In this case, some relatively high 
correlations may have to be ignored. However, this approach 
will still be better than traditional minimum distance 
classification (often used when training pixels are limited) 
since at least some correlations are included. 

Selection of blocks can be based on global data statistics 
[6] or based on class data correlation properties. The former 
involves a smaller work load, and a single stage classification 
scheme can be used. The latter is sensitive to the class data 
structure and allows the use of bigger block sizes for those 
classes which have large numbers of training pixels. 
However, a multilayer classification procedure is required. 

Multilayer Block-based Maximum Likelihood Classification 
A progressive two-class decision classifier [7], illustrated in 

Fig. 2, converts a multiclass classification problem into a 
several independent two-class separations. 

x is an AT -dimensional pixel vector. Suppose there are six 
classes, represented by coa, cob, coc, a>d, a>e, and cof. 

The scheme focuses on one class pair at a time (at a node). 
The function of the very first layer is to check the potential 
membership of x to class coa and class (Ob and the vector is 
classified temporarily as either class a>a or class (Ob using 
the decision rule, D^. Class cob will be rejected for further 

xetoacoc (id,<Oe,(o)       xe(flj,,fl)c,cod,a>ei(0 

I I I     - 

Fig. 2. A Schematic Chart for Progressive Two-Class 
Decision Classifier. 

One of the advantages of this scheme is that it allows the 
use of different band segmentations for different class pairs. 
Let classes A and B be the class pair to consider at a node. 
Referring to class A data's correlation matrix among the 
complete set of N bands, for example, as shown in Fig. 3 
(a), Ka subgroups are formed corresponding to Ka 

distinguishable diagonal blocks as shown in Fig. 3 (b). 
Similarly, referring to class B data's correlation matrix, Kb 

subgroups are formed. To make a same degree of 
approximation to both classes, an unified segmentation with 
K^ subgroups is required. K^ is formed by adopting the 
larger blocks between the two segmentations. If the number 
of training pixels is inadequate, the smaller of the two should 
be adopted instead. As a result, K^ <Ka + Kb when there are 
some overlapping blocks. By ignoring the off-diagonal block 
correlation, an assumption of normality is made for each class 
within each subgroup k, k = \, 2, ..., K^. The discriminant 
function (1) becomes: 

Kab 

ft« = -ZHE'-*I + <x* - "»«A(** - "»*)}   (3> 
In (3), the dimensions of xk, mik, and Eft are reduced to 

nk (nk < N), the size of the k th subgroup, so that advantage 
can be taken of the corresponding quadratic reduction in 
classification time. Also, the number of training pixels 
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required per class, which is linked with the size of the biggest 
subgroup, is much smaller than when all bands are used. 

block 1 

block 2 

block 3 

block size of 1*1 

(a) (b) 
Fig. 3. (a) A Class Correlation Matrix, (b) Block Selections. 

EXPERIMENTS 

The AVIRIS image data used for this test is from an area of 
mixed agriculture and forestry in Northwestern Indiana, USA. 
Water absorption bands, bands 104 to 108 and 150 to 162, 
were removed, leaving 202 bands. The global data's 
correlation matrix is as shown in Fig. 1 previously. Four 
classes are selected based on the ground truth map, and the 
correlation matrix for each class is examined. Table 1 gives 
details of class selection and band segmentations. Each 
subgroup of bands corresponds to a diagonal block in the 
covariance matrix. The block size must be limited to 20 by 
20 for class Hay and 10 by 10 for the remaining 3 classes, 
since there are 200 and 90 or 100 training pixels available, 
respectively. 

Three tests were carried out: (i) the minimum distance 
classification (MD); (ii) single layer block-based maximum 
likelihood classification with uniform subgroup of size 10 
(BML.U10); 20 blocks of size 10 by 10 are formed; and (iii) 
the multilayer block-based maximum likelihood methods 
with segmentation as shown in Table 1 (BML.VSize). As 
results of these band segmentations, 11, 12 and 16 blocks of 
size 10 by 10 are used in 1, 2 and 3 class pairs separations, 
respectively. The classification result comparison is given in 
Table 2. 

The classification accuracies achieved from the two tests on 
the block-based method are both significantly higher than 
using a minimum distance classifier, since some second 
degree of statistics have been taken into account. Although 
the size of each block used in BML.VSize is smaller or equal 
to the block used in BML.U10, the classification accuracy 
given by the BML.VSize method is very close to that given 
by BML.U10. This result indicates that the class sensitive 
method is more effective. 

DISCUSSION AND CONCLUSIONS 

While the block-based maximum likelihood classification 
method is not identical to the original maximum likelihood 
classification, it provides an effective and practical alternative 
method for handling small class training problems. The 
segmentation based on individual class correlation matrix, 
generally, is more flexible and effective than based on global 

data statistics. This becomes a significant advantage when 
class correlation properties are very different from class to 
class. When the blocks are limited to small sizes as in the 
above experiments, the segmentation for each class becomes 
similar, therefore, global data' correlation matrix can be 
simply used. 

fable 1 B ock Selections For Each Class 
No. of Pixels for 
Training/Testing 

Band Segmentation! 

wood 90/50 19-28; 33-102 by 10; 110-139 by 10 
hay 200/70 9-28; 33-92 by 20; 93-102; 110-129; 

130-139 
pasture 90/57 19-28; 33-102 by 10; 110-139 by 10 
grass 100/68 9-28 by 10; 33-102 by 10; 110-139 by 

10; 156-195 by 10 
The subgroups of size one are not listed. 

Table 2 Classification Result Comparison 
Methods MD BML.U10 BML.VSize 

Training Data 80.2% 98.5% 98.1% 
Testing Data 86.9% 97.1% 96.5% 
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ABSTRACT 
Forest information can be inferred from a wide range of 

SAR systems and data types, each of which brings its own 
requirements for parameter estimation. These parameters 
and the current state of knowledge on their estimation 
properties are summarised in a unified approach, in the 
main based on the product model for multi-channel data. 
The possible need to modify this model for long 
wavelength data is described. 

1. INTRODUCTION 
In order to the assess the value of SAR to forestry 

applications, it is necessary to consider a wide range of 
data types, including polarimetric, multi-frequency, multi- 
temporal, interferometric, high resolution and 
combinations of these. Experimental and modelling studies 
try to establish which forest properties give rise to 
measurable effects in these different types of data. The 
image analysis task is to relate these effects to parameters 
and to treat the images in such a way as to bring out these 
parameters to best advantage. Image analysis can also 
precede physical understanding: for example, the physical 
basis for texture is only just becoming well understood [1], 
although its image manifestation is well known (see 
Section 4). This paper reviews what we know about the 
relevant parameters and methods to estimate them. The 
only new results are in Section 2, but we attempt to present 
the material in a way which brings out commonality of 
approach. 

Image analysis must start from a data model. We 
assume that the basic data type for a homogeneous 
distributed target observed in M channels is a complex M- 
vector, S, with the following statistical properties: 

(i) if the data is polarimetric or single-pass 
interferometric, 

S=TY (1) 
where Y is Gaussian, and T is a positive scalar texture 
variable [2]; 

(ii) if the data is multi-temporal or repeat-pass 
interferometric, each channel of the data vector is 
independently textured 

Sk=TkYk 1 < k < M    (2) 
We first deal with untextured data, i.e., T^l for all k; 

texture is discussed in Section 4. In this case, S is 
Gaussian  and  completely  described by its  covariance 

matrix,    C,    where    Cij=(SiS*j).    Hence    all    the 

information about the target is carried by the covariance 
terms, and the basic problem is to provide good local 

estimates of them. The maximum likelihood estimator 
(MLE) of C is well-known when pixels are independent, as 
we will assume: it is the sample covariance matrix [3]. 

An important classification of data types is into those 
exhibiting inter-channel correlation (polarimetry, 
interferometry) and those not doing so (multi-temporal, 
multi-frequency). We first deal with the latter, focusing on 
multitemporal data. 

2. MULTITEMPORAL DATA 

When the channels are uncorrelated, the covariance 
matrix is diagonal, so that all the information is contained 
in the channel powers. Each channel has an independent 
Gaussian (or, if multi-looked, independent gamma) 
distribution, and the complete information vector is the 

vector \G°,...,C°M\ of backscatteringcoefficients at each 

pixel. Exploitation of this information to distinguish forest 
types or forest from non-forest should optimally be 
approached through Bayesian methods, but more ad hoc 
methods based on change detection have proved useful 
[4,5]. 

Because of the multiplicative nature of speckle, a 
constant false alarm rate change detector must operate on 
image ratios, not differences [6] (although this is 
equivalent to differencing log images). The maximum 
likelihood estimator of the intensity ratio of two regions is 

given by Z = lx 112, where Ik denotes the observed 

average intensity in region k. (For multitemporal data, the 
region is the same but the times are different). Assuming 
that the data are L-look and that each region contains N 
pixels, then Z has a probability density function given by 
[7]: 

P(Z) = 
r(2M) M7M-1 YMZ (Y+Z) 

-2 M 
(3) 

r2(M) 
where M is the total number of looks, i.e.   M = NL, 

Y =</1)/(/2)  denotes the true intensity ratio of the 

regions, and (Ik) denotes the mean intensity in region k. 
For a chosen threshold T and fixed y, the probability that a 
change will be detected is given by: 

Pd(T,M)=P{Z>T}=fTp(Z)dZ 

\D-M W|'(M)fc!L.(1+s) 
(4) 

T2{M)p0{   p   )     D 
where  D=2M-p-l   and  R=T/y.   An  efficient  reduction 
f™mula for Pd(T,M) is given by: 
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Pd(T,M + l)=Pd(T,M)+X(R,M) 

N    2R(2M-l)X(R,M-l) 
= Pd(T,M)+ — K }   V— l 

(5) 

M(l + R) 
where Pd(T,l) = (1+R)"1 and X(R,1)=R(1-R)(1+R)"3. The 
probability of false alarm, Pfai, which also depends on M 
and T, is calculated by using the same formula for Pd but 
withy=l: 

Pfa(T,M)=Pd(T,M\r=l) (6) 
For given Pd and y, the decision threshold T as a 

function of M can be determined numerically by using (5). 
The corresponding Pfa can then be worked out by 
substituting the same M and T into (6). A convenient 
approach is to plot a look-up graph; an example with 
Pd=0.99 and y=2 is shown in Fig.l. 

1.50 1        ' 1        '        1        ' —i > i     ■      i I 

\- — Pfa - 1           ,>" 

1.4( - 

1.3! 
Pd=0.99 
Gamma=2 . 

1.3( - 

1.2! 

i i.i. i      .      i      .i 

* 

0.16 

0.14 

0.12 

0.10 

0.08   pfa 

0.06 

0.04 

0.02 

0.00 

Figure 1. Look-up graph of the probability of false 
alarm (Pfa) and the threshold (T) against the number of 
looks (M) for Pd=0.99 and y =2 

Studies [4] and [5] indicated that it is necessary to detect 
changes of -2-3 dB for discrimination of tropical forest at 
C band. Graphs like Fig.l provide a simple way to select 
the corresponding number of looks and the threshold, in 
order to give a desired Pfa, for the given Pd and y. For 
example, in Fig.l, it can be seen that in order to satisfy the 
requirement of Pd=0.99, Pfa=0.01 and y=2, the required 
number of looks is 92 and the corresponding threshold 
1.41 (1.49dB). The forest in Thetford, UK, was stable 
though the year, with the temporal change around 1.5 dB 
as in the tropics, while the surrounding agriculture areas 
showed variation of up to 5 dB, allowing discrimination of 
the two cover types. 

3. POLARIMETRIC AND 
INTERFEROMETRIC DATA 

For polarimetric data the covariance matrix has the 
form 

c= 
a hh 

0 

o    ja hh PvvP 

a hv 0 

# hh a   p I      vv r 0 

(7) 

\   V "   """   vvr - -   vv / 

as long as the forest exhibits azimuthal symmetry. Here 
2\ 

PI PI 
and P = (ShhSv *)/# hh> The 

symmetry condition is likely to be met in natural forest but 
may be violated in plantations. In the latter case, 
sensitivity to asymmetry may depend on wavelength; the 
canopy may be essentially symmetric while the soil and 
trunk structure may be asymmetric. Short wavelengths 
scattering in the canopy will then have a covariance matrix 
of the form (7) while longer wavelengths may require the 
cross-polarised term to be included. (Although 
examination of AirSAR data revealed no significant 
correlation between the like and cross polarised channels 
at any of C, L or P bands in coniferous plantation forest.) 
For two channel interferometric data, we have a similar 
form to (7) but omitting the second row and column of C. 
The estimation properties, which we describe below, are 
then identical. 
The properties of the sample covariance matrix are 
described by the complex Wishart distribution [3], from 
which the important marginal distribution can be derived. 

The CT      are gamma distributed (where A denotes MLE, 

in this case the spatial average), so their sampling 
properties are well known. Since   p   is a function of 

covariance terms, its MLE is given by the corresponding 
function of the MLEs, i.e. 

M 

,^hh^v 

p = re" 

'hh\ 

M lY\s 
,A 1/2 (8) 

f M 

V i i 
where M denotes the number of independent samples 
averaged.   The   distribution   of   the   multi-look   phase 

difference, (|), can be described by elementary functions 

[2]. Its essential properties are that it is unimodal with 
mode given by Z.p and it becomes more concentrated on 

Z.p  as   p   increases. There are no analytic expressions 

for its mean and variance except in the case N=l. 
However, as noted in [9] these are not good descriptors 
unless the distribution has mode near 0° and is reasonably 
narrow. In forestry, modes well in excess of 90° are 
common and specific phase statistics may be preferred 
[10]. 

The distribution of coherence, r, is given by 

KP) = 2P(M-l)(l-|Prf(l-r^-2 

x2F,[M,MXr2\p\2) 
(9) 
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where 2Fi is a hypergeometric function. Expressions for 
the moments of r are readily calculated but rely on the 
generalised hypergeometric function 3F2 hence are not easy 
to handle. An important point is that, although r is an 

asymptotically unbiased estimate of   p , it can exhibit 

substantial bias for small values of |pj. In fact, if p = 0, 

(?) ~ y/n I M [2], so that at least 314 samples are 

needed to reduce the bias to less than 0.1. Perhaps more 

important than (9) is the posterior PDF of |p| given the 

estimate f, pw\ \r), which is proportional to the PDF 

in (9) for 0 < |p| < 1 and zero otherwise. The use of this 

distribution for setting confidence intervals on |p|.is 

described in [11]. 

4. High Resolution Data 
High resolution data from forests often display 

significant texture, so that the variable T in (1) needs to be 
considered. A gamma distribution for T, leading to a K 
distribution for S has been shown to be particularly useful 
in describing texture. This requires an extra parameter, the 
order parameter 1) of the gamma distribution, to be 
estimated. Simple methods based on the moment relation 

(/>)/</>2=2(l+1r') 

can be used but better is to invert the equation 

(In/)- ln(7) = (p(0)(ü)-lni) -y 

where (p *• ■* is the digamma function and y E ~ 

Euler's constant [2]. Relation (10) has the advantage of 
being meaningful even if the data are not K distributed, 
but (11) provides better classification performance. Both 
have been used to good effect in forest studies [12,13]. 

5. Long Wavelength Data 
The previous sections have been based on the product 

model (1) but the validity of the model will break down if 
the mean number of scatterers is small or (in the 
polarimetric case) if different polarizations effectively 
scatter from different layers in the canopy [1,2]. In the 
former case, which may be appropriate to forest scattering 
at long wavelengths, such as those used by CARABAS, the 
speckle/texture model needs to be replaced by a treatment 
specific to small numbers of scatterers, for example that 
described in [14]. In this case, the data histogram contains 
information on the number of scatterers (in the forest case, 
tree density), and it is therefore important to examine in 
detail the distributional forms displayed by CARABAS 
and comparable systems. However, the theoretical 
treatment is not complete because it currently does not deal 
with the case of number variation between resolution cells. 
Hence the inversion to number density may be difficult. 

(10) 

0.5772 is 

6. Concluding Remarks 

This paper has concentrated on the statistical bases of 
any attempt to derive information from SAR data. Most of 
the important PDFs for parameter estimation are noted or 
are to be found in the referenced papers. Such operations 
as filtering, segmentation and classification need to be 
based on these foundations. This is discussed at length in 
[2]. 

REFERENCES 
[I] M.L.Williams, S.Quegan and D.Blacknell, 
"Distribution of backscatter intensity in the distorted Born 
approximation: application to C-band SAR Images of 
woodland ", Waves in Random Media, 1997 (in press) 
[2]  C.J.  Oliver and S.  Quegan,  Information in SAR 
Images: Methods and Models for Understanding SAR 
Data, Artech House, 1997. 
[3] N.R. Goodman, " Statistical analysis based on a 

certain multivariate Gaussian distribution (an 
Introduction)," Ann.math.Stat. 34, pp.152-177, 1963. 
[4] T. Le Toan, F. Ribbes, N. Floury and U. R. Wasrin, 
"Use of ERS-1 SAR data for forest monitoring in South 
Sumatra", Final Report for Trees Project. 
[5] K. Grover, S. Quegan and C. Yanasse, " Quantitative 
estimation of tropical forest cover by SAR", IEEE Trans. 
Geosci. Remote Sensing, 1997 (submitted) 
[6] EJ.M.Rignot and J.J.van Zyl, "Change detection 
techniques for ERS-1 SAR data", IEEE Trans. Geosci. 
Remote Sensing, vol.31, pp.897-905, 1993. 
[7] R. Touzi, A. Lopes and P. Bousquet, "A statistical and 
geometrical edge detection for SAR images", IEEE Trans. 
Geosci. Remote Sensing, vol.26,pp.765-773,1988. 
[8] RJ.A.Tough, D.Blacknell and S.Quegan, "A statistical 
description of polarimetric and interferometric synthetic 
aperture radar data," 
[9] S. Quegan, L. V. Dutra and K. D Grover, "Phase 
measurements in MAESTRO polarimetric data from the 
UK test sites", Int Jnl Remote Sensing vol.15, pp. 2719- 
2736, 1994. 
[10] N.I.Fisher, Statistical analysis of circular data, 
Cambridge University Press, Cambridge, 1993. 
[II] M.R.Foster and J.Guinzy, "The coefficient of 
coherence, its estimation and use in geophysical data 
processing", Geophysics, vol.32, pp.602-616,1967. 
[12] C.J. Oliver, "Optimum texture estimators for SAR 
clutter", J. Phys. D, vol.26, pp.1824-1835, 1993. 
[13] A. Beaudoin, M.Deshayes, S.Hardy, T. le Toan and 
D. Girou, "Use of airborne SAR data for the mapping of 
shifting cultivation in French Guiana", Proc. SAREX-92 
Workshop, ESA WPP-76, pp. 185-191,1993. 
[14] P.N. Pusey, D.W.Schaefer and D.E.Koppel, "Single- 
interval statistics of light scattered by identical 
independent scatterers", J.Phys.A: Math.Nucl.Gen.vol. 7, 
pp.530 -540, 1975. 

783 



On the Coupling of Backscatter Models with Tree Growth Models : 
Part 1: A Realistic Description of the Canopy using the AMAP Tree Growth Model 

T. Castel*, A. Beaudoin*, J.F. Barczi**, Y. Caraglio**, N. Floury***, T. Le Toan*** and L. Castagnas* 

* LCT Cemagref-ENGREF, 500 rue J.F. Breton, 34093 Montpellier cedex 05, France 
td: (33) 4.67.54.87.52 /fax: (33) 4.67.54.87.00 /e-mail: castel@teledetection.fr 

** CIRAD, Unite de Modäisation des Plantes, BP 5035, 34032 Montpellier, France 
t61: (33).4.67.61.65.38 / e-mail: barczi@cirad.fr 

*** CESBIO, 18 Ave Edouard Belin, bpi 2801, 31055 Toulouse, France 
tel: (33) 5.61.55.66.71 fax: (33) 5.61.55.85.00 / e-mail: thuy.letoan@cesbio.cnes.fr 

Abstract- In this paper, we present a method using the 
AMAP architectural tree growth model to describe the 3D 
canopy architecture, towards forest backscatter 
modelling. This method allows to 1) fully describe a tree as a 
collection of dielectric cylinders and 2) obtain histograms 
and statistics of the cylinder parameters within the canopy 
layers. The usefulness of this method is illutrated in southern 
France on Austrian pine trees, where the parameters in the 
crown layer show a variability with age and canopy depth 
that should be considered in RT modelling. 

1. INTRODUCTION 

Biomass retrieval is a promising application of SAR 
remote sensing, considering the numerous results recently 
reported in the literature. In particular, we conducted an 
experiment in southern France (Mende forest, Lozere) on 
Austrian pine plantations, towards the assessment of biomass 
retrieval over hilly terrain. The experimental set-up along 
with significant relationships between relief-corrected SIR-C 
L-band forest backscatter and forest parameters were 
reported in [1]. 

In a joint paper [2], radiative transfer (RT) modelling is 
considered to interpret the link between the L-band a0 and 
the pine forest biomass. It requires a detailed description of 
the canopy as a collection of dielectric cylinders embedded 
within a multi-layer discrete random media. Even though 
part of this characterization can be obtained from in situ 
measurements of usual forest parameters (tree and crown 
height, trunk diameter and density), the crown 
characterization through measurements and/or allometric 
equations (see for example [3]) is tedious, time-consuming 
and usually destructive. Therefore, other realistic description 
methods and associated tools are needed to get proper input 
parameters to RT models. 

To this aim, we present a method based on an 
architectural tree growth model called AMAP [4]. It is 
illustrated on homogeneous even-aged Austrian pine (pinus 
nigra nigricans) plantations found in various topographic 

situations (Mende state forest). Stand ages extend from 0 to 
140 years, with bole volume reaching up to 800 m /ha. 

2. METHOD FOR CANOPY DESCRIPTION 

The method is based on three characterization steps: 
1) AMAP modelling of the tree architecture, 2) generic 
description of the tree as a collection of cylinders and 
3) specific adaptation to the MTT/CESBIO RT model. 

1) The AMAP model relies on both qualitative and 
quantitative architectural tree growth description. Detailed 
botanical observations allowed to develop an architectural 
typology used in the modelling [5]. Specific botanical 
measurements are then necessary to calibrate the model for a 
given species in its environmental conditions. They are 
performed on tree shoots called growth units (GU), which 
are produced by the terminal meristems and build the tree 
architecture. Parameters of theoretical distribution (binomial 
and geometric laws) for GU characteristics and branching 
process (growth, interruption or mortality) are obtained from 
fittings with the measurements. 

Then, tree architectural simulation for a given age is 
realized through Monte-Carlo technique and Markov 
process, allowing to reproduce i) the meristem activity and 
ii) the branching process and associated geometry (angle, 
length, diameter) of GU's. The result is a realistic 3D tree 
stored in a file, such as the 40 years old Austrian pine 
(without needles) in Fig. la. 

Finally, the canopy natural variability is reproduced 
through successive random AMAP simulations. A set of 
these simulations is performed for each growth stage of 
interest (age). 

2) An interface was developed to transform these 3D trees 
into a collection of cylinders representing the various tree 
elements : trunk, branches and needles, with their geometric 
characteristics: (x,y,z) position, diameter, length and 
orientation angles. A branch is considered as a collection of 
successive cylinders of varying dimensions and orientation, 
to take into account tapered and curved branches (Fig. lb). 
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3) An additional step is to adapt this description to the 
specific MJT/CESBIO RT model, including the branching 
model [6]. It describes the canopy as a n-layer discrete 
random media, where the tree crown is characterized as a 
multi-scale cluster of dielectric cylinders. In our case, up to 
five scales represent the trunk, increasing orders of branches 
and needles. 

The interface first splits the canopy into n horizontal 
layers, using a fixed vertical interval or a variability criteria. 
For each branch order, successive cylinders forming a given 
branch are transformed in a single approximated cylinder, as 
sketched in Fig. lc, since curved and tapered branches are 
not yet taken into account. From there, cylinders at each 
cluster scale (branch order BR1 to BR4) are characterized by 
mean length, diameter, linear density and branching angle 
(Fig.lc), after averaging over 20 simulated trees. In addition, 
histograms of all these parameters are available. 

3. RESULTS AND DISCUSSION 

For validation purposes, AMAP-derived parameters such 
as tree height, diameter and length of primary branches 
(10 and 20 years old stands) are compared to those measured 
at the whorl level (mean values). This is illustrated in Fig. 2 
where a satisfactory agreement is reached, although some 
observed dispersion still has to be explained. Also, this 
validation will need to be extended to all other parameters. 

Fig. 3 includes vertical profiles of cylinder parameters (4- 
scale cluster for branches) : number, diameter and length 
averaged over twenty 40 years old trees (as in Fig. la). 
Number of branches is quite constant for 1st order whereas it 
is high for 2nd and 3rd orders. Branch length and diameter, 
which are highly correlated, increase rapidly in the first top 
meters to reach a relatively constant value within the deeper 
layers (except for the 2nd order). From these profiles, it is 
obvious that more than one layer should be considered in RT 
modelling. 

Fig. 4 includes the histogram of branching angle within 
the crown layer. Considering the sensitivity of L-band 
backscatter to this structural parameter [6], the use of such 
histograms should improve the computation of averaged 
scattering amplitudes in RT models. This could be useful 
also for other cylinder parameters. 

4. CONCLUSION 

The results show that the AMAP model can provide a 
realistic and complete 3D canopy description as a collection 
of dielectric cylinders. The AMAP model has been calibrated 

up to a tree age of 50 years (close to the L-band saturation 
level) and will be extrapolated to older trees. Further 
measurements and improvements are needed for the needle 
modelling found on various orders of branches. 

Most backscatter models can not yet fully accomodate 
such a detailed description, a degradation of the architectural 
information is necessary to feed them. Hopefully, this 
description should be very helpful to point out future 
modelling improvements related to scattering from curved 
branches, layered canopy, 2nd order effects, etc. 

In a joint paper [2], encouraging RT modelling results 
obtained at L-band after the coupling with the AMAP model 
are presented over the Mende forest. 
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ABSTRACT 

In this paper, the use of an architectural tree growth model as 
a generator of input parameters for a forest backscatter model is 
investigated. This is shown to be a useful method to (1) provide 
input data which are otherwise tedious to obtain, (2) describe the 
canopy with an enhanced precision which may be useful to 
explain physical mechanisms involved in the interaction between 
the electromagnetic wave and the forest. 

1. INTRODUCTION 

Theoretical modelling of the forest backscatter is a powerful 
tool towards the development of quantitative forest applications 
such as biomass retrieval from SAR data. RT models usually 
describe the forest canopy as a discrete multi-layer random media 
containing different classes of dielectric cylinders for the 
vegetation elements. One of the actual major limitations of RT 
modelling is the difficulty to obtain a realistic and complete 
canopy architectural description as a function of growth stage. In 
particular, tree crown parameters, through which backscatter 
usually correlates to above-ground biomass, are very difficult to 
measure or estimate. Allometric equations offer an alternative but 
are often not available for the species under study and crown 
parameters of interest. An alternative is to develop a new 
approach making use of the available tree growth models to 
derive input parameters to RT models. 

In this paper, we illustrate a new approach based on the 
coupling of a RT model to an architectural tree growth model 
providing a detailed 3D canopy description. We present 
preliminary results applied to SIR-C L-band backscatter (HH and 
HV at 55° incidence angle) of Austrian pine {Pinus nigra) 
plantations over hilly terrain in southern France. The 
experimental set-up along with significant relationship between 
relief-corrected forest backscatter and forest parameters were 
reported [1]. 

In this study, the RT branching model [6] is used and coupled to 
the AMAP architectural tree growth model [7], through an interface 
allowing to extract the tree architecture as multi-scale clusters of 
dielectric cylinders [2]. 

2. CANOPY DESCRIPTION FROM AMAP 

The Mende forest under investigation is composed of 500 
large stands (5-15 ha) of homogeneous even-aged Austrian pine 
plantations found in various topographic situations. Stand age 

extend from 0 to 140 yr-old, with bole volume reaching up to 800 
m /ha. 60 stands were sampled for basic forest parameters : age, 
dbh, tree and crown height, tree density and bole volume. In 
addition, the AMAP tree growth model was validated for this site 
through specific botanical calibration measurements, allowing to 
reconstruct 1) the 3D tree architecture, as in Fig. 1 for a 40 yr-old 
tree (needles not represented), and 2) to extract forest geometric 
parameters according to the following canopy description used in 
the MIT RT model. 

For a stand at a given age, the canopy is described as a 2-layer 
discrete random media (crown and trunk) over a rough surface, as 
sketched in Fig. 1. At this stage, we consider only one crown 
layer but according to the vertical variability of the simulated tree 
architecture in Fig. 1, it is clear that probably at least 2 layers will 
be considered later. 

In the top layer, the tree is described as a 5-scale cluster of 
dielectric cylinders, where the different scales account for the 

Fig. 1: 2-layer configuration and 40 yr-old tree 
simulation (17m high) from AMAP 

vegetation element of increasing order (1 : primary branches, 2 : 
secondary branches, etc.), up to the 5* scale being the needle 
clusters. Cylinders at each scale are described by mean length, 
diameter, linear density and branching angle relative to the lower 
scale. Pdf of these parameters can also be considered. At this 
stage, we consider only the pdf of the branching angle of the 
primary branches. 

Statistics   of cylinder  parameters  were  obtained   in  the 
following manner using the AMAP interface. For each age, 20 
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independent 3D trses were simulated using the AMAP model to 
account for natural architectural variability. Then, a specific 
interface allows to describe a given tree as a collection of (x,y,z) 
positioned cylinders for each order of branch, in addition to trunk 
and needles. For example, the 40yr-old tree in Fig. 1 includes 
more than 80000 cylinders (without the needles). Then, 1st order 
statistics of these parameters are obtained from averaging over the 
20 trees. 

Fig. 2 includes the evolution with stand age of the geometric 
parameters of cylinders for increasing order of branches. 
Diameter and length are correlated and linearly increase with age, 
whereas linear density and branching angle have a more complex 
behaviour. Needle clusters are the most difficult to characterise; at 
this stage, a mean cluster is used with needle diameter, length, 
density and branching angle respectively of 1 mm, 8 cm, 16 / cm 
and 33°. 

In addition to geometric parameters, dielectric constant of the 
soil, trunk, branch and needles were derived from field 
measurements of water content WC. These were found quite 
stable as a function of growth stage. 

3. RT MODEL DESCRIPTION 

The RT model developed at MIT [6] includes three layers: a 
crown layer, a trunk layer and a ground surface. The trunks, 
branches and needles are modelled as circular cylinders where 
finite cylinder approximation is used [4]. The bottom rough 
surface is described by its rms height and its correlation length. 
The Kirchhoff approximation is used to calculate the scattering 
from the random rough surface. The scattering properties of 
structured pine trees are taken into account by incorporating the 
branching model [5] into the phase matrix of the RT equation (1). 

cos 6 
dl(0,4>,z)       - 

dz 
Ke(0,<p,z).I(d,<p,z) + 

jdQ'P(6,0,6',</>'). 1(8',^.z)        (1) 
4n 

Where the Stokes vector I contains information regarding field 
intensity and phase relation of the two orthogonal polarisations. 
The extinction matrix k represents the attenuation due to both 

scattering and absorption, and can be obtained through the optical 

theorem in terms of forward scattering functions. The phase 
matrix P(9,<b,6' ,(b') characterises the scattering of the Stokes 

vector from (0',<|>') direction into (0,(|)) direction. The phase matrix 
can be formulated in terms of the scattering functions of the 
randomly distributed discrete scatterers 

4. RESULTS 

In the following, modelling results are compared to 
backscatter measurements at L and C-band obtained from SIR-C 
data acquired over the Mende test-site during the SRL-2 mission 
in October 94, in dual-pol mode (HH and HV) at 55° incidence 
angle. The data set was radiometrically corrected for slope effects 
and ortho-rectified in the Lambert II projection [3]. 

The overall agreement between experiment and theory is good. 
Fig. 4 presents the experimental and simulated backscattering 
coefficients at C-HH and L-HV. These preliminary results do not 
include simulated values of young stands, due to the lack of 
appropriate soil surface characterization. The RT model can be 
used to identify the major scattering mechanisms. Fig. 5 presents the 
main contributions of the tree element classes at C-HH. 

Some differences remain between experimental and simulated 
results. For example, L-HV simulated values decrease for stands 
older than 24 years whereas a slight increase is observed 
experimentally. One of the possible causes is the assumption of 
homogeneity whithin the crown layer by a RT model. As an 
example, fig. 6 shows the histogram of primary branches angle vs 
the stand age (high values are bright, low values are dark). It can 
be observed that at about 24 years there is a change of the 
dominant angle from 70° to 80°, and also appearance of lower 
angles of about 30°. This indicates the need to take into account 
the vertical variability within the canopy by using the AMAP 
output to increase the number of layers in the RT model. 

5. CONCLUSION 

This study has shown the usefulness of using a tree growth 
model such as AMAP to provide input parameters for a 
backscatter model. The tree growth model can provide missing 
data or measurements difficult to acquire. 
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Moreover, the flexibility of AMAP to provide information on 
any part of the canopy may help providing inputs to more detailed 
description improved backscatter models, such as considerating 
more layers in the crown canopy or curved branches. 
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Abstract - In the past interferometric analysis of 
ERS-1/2 SAR data demonstrated a high potential for 
forest applications. In this study, the dependence of 
the SAR interferometric signatures on radar frequency, 
incidence angle, and polarization, and acquisition time 
interval were investigated. The results are used to 
discuss the feasibility of forest applications using SAR 
data of the Japanese Remote Sensing Satellite JERS, 
and the Shuttle Imaging Radar SIR-C. 

Keywords: SAR interferometry, forest, ERS, JERS, SIR-C 

INTRODUCTION 

As a part of the methodological research project EUFORA 
(European Forest Observations using Radars), in the frame of 
the Environment and Climate Programme of the European 
Union, forest applications of spaceborne SAR data were 
investigated. 

In recent years the available space borne SAR systems 
allowed the development and application of a new remote 
sensing technique, SAR interferometry (INSAR). One area 
where repeat-pass SAR interferometry showed very 
promising results were forest applications. Based on ERS-1 
data acquired during 3-day repeat orbits it was found that the 
interferometric correlation is not just a measure of the phase 
noise of the interferogram but a valuable source of 
information on scene properties which can be used to map 
forest [1,2]. 

The ERS Tandem data were found to be very useful for 
forest mapping. Validation of the classification results based 
on the interferometric correlation, and the two backscatter 
intensities of an interferometric pair against a landuse 
inventory demonstrated the robustness and accuracy of the 
approach [3]. With the nearly global coverage of 35-day 
repeat-orbits of the two satellites the interferometric 
techniques can be widely applied. 

In this study here it was investigated how well the 
techniques developed for ERS data may be transferred to 
other spaceborne sensors and how they need to be adjusted 
for the different sensor configuration. In addition the 
question was addressed if other information than what was 
found based on the ERS data might become available for the 
other sensor configurations. 

Based on data availability the study concentrated on SIR-C 
and JERS data. The signature investigation was mainly based 

on SIR-C data because of its polarimetric and multi-spectral 
capacity which allowed a direct comparison of the signatures 
at different frequencies and polarization using identical test 
areas. JERS data were then investigated to determine how 
well the results found for SIR-C L-band may be transferred to 
JERS data, in spite of its much longer acquisition time 
interval. 

SIR-C INSAR FOR FOREST APPLICATIONS 

The shuttle imaging radar SIR-C was flown, together with 
the X-SAR, during two missions. A part of the experiment 
was devoted to interferometry. In spite of the short mission 
duration and therefore limited data acquisition the data is of 
strong interest as SIR-C/X-SAR was up to now the only 
space-borne mission including multi-spectral (L-, C-, and X- 
bands), as well as fully polarimetric capability. In our study 
we used interferometric data over Switzerland and Raco, MI, 
USA, focusing in particular on the investigation of the 
influence of the frequency and polarization on the observed 
signatures, in particular the interferometric coherence. Using 
SIR-C data allowed a direct comparison of the spectral and 
polarization dependence of the signatures. Combining data 
acquired by different satellites requires availability of data 
over identical test sites and refined registration capability. In 
addition, temporal change occurring between the 
acquisitions, of the ERS and JERS data may are expected to 
change the signatures. 

Spectral dependence of interferometric signatures 
The spectral dependence of the backscattering and the 

interferometric coherence were investigated based on SIR-C 
L- and C-band data over Yverdon, Switzerland. The 
acquisition time intervals of the investigated interferometric 
pairs were short (one and two days). 

Here, the spectral dependence of the backscattering is not 
discussed in detail here, as this was covered in other 
publications. In summary it can be said that the 
backscattering at C-band originates mainly from small twigs 
and branches. Nevertheless, leaves and needles have an 
important influence, mainly through absorption. At L-band 
thicker branches dominate the scattering. Contributions from 
the ground surface and the trunk-ground multiple scattering 
term become more important. While the backscattering varies 
very little over forest at C-band a much increased sensitivity 
is observed at L-band allowing to retrieve stand density and 
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Figure 2: SIR-C C-band backscattering intensity [dB] versus 
interferometric coherence for forest and non-forest 
(agricultural fields) at Yverdon test-site. 

biomass information, as demonstrated in the past by several 
authors. At L-band the backscattering over forested areas is 
several dB higher than over low vegetation (grass land, 
agricultural fields), while similar backscatter levels are 
observed over these categories at C-band. As a consequence, 
L-band backscattering supports forest mapping much better 
than C-band backscattering. 

The interferometric coherence is a measure of random 
displacement of the scatterers, weighted by the scatterers 
relative contribution to the to scattering. At C-band the 
dominating scatterers (small twigs and branches) are small. 
As a result of wind, solar illumination and plant growth the 
position of these small scatterers changes with a 
high probability. In addition, the propagation through the 
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Figure 4: SIR-C L-band cross polarization (HV-pol.) 
coherence versus HH-pol. coherence for forest and non-forest 
(fields) at Raco test-site. 

even less stable leaves and needles may cause temporally 
changing phase distortions, which also reduce the 
interferometric coherence. The dominant scatterers at L-band 
are larger and therefore more stable. In addition, ground and 
trunk-ground scattering contribute to a higher interferometric 
coherence. As a result, the observed interferometric 
coherence is higher at L-band than at C-band. The average 
interferometric coherence and backscattering extracted for 
forest stands and agricultural fields at the Yverdon test-site 
are shown in Figures 1 and 2, for L- and C-band, 
respectively. 

Polarization dependence of interferometric signatures 
The polarization dependence of the backscattering  is not 

discussed in detail here as this was covered in other 
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publications. One important point is that the backscattering at 
cross polarization is significantly lower than the 
backscattering at like polarization. Several authors found that 
the backscattering at L-band, in particular at cross- 
polarization, was related to canopy biomass. 

To investigate the polarization dependence of the 
interferometric coherence a polarimetric - interferometric 
SIR-C data set over Raco, Michigan, USA was used. 
Interferograms were generated for like and cross-polarization 
channels [4]. Coherence estimates extracted for forest and 
non-forest (fields) areas are presented in Figures 3, and 4. 
Similar coherence values at HH and VV like polarization, 
were observed, with slightly higher VV coherence over fields 
and slightly higher HH coherence over forest. A very 
interesting and somewhat unexpected finding was that the 
coherence at cross-polarization was only slightly below the 
levels observed at like polarization (Figure 4). The relatively 
high interferometric coherence at L-band cross-polarization 
found over forest (0.3 - 0.5) and fields (0.4 - 0.6) told us that 
even at cross-polarization a large fraction of the 
backscattering obviously originates from relatively stable 
scatters. 

Consequences for forest mapping and parameter retrieval 
Both, L- and C-band data could successfully be used to 

map forest. At L-band the distinction between forest and non- 
forest was mainly based on the high backscattering over 
forest. At C-band the result was based on the low 
interferometric coherence, in combination with low 
backscatter change and intermediate backscattering. 

With respect to forest biomass retrieval those parameters 
which change the most between forest and non-forest seem to 
be the most promising to be further investigated. In addition 
to the well known potential of L-band backscattering, the 
coherence at both C- and L-band shows a promising potential 
with respect to forest biomass retrieval. From the current 
findings and earlier results based on ERS data we expect that 
the C-band coherence has its highest sensitivity to forest 
biomass at low biomass levels, especially if the acquisition 
time intervals are longer than 3 days. At L-band the 
coherence variation between forest and non-forest is much 
smaller than at C-band but still significant. Even with its 
reduced overall variation between forest and non-forest the 
L-band coherence may be as promising as the C-band 
coherence because much less saturation effects are expected 
at the biomass levels typically encountered in closed forest 
canopies. 

JERS INSAR APPLICATIONS OVER FOREST 

Based on experience gained with the C-band SAR on the 
ERS satellites the 44 days repeat orbit interval of the L-band 
SAR on JERS may seem to be rather long for interferometric 
applications over forest. Data analysis showed, nevertheless, 
that the longer acquisition time intervals are not such a 

severe problem because of the longer wavelength. The 
reduced coherence decrease with time is a consequence of 
the more stable scatterers which dominate the scattering at L- 
band and the fact that the distance a scatterer has to move to 
decorrelate is about four times larger than at C-band. The 
investigated JERS data examples showed that even for dense 
tropical forest a certain coherence level was maintained, in 
spite of longer acquisition time intervals. Applying advanced 
processing techniques [4] allowed us, for example, to 
generate interferometric height maps, even over tropical 
forest. 

As discussed based on SIR-C L-band data JERS 
backscattering and interferometric coherence have a good 
potential for forest applications. 

CONCLUSIONS 

SIR-C and JERS interferometric signatures were 
investigated with respect to forest applications. With each of 
these sensors the combined interpretation of backscattering 
and interferometric coherence allowed to distinguish forest 
from non-forest (agricultural fields, grass-land). At C-band 
forest is classified mainly based on its low interferometric 
coherence, at L-band based on its high backscattering. For C- 
and L-band coherence a potential for forest parameter 
retrieval was identified. Similar LHH and LVV coherence 
levels were found over forest and non-forest . For the same 
landuse categories the cross polarized coherence was only 
slightly below the like polarized coherence. Because of the 
longer wavelength JERS interferometry has a potential for 
forest applications in spite of longer acquisition intervals as a 
consequence of the 44 day repeat-orbit mode. 
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ABSTRACT 

Clear-cut monitoring is an important application for space- 
borne SAR systems. With 17 ERS interferograms from the 
boreal forest of Sweden, obtained over a 3 year period, this 
paper investigates the use of coherence information for 
identifying clear-cuts. It is shown that coherence performs 
significantly better in separating clear-cuts from forest than 
intensity data, and can be used with a resolution about twice 
that possible for backscatter measurements based on a single 
image. The minimum area of cutting that can reasonably be 
detected is about 3 ha. The detection of clear-cuts tends to 
deteriorate with increased time between images. This is 
particularly significant for 13 interferograms from the rain 
forest of Brazil which have also been studied. These show 
generally lower separability than the results from Sweden. 

INTRODUCTION 

Regular updating of clear-cut maps is of importance for 
regulating forestry operations, particularly for the rapid 
identification of illegal cuttings in protected areas, or for the 
less urgent needs of tax investigation. High-resolution optical 
imagery is sufficient for mapping of clear-cuts, however, the 
frequency with which these maps can be updated is limited 
by the need for cloud-free images. This is a problem for 
boreal and tropical forests where the climate generally limits 
the possibility of acquiring cloud-free images, resulting in 
updates every 3 to 5 years [1]. 

To meet these requirements for continuous monitoring, the 
use of satellite-borne SAR systems has been suggested. To 
improve classification, temporal sequences of images have 
been used (for example [2, 3]). An alternative approach is to 
use SAR interferometry, which can achieve 91% accuracy 
when discriminating between forest and non-forested areas 
[4]. 

This work investigates the potential of SAR interferometry 
for clear-cut mapping, addressing the issues of discrimination 
between different types of clear-cuts, the time period of their 

visibility in the images, and the relationship between spatial 
resolution and probability of correct classification. The 
results indicate that clear-cutting of areas greater than about 3 
ha can be spotted using coherence images. 

TEST-SITES AND IMAGE DATA 

Most of the results in this study come from an area in 
northern Sweden, just south of Skellefteä. The land is 
covered by boreal forest, with the most common tree species 
being pine, spruce and birch in that order. The topography of 
the region is reasonably flat, with altitudes up to 150m. 

Single look complex (SLC) images from the ERS-1 and 
ERS-2 SAR systems were studied. To observe changes 
occurring over a number of years, 11 images from the 3-day 
repeat cycles of ERS-1 in the winters of 1992 and 1994 were 
used, as well as 2 pairs from the tandem mission in the 
summer of 1995. From these images, 17 interferograms were 
produced (the remaining combinations being impossible to 
use due to problems with long baselines, or simply too much 
temporal decorrelation). 

A total of 8 clear-cuts of various ages were chosen for the 
study. They were selected as being on relatively flat land, 
with similar soil characteristics, and similar densities of 
plants growing on them (around 2000 trees per hectare). The 
areas were split into three classes, the properties of which are 
shown in table 1. 

Table 1 Clear-cut classes 

Class 

1 
2 
3 

Years of 
cutting 

Average tree height/ m 

1992 
N/A 
1.2 
2.2 

1994 
0 

1.8 
3.0 

1996 
0.1 
2.5 
3.9 

1993 
1982-1983 
1978-1981 
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Along with the Swedish test-site, 6 SLCs from March 1994 
taken over the rain forest to the north-east of Manaus in 
Brazil, were used. A total of 13 interferograms were 
processed using these images. No ground truth was available, 
however, the coherence images consistently showed an area 
with higher coherence than the surrounding forest. Combined 
with a low-resolution image from JERS-1, it was believed 
that the area is one of less dense tree cover than the 
surrounding forest. 

IMAGE PROCESSING 

The interferograms were produced using the ISAR toolbox 
provided by ESA. Coherence was estimated over a window 
of 5 by 25 pixels in the original SLC images (corresponding 
to about 100 m in both range and azimuth respectively). This 
was estimated to give a minimum measurable coherence 
(bias level) of about 0.27. 

RESULTS 

Jan 1992 Feb 1992 

10 12 
Intsrferogram Number 

Fig. 1. Coherence measurements for different classes. 
Errorbars indicate one standard error of the estimate for the 
class above and below the mean. 

The coherence measurements for the three classes of clear- 
cut, along with representative values for fields and forests, 
are shown in Fig. 1. The study areas were identified visually 
by comparing aerial photographs of the studied areas with a 
filtered, false-colour image produced using both intensity and 
coherence information. It can be seen that clear-cut classes 2 
and 3 are in most cases virtually indistinguishable from 
fields. For the 1992 results, class 1 (at that time uncut forest) 
has similar coherence values to other forested areas. But after 
the trees were felled in 1993, class 1 became 
indistinguishable from the other clear-cut areas. 

To illustrate the use of the coherence measurements for 
identifying the cutting, the Jeffreys-Matusita distance has 
been used [5]. This is defined as: 

\2 
(1) hi = J J \\IPi(x-y)--Jpj(x<y)) dxdy 

where Pi is the probability distribution of class i (shown 

in this case as a function of two variables, for example 
intensity and coherence). This distance measure can be 
related to the limits for the probability of correct 
classification for a maximum-likelihood classifier operating 
on Normally distributed data [6]. 

The probability density functions were estimated 
numerically, which led to errors in the estimation of J of 
about 0.2 for low values, improving to about 0.1 at higher 
values. This was due to the discretisation of a limited number 
of samples. A J-value greater than 1 represents good 
separability, whilst below about 0.5 is virtually useless for 
classification. 
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Fig. 2. The J-M distance between forest and class 1, 
calculated using coherence (solid line), intensity (dashed 
line) and using the. joint distribution of coherence and 
intensity (dot-dashed line). 

DISCUSSION 

The calculated separabilities between forest and class 1 are 
shown in Fig. 2. Before 1993, class 1 is indistinguishable 
from other forested areas. After the cutting in 1993 it remains 
difficult to use the intensity to separate class 1 from forest, 
but in most cases it would be possible using the coherence. 
Using both intensity and coherence information gives only a 
slight improvement in separability. The variability in 
separability is a result of weather-related temporal changes 
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Fig. 3. Showing how the separability of clear-cuts and 
forest vary with time interval between the images. Triangles 
show measurements from Sweden, circles from Brazil. The 
lines join the mean values for each test-site at each time 
interval. 

The separabilities between forest and clear-cuts for the 
Swedish and Brazilian test-sites are shown in Fig. 3 (using 
class 2 for the Swedish test-site, and the suspected clear-cut 
in Brazil). It can be seen that the distance between the classes 
is generally higher in the boreal area. For the tropical region 
the separability decreases rapidly with larger time intervals 
between the images, due to temporal decorrelation [7]. 

To investigate the possibility of using coherence 
measurements to monitor the growth of vegetation, the 
difference between the coherence values of classes 2 and 3 
were compared. This method has the advantage of comparing 
coherence measurements within a single interferogram, as 
comparisons between interferograms are very sensitive to 
unknown temporal decorrelations [8]. Fig. 4 shows the 
difference between the coherence values, as a function of the 
open field coherence. Although the measurement errors are 
relatively large, there is an apparent trend towards increased 
difference in coherence with larger field coherence. This is 
qualitatively in agreement with a model of the coherence for 
boreal forests [9], and is explained by the increased influence 
of the ground coherence (assumed proportional to that of 
open fields) in class 2, where the trees are smaller. 

0.35       0.4       0.45       0.5       0.55       0.6       0.65       0.7       0.75       0.8       O.e 
Field coherence 

Fig. 4. The difference between classes 2 and 3 as a 
function of field coherence. Errorbars show one standard 
error of the estimate above and below. 

RESOLUTION OF CLEAR-CUTS 

Coherence appears better than intensity measurements for 
separating clear-cuts from forest, but, the classification 
accuracy based on backscatter could be improved by 
averaging the data. For the coherence measurements some 
averaging was necessary simply to be able to calculate 
coherence values. To compare resolutions, imagine the 
following scenario for a managed forest. The manager knows 
the boundaries of a particular stand, and is interested in 
knowing if it has been cut since last checked. The ability to 
distinguish between the two possibilities depends on the 
measured parameter (coherence or intensity), the variation of 
the measured parameter, and the number of independent 
samples. 

For coherence measurements, a clear-cut with a coherence 
of about 0.7 would require averaging over about 3.5 ha to be 
distinguishable at the 95% level (considering the forest to 
have a Normally distributed coherence with mean value of 
0.3). In the case of intensity measurements, where the mean 
intensity for a clear-cut is assumed to be about 2 dB greater 
than that of the background forest, it would require averaging 
over about twice this area (-6.5 ha) to reach the same 
significance (assuming that the intensity is also Normally 
distributed at this level of averaging). This is the kind of 
resolution that would be achievable if the clear-cut coherence 
was decreased to about 0.5. 
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CONCLUSIONS REFERENCES 

We have shown that clear-cutting events are much easier to 
detect using coherence measurements than intensity 
measurements, and that using both together produces only 
slightly better results than using coherence alone. It is 
difficult to detect any difference between classes 2 and 3 
(class 3 having trees about twice the size of class 2), although 
this separation did increase with increased coherence of the 
ground. This is in-line with model results and will be 
investigated further. A difference could be used to 
supplement intensity measurements when monitoring re- 
growth of cut areas. The technique used in this study, i.e. 
observing different areas within each interferogram, as 
opposed to studying the same area in different 
interferograms, has the advantage of removing some of the 
effects of temporal decorrelation (assuming the areas are 
affected in the same way by temporal decorrelation). The 
significance of results obtained in this manner will be 
investigated further as a means of comparing measurements 
with the model. 

The results presented in this paper are largely based on 
studies of boreal forest, but results from the rain forest of 
Brazil indicate that coherence may still be useful for clear-cut 
identification. The separabilites are shown to be quite 
unstable, and it appears that short time periods between the 
repeat-passes are necessary. This is true for both study areas, 
but the time periods required are shorter for tropical regions 
due to the greater temporal decorrelation. 
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Abstract -- CARABAS-II is a new airborne ultra- 
wideband and widebeam SAR which operates in the lower 
VHF band (20-90 MHz). Its design has been based on the 
experiences and insights gained from the earlier CARABAS 
system. The initial radar test flights were conducted during 
October-November 1996 which included a flight campaign 
as part of BALTASAR-96. The subsequent data analysis has 
resulted in a number of processed images with good image 
quality over a forested area in southern Sweden. The 
resolution of the imagery has been measured to 3 x 3 m2. The 
present limitation before full performance can be achieved is 
due to uncompensated antenna characteristics. 

INTRODUCTION 

The CARABAS-II system is an airborne ultra-wideband 
and widebeam (UWB) SAR operating in the lower VHF 
band, i.e. 20-90 MHz. This new system is based on the 
design of its predecessor, CARABAS-I, but with a number of 
major changes to improve system performance. 

The first generation system CARABAS-I was completed 
in 1992 and used during 1992-94 in a number of flight 
campaigns to investigate different applications, including 
deserts, forests and sea ice [1-4]. The experiences gained 
from these experiments motivated a major system upgrade. 
The first test flights with the new CARABAS-II system was 
performed in October-November 1996. This paper reports on 
results from the first flight campaign (second flight test) 
during BALTASAR-96 (Baltic Airborne SAR experiment). 

CARABAS-II SAR SYSTEM 

A number of special considerations have influenced the 
design of the CARABAS systems [5-6], e.g. the imaging 
principles of UWB SAR systems, and the presence of strong 
radio-frequency interference (RFI). Conventional principles 
for radar system analysis have been revisited and adapted to 
the system design of a UWB-VHF SAR. The CARABAS-II 
system parameters are summarised in Table 1. 

Perhaps the most important improvement is the new 
wideband antenna system. In order to retain low ohmic 
losses, the length of the antenna needs to be close to half the 
wavelength. In the CARABAS-I antenna design, antenna 
elements were contained in two canvas sleeves trailing 
behind the aircraft. This proved to be a less successful design 

causing both aerodynamical and electrical problems. The 
new rigid design for CARABAS-II is shown in Fig. 1, with 
the two Kevlar push booms mounted in front of the nose of 
the aircraft. The antennas are designed to provide essentially 
horizontal polarisation and omni-directional illumination 
across the 20-90 MHz band. Each boom is 8 m long with the 
active 5 m length extending in front of the nose and with a 
boom separation of 1.85 m. Both antennas are fed during 
transmission and a delay line is used to tilt the antenna beam 
to the left or right-hand side of the flight track. On receive, 
the signal from each antenna are simultaneously recorded in 
two parallel receiver channels. 

Another important system improvement is the digital 
waveform generation which facilitates a flexible waveform 
design. The transmit waveform uses a large time-bandwidth 
product signal which increases average transmitted power but 
also enables narrow-band frequency notches and thus 
avoiding tele-conflict problems. 

Similar to the CARABAS-I design, the instantaneous 
bandwidth of the receiver is small compared to the 70 MHz 
bandwidth in order to obtain a large dynamic range. The 
latter is important since strong intentional transmitters (TV, 
FM etc.) are present in the 20-90 MHz band which must not 
saturate the receivers. The transmit waveform consists of a 
number of pulses with varying centre frequencies in order to 
cover the full bandwidth. Each receiver has an instantaneous 
bandwidth of 2 MHz, the AD-converter provides 14 bits with 
5 MHz sampling rate, and the 1 kHz dynamic range is 88 dB. 
With the two parallel receivers, the maximum data rate is 160 
Mbit/s. 

The large dynamic range is traded for a reduced swath 
width since the minimum PRF is set by the Doppler 
bandwidth of the ground echo. This becomes of critical 
concern when operating the system at 5-10 km altitude, and a 
novel frequency hopping technique is used which provides a 
PRF matched to the linearly increasing Doppler bandwidth as 
the centre frequency increases. This technique enables 
incidence angles out to about 60° to be covered at 10 km 
altitude. Furthermore, it has the advantage of providing a 
uniform signal-to-noise ratio in the image spectral domain 
which minimises processor matching loss. In fact, it provides 
essentially the equivalent to a "ramp filter" which otherwise 
is applied during processing to level the final image 
spectrum. 
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During the first flight tests in October-November 1996 the 
system operated in a coherent-on-receive mode. The 
transmitted signal was therefore inserted into the receivers 
and this reference was used to extract the phase information 
for pulse compression. In early 1997, the system was 
upgraded to be fully coherent, i.e. with a stable phase 
through the entire system. 

Figure 1. The Sabreliner aircraft with the antenna system for 
CARABAS-II (Courtesy: FMV:Prov). 

Table 1. CARABAS II SAR parameters. 

Aircraft Rockwell Sabreliner 
Nom. Altitude 1500-10000 m 
Nom. Ground speed 100-130 m/s 
Antenna 2 wideband dipoles 
Frequency Band 20-90 MHz 
Polarisation Horizontal 
Pulse coding linear/non-linear FM 
TX Peak Power 500 W 
TX Notch Depth 30 dB 
RX Bandwidth 2x2 MHz 
RX Dynamic Range 88 dB 
PRF 1-10 kHz 
Number of frequency steps 1-256 
ADC Sampling Rate 2x5 MHz 
ADC Quantisation 2 x 14 bit 
Data rate <160Mbit/s 
Tape Recorder Capacity 240 Mbit/s 
Cassette Capacity > 28 min 

BALTASAR-96 

The BALTASAR-96 campaign involved two airborne 
SAR systems, the CARABAS SAR and the DLR E-SAR (X- 
and P-band modes only). Both systems acquired radar data 
during 13-14 November close to the city of Karlskrona in 
southern Sweden. The main objectives of the experiment is 
to study counter-measures and military target signatures, 
particularly concealed in dense foliage, but also to support 
development of forestry applications. The experiment 
included one day over a coastal area and one day over an 

inland area. A total of 40 flight passes with E-SAR and 13 
with CARABAS was completed. 

The CARABAS data collection resulted in 11 successful 
passes despite it being only the second radar test flight. All 
passes were conducted at a nominal flight altitude of 2150 m, 
except one pass at 5 km altitude. 

Unfortunately, the E-SAR raw radar data was corrupted 
due to a grounding problem in the tape recorder, so that only 
real-time processed imagery is available. The E-SAR flights 
will be repeated during May 1997. 

SYSTEM CALIBRATION 

The first processed images revealed artifacts caused by the 
pulse compression algorithm. Strong scatterers produced 
excessive paired-echo sidelobes in range due to periodic 
amplitude and phase ripple in the reconstructed wideband 
spectrum. These appear with a spacing of 80 m 
corresponding to the fundamental frequency step of 1.875 
MHz which was used. The linear distortion in each sub-band 
are essentially duplicated at each new centre frequency 
which results in a periodic modulation across the spectrum. 
The distortion in each sub-band must therefore be accurately 
characterised and compensated in order to achieve full 
performance after pulse compression. 

The acquired data also indicated fluctuations in the pulse 
reference due to cross-talk in the high-power switch. The 
reference pulse is therefore not a suitable correlation 
reference for pulse compression although it has successfully 
been used to retrieve the unknown phase in the coherent-on- 
receive data. 

After the initial flight tests, the system was taken out of the 
aircraft and calibration measurements were performed in the 
lab to characterise each sub-band with a transfer function. 
The subsequent pulse compression used this set of 
measurements achieving almost full performance. A 
modified waveform with more uniform spectral 
characteristics will be used in the upcoming flight tests to 
further improve performance. 

The calibration requirement to achieve low paired-echo 
sidelobes is quite demanding. At present, the sidelobe ratio 
has been measured to -30 dB corresponding to 0.5 dB of 
amplitude or 3° of phase ripple. This should normally be 
sufficient except for extremely strong nadir echoes which 
may require up to 50-60 dB of suppression. An example of 
residual paired-echo sidelobes emanating from strong nadir 
echoes is shown on the left-hand side of the image in Fig. 2. 

PROCESSING RESULTS 

After RFI filtering, pulse compression, wideband 
reconstruction, the final image is formed by azimuth focusing 
including motion compensation based on DGPS data. Figs. 2 
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and 3 show images from two passes which have been 
processed using a range migration algorithm. The two images 
essentially cover the same area but with different incidence 
angles. Linear bright features are typically power lines, 
fences, or ditches. Extended dark areas are open fields and 
bright areas are forest-covered. The forests in this region 
consists mainly of spruce (40%) and beech (40%) and with 
typical stem volumes ranging between 250 and 400 m3/ha 
[7]. Note the essentially uniform character of the forest in 
Fig. 2, in contrast to Fig. 3 which shows a range of signatures 
over different forest areas. This implies that larger incidence 
angles are preferred for forestry application. 

Fig. 4 show a small image chip centred on a 5-m trihedral. 
It has been processed using a global bakprojection technique 
in order to assess the resolution which can be achieved. The 
measured resolution is about twice the theoretical value, 
which is believed to be caused by uncompensated antenna 
characteristics. A summary of image quality parameters 
based on analysing trihedrals is given in Table 2. 

Table 2. Image quality parameters 

Resolution 9 m2 

Paired-echo PSLR -30 dB 
Noise-equivalent a° -30 dB 
Noise-equivalent a -20dBm2 

REFERENCES 

[1] A. Gustavsson et al., "The Airborne VHF SAR System 
CARABAS," Proc. IGARSS'93, Tokyo, 18-21 August 
1993, pp. 558-562, 1993 

[2] H. Hellsten et al., "Ultra-Wideband VHF SAR - Design 
and Measurements," Proc. Aerial Surveillance Sensing, 
Orlando, 4-6 April, SPIE vol. 2217, pp. 16-25, 1994 

[3] B. Larsson et al., "CARABAS - an Airborne VHF SAR 
System," Proc. 2nd International Airborne Remote 
Sensing Conference and Exhibition, San Fransisco, CA, 
24-27 June 1996, vol. 2, pp. 365-373,1996 

[4] H. Israelsson et al., "Retrieval of Forest Stem Volume 
using VHF SAR," IEEE Trans. Geosci. Remote 
Sensing, vol. 35, pp. 36-40, 1997 

[5] H. Hellsten et al., "Development of VHF CARABAS II 
SAR," Proc. Radar Sensor Technology, Orlando, FL, 8- 
9 April 1996, SPIE vol. 2747, pp. 48-60, 1996 

[6] L.M.H. Ulander and H. Hellsten, "A New Formula for 
SAR Spatial Resolution," AEÜ Int. J. Electron. 
Commun., vol. 50, pp. 117-121,1996 

[7]    F. Walter, G. Smith, P. Dämmert, L.M.H. Ulander, 
"BALTASAR-96, Skogsdatarapport," in Swedish, 1997 

Figure 2. CARABAS image (3.8 x 1.2 km2) from 14 Nov 
1996 and pass 2, illustrating residual paired-echoes from 
strong nadir returns on the left-hand side. Processed band is 
40-60 MHz and resolution is 6 x 7 m2. Incidence angle 
varies between 26° (top) and 47° (bottom). 

Figure 3. CARABAS image (2.8 x 2.0 km2) from 14 Nov 
1996 and pass 5, illustrating the main experiment area. 
Processed band is 40-60 MHz and resolution is 5 x 7 m2. 
Incidence angle varies between 44° (top) and 62° (bottom). 
A quarter-circular signature array with a 5-m trihedral at its 
centre is visible in the image centre. 

IMAGE 2D SPECTRUM 

128 m 

128 m 

Figure 4. Image chip centred on a 5-m trihedral deployed on 
an open field. Processed band is 20-82.5 MHz and aperture 
angle is 96°, corresponding to a theoretical area resolution 
of 4.2 m2 [6]. The measured resolution is 8.9 m2. The image 
spectrum is uniformly illuminated except for a low gain area 
corresponding to the rear direction and 60-75 MHz. The 
cause of the latter is presently unknown. 
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Abstract - The CARABAS system is a wide band 
SAR, that operates at VHF frequencies (20-90 MHz). 
The image information includes a higher dynamic range 
in the radar backscattering from forested areas of 
varying stem volume, than what has been found using 
conventional microwave SAR. A modified MIMICS 
model has been used to model the radar backscattering 
at VHF. The various terms in the solution have been 
added coherently, taking the variation with height 
above ground and the phase shift of the ground 
reflection into account. The results show an improved 
agreement with measured data. 

INTRODUCTION 

The CARABAS VHF (20-90 MHz) SAR-system was 
developed by the Swedish Defence Research 
Establishment. It is a wide band airborne SAR system 
that operates at HH-polarisation. The radar frequency 
band corresponds to wavelengths of 3.3 m to 15 m, 
which approximately matches the geometrical sizes of 
the major forest canopy components. The first radar test 
flights were performed in 1992. Currently the 
CARABAS II system, that is an upgraded version, is 
tested. One of the major improvements of CARABAS 
II is a new antenna system. Flight campaigns over 
forested terrain are carried out during 1997. 

Test Site 
The data that are used in this report were however 

collected in a campaign using the original CARABAS 
system. The test area was located on the island of.Öland 
in southern Sweden. The area includes a mixed 
deciduous forest, that contains various forest stands of 
stem volumes in the range of 20-210 m3/ha. 

The results from the images acquired over forested 
areas demonstrated an improved dynamic range of the 
radar backscattering coefficient representing various 
biomass classes [1], compared to conventional 
microwave SAR systems. This phenomenon at VHF 
can be explained by an increased penetration of the 

radar energy into the forest canopy. At microwave 
frequencies, on the other hand, the backscattered signal 
is generated by scattering from the most upper part of 
the forest canopy. The scattering from the top layer 
becomes more predominant at forest stands with high 
biomass, and the backscattering coefficient gets 
saturated. Thus there is an apparent potential in using 
VHF SAR to monitor and assess forest biomass. 

METHOD 

In this paper, our approach is to model the radar 
backscattering from the forest canopy at VHF. In a 
number of publications, the radiative transfer method 
has been used to model the radar signal in the 
microwave frequency band (1-10 GHz). The results 
often agree reasonably well with measured data. The 
approximations and assumptions, that are made in the 
radar transfer model are apparently not crucial at 
microwave frequencies. 

The most common way to solve the radiative transfer 
formula is to use the first order iterative solution. The 
solution is then obtained as various terms, describing 
the scattered intensity. The terms correspond to first 
order interactions among horizontal canopy layers. 

In this paper, we have used the MIMICS model [2]. 
MIMICS divides the forest canopy into two different 
horizontal layers. The upper layer (the crown layer) 
includes the branches of various sizes and the leaves. 
The lower layer (the trunk layer) contains the trunks. 
Below the two layers, the ground is represented by a 
rough semi infinite homogenous dielectric material. 
The solution thus mainly consists of four terms that 
account for the first order interaction between the 
ground and the crown layer, and two terms that describe 
the interaction between the ground and the trunk layer. 

In MIMICS the ground interaction is simplified, by 
adding the specular ground reflection and the canopy 
scattering incoherently. Hence the terms are added by 
means of intensity, and the consequence of the dihedral 
enhancement of the scattering is ignored. 
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crown direct backscattering 
ground-crown backscattering 
crown-ground backscattering 
ground-crown -ground backscattering 
ground-trunk backscattering 
trunk-ground backscattering 

Modification of MIMICS 
To include the effect of multi path scattering, we add 

the four terms of the solution, that are generated from 
crown scattering, coherently taking the phase shift of 
the ground reflection and the varying path lengths of 
the wave propagation into account. Besides, the two 
terms generated by trunk scattering are added 
coherently. The two resulting terms are then added by 
means of intensity. 

The total backscattering coefficient then theoretically 
depends on the branch height above the ground, h. The 
total backscattering varies periodically versus branch 
height and the height average of the backscattered 
power increases compared to the original incoherent 
addition of the terms. 

o = 

{4^.+{4°Z.+4°^y j(2khcos8+ZR) 

■      f^r -;(4*AcoSe+2ZR)l 
"•" V Ugr.cr.gr.C j* 

(1) 

+(V^T+V^)2 

The dielectric constants of wood material and soil at 
VHF, at the moisture contents of interest, were found in 
the literature [3,4]. 

The analytical scattering model of the individual 
cylinders, describing the branches and the trunks, is a 
high frequency approximation, that is close to the limit 
of validity at the radar frequencies of interest. At VHF, 
the cylinder lengths are of the same order of magnitude 
as the radar wavelength. Besides, electromagnetic 
coupling among the canopy components is neglected in 
the radiative transfer approach. These problems are 
addressed in another session of this conference [5], 
where the approximate model is compared to numerical 
FDTD calculations. 

RESULTS 

In Figure 1, the various resulting terms of the first 
order radiative transfer solution are shown, as MIMICS 
is applied in a straightforward manner, without the 
modifications described above. The scattering from the 

crown is predominant. Since the scattering from a 
horizontal cylinder becomes almost isotropic in the 
plane of incidence at HH- polarisation, the crown- 
ground backscattering terms exhibit reductions of 
intensitiy, that correspond to the Fresnel reflection 
coefficient. 

If the phase shifts of the ground reflection and the 
phase shifts of the various lengths of propagation are 
taken into account, the resulting total radar 
backscattering coefficient shows a behaviour, that is 
strongly dependent on branch height. In Figure 2, this 
is illustrated at 50 MHz, together with the average 
number and the original MIMICS result. 

In Figure 3, the results from the modified MIMICS 
approach are shown versus radar frequency, together 
with results from CARABAS measurements. The 
coherent results are obtained from averaging over 
various branch heights. The accuracy of the radiometric 
calibration in the images is within ±1 dB in the middle 
of the CARABAS band and somewhat worse at the 
outer parts. The calibration was performed using the 
responses from horizontal dipoles. The angle of 
incidence is 60°. 

Conclusion 
The results that have been processed in the study 

show that the main CARABAS results can be well 
explained by minor extensions of the MIMICS model. 
The major part of the backscattered energy is generated 
by crown scattering. To account for the multi path 
scattering, the varying path lengths and the phase shifts 
of the ground reflections have to be considered. 
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Abstract - The Helsinki University of Technology 
Scatterometer (HUTSCAT) was used to collect airborne data 
on radar backscatter from a variety of forest types and land- 
use categories in the Sodankylä test site, northern Finland. 
HUTSCAT operates at C and X band, VV, HH, VH, and HV 
polarization. Four incidence angles were used: 23, 30, 37, and 
45 degrees off nadir. HUTSCAT measures the backscatter as 
a function of distance, thus allowing separation between 
contributions from the tree canopy and the ground. 
Measurements were conducted under dry snow, wet snow, 
and snow-free conditions. Backscatter contributions from the 
snow/ground and the trees, and the capability of various 
channels to produce forest canopy information is discussed. 

TEST SITE AND DATA SETS 

Test site 
The Sodankylä test site is located in northern Finland (67.4 

N, 26.6 E). It is a typical low-relief northern boreal forest 
area with pine as the dominant tree type. The maximum stem 
volume is 200 m3/ha. The distribution of land use categories 
is available from a digital land-use map. The total length of 
the HUTSCAT test lines is 9345 m. 

The following forest classes (abbreviations for Figs. 1-3 in 
brackets) and snow conditions are considered in this paper: 
• Clear-cut areas (Cc) 
• Pine 0 - 50 m3/ha (P25) 
• Pine 50 -100 nrVha (P75) 
• Pine 100 - 150 nrVha (P125) 
• Mixed 50 -100 m3/ha (M75). 

• Dry snow (January 19, 1993) 
• Wet snow (May 6, 1993) 
• Snow-free ground (May 14, 1993). 

Airborne data set 
Our airborne HUTSCAT scatterometer measures the target 

backscatter, with a range resolution of 65 cm, for eight 
channels: 5.4 and 9.8 GHz, VV, VH, HV and HH 
polarization. This measurement series is conducted within a 
time period of 16 ms. The HUTSCAT ranging capability 
allows investigation of the relative contributions from the 
ground (including both direct backscatter and tree-ground 
reflections) and the tree canopy. Four incidence angles were 
used in Sodankylä: 23, 30, 37, and 45 degrees off nadir. 

The technical configuration of HUTSCAT in the 
Sodankylä campaign covers well that of ERS SAR (5.3 GHz, 
VV polarization, incidence angle 23 degrees), fairly well that 
of Radarsat (5.3 GHz, HH polarization, incidence angle 20 to 
60 degrees), and partly that of the Shuttle-borne SIR-C/X- 
SAR (polarimetric at 1.25 and 5.3 GHz, VV polarization at 
9.6 GHz, incidence angle 20 to 60 degrees). 

HUTSCAT measures the backscattering coefficient once 
per meter along the flight track. All results were averaged 
over 25 meters in order to simulate the spatial resolution of 
spaceborne SAR sensors. The cross-polarized (XP) results are 
shown as average values from VH and HV polarizations. 

Ground truth and weather conditions 
The Finnish Environment Institute measured the snow 

thickness, density, water equivalent, layering, and the relative 
spatial coverage. On January 19 the temperatures of the snow 
surface and bottom were -10 C and -1 C, respectively. The 
water equivalent along the test lines varied between 102 and 
182 mm and the snow mean density was 0.22 g/cm3. 

The mean daily air temperature was above 0 C since April 
22 and on May 6 it was 4 C. Since May 2 also the minimum 
air temperature was above 0 C. The snow water equivalent 
along the test lines was around 100 mm. The snow was wet. 

On May 14 the mean air temperature was 2 C and the 
maximum value 5 C. The test lines were free of snow. 

RESULTS AND DISCUSSION 

Backscatter contributions from ground and trees 
Fig. 1 shows the difference between the direct backscatter 

from the tree canopy and the total contribution from the 
snow/ground, (including both direct backscatter and tree- 
ground reflections). For the dry snow situation, ground 
backscatter dominates for all channels and incidence angles. 
Under wet snow conditions, ground backscatter dominates for 
all like-polarized channels at 23 degrees, but only for forest 
type P25 at 45 degrees. Based on our experimental data, the 
general behavior of the difference is determined by four 
phenomena. First, backscatter from the snow-covered ground 
decreases when the snow gets wet. Second, direct backscatter 
from the trees increases when the canopy temperature rises 
above 0 C. Third, canopy backscatter slightly increases with 
increasing incidence angle. Fourth, ground backscatter 
decreases with increasing incidence angle. 
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Fig. 1. Observed difference between direct backscatter from the tree canopy and contribution from the ground (including trunk- 
ground reflections). Results for VV, HH, and cross-polarization (XP) at C and X band, incidence angles 23 and 45 degrees, are 
shown. Pine forest is denoted by P and mixed forest by M. The average stem volume (m3/ha) follows the tree type abbreviation. 

804 



A. Ground a 

B. Tree Canopy a 

HUTSCAT Observations: 
o  P25 
& P75 
D  P125 

40 

Angle of Incidence (deg.) 
45 

Fig. 2. Comparison of measured and calculated values for the 
backscattering coefficient of tree canopy and ground as a 
function of incidence angle (5.4 GHz, VV pol., dry snow). 

The computational method [1] used in Fig. 2 assumes that 
the backscatter contribution from the snow-covered ground 
behaves as it does for snow-free ground. The moisture levels 
of canopy and snow/ground have been optimized to fit the 
experimental data. The backscatter contribution from the tree 
canopy is assumed not to depend on the incidence angle. The 
results in Fig. 2 suggest that this assumption may not be valid. 

like-polarization is employed. The use of like-polarization at 
X band instead of C band does not improve the discrimination 
capability. The cross-polarization mode at both C and X band 
provides reliable discrimination between the two categories 
for all snow/ground conditions, assuming that enough 
independent samples are available. 

The use of a high incidence angle (45 degrees) improves 
the discrimination capability substantially, especially for like- 
polarization, and C band is slightly better than X band. The 
highest difference, 5.5 dB, between the two categories in Fig. 
3 is obtained under wet snow conditions using C band, cross- 
polarization mode, and an incidence angle of 45 degrees. 

CONCLUSIONS 

Under dry snow conditions, backscatter contribution from 
the ground dominates over that from the tree canopy for the 
investigated boreal forest types at C and X band, incidence 
angles 23 to 45 degrees. Under wet snow and snow-free 
conditions, the dominance of the backscattering contribution 
from the tree canopy increases with increasing stem volume 
and incidence angle. The capability of radar to discriminate 
forest from clear-cut was observed to improve with increasing 
incidence angle. The use of cross-polarization at C and X 
band provides better discrimination than like-polarization. 
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Behavior of total backscattering coefficient 
The difference between the backscattering coefficient for 

forest type PI25 and clear-cut areas is shown in Fig. 3. The 
results indicate that, for an incidence angle of 23 degrees, 
the difference for VV and HH polarization is positive only for 
dry snow conditions. For wet snow and snow-free conditions, 
discrimination of pine forest from clear-cut is not feasible, if 
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ABSTRACT 

Satellite real aperture radar (RAR) and synthetic aperture 
radar (SAR) images having different spatial resolution 
together with relevant remote and in situ data are used to 
study the specific features of the coastal environment off 
Taiwan, the southern Kuril Islands and Sakhalin. Radar 
signatures of the atmospheric (lee waves, orographic vortices, 
wind shadows, etc.) and oceanic (island wakes, eddies, etc.) 
phenomena express themselves in radar images via spatial 
variations in the surface wind, current and film fields. They 
change the surface roughness and hence radar image intensity. 

INTRODUCTION 

The space-time structure of the hydrophysical and 
meteorological fields becomes more complicated as the land 
is approached. This is due to influence of coastal orography 
and indented coastal line, distinction between land and sea 
temperatures, river runoff, changing bottom topography, 
variable tidal currents, etc. As a result, the significant changes 
of air and water parameters are observed over short distances 
and time periods. 

Obstacles in the form of headlands, islands, coastal and 
underwater mountains change a structure of air or/and water 
flow. Character of this interaction depends on form, size and 
number of the obstacles, their relative position, velocity and 
stratification of flow, etc. Under the set of conditions, regular 
structures in the form of waves, vortices, vortex streets are 
observed in the lee of the obstacles. These features have been 
the topic of a large body of theoretical and laboratory and 
field experimental research [1-5]. Satellite and airborne 
optical images of the coastal areas and isolated islands have 
revealed the diversified regular mesoscale structures both in 
the atmosphere (in cloud field) and in the ocean (in sea 
surface brightness (suspended matter) field). The satellite 

radar images also permit the disturbances occurring in the air 
and water flows to be visualized under definite wind speeds. 

The dynamic oceanic phenomena manifest themselves in a 
field of sea surface roughness. These manifestations represent 
the anomalous states of the sea surface as opposite to a 
"normal" state when its roughness is determined by the 
surface wind only. Appearance of the anomalous states on 
radar images is caused by modulation of the Bragg-scale wind 
waves by the variable currents directly and/or indirectly, for 
example, through redistribution of surface film concentration. 

The atmospheric mesoscale phenomena (such as lee waves, 
orographic vortices, land breeze, wind shadows, roll and 
cellular convection, etc.) are also imprinted on the surface 
roughness field since they modulate horizontal surface wind. 
Sometimes the radar signatures of the atmospheric and 
oceanic phenomena are similar in appearance. 

A possibility to observe the phenomena on their surface 
imprints depends on environmental conditions (first of all, on 
wind speed), magnitude of the small scale wave modulation, 
radar characteristics. Satellite scatterometer does not allow 
the air/sea/land phenomena to be observed due to pure spatial 
resolution. X-band real aperture radar (RAR) on a board of 
the Okean series satellites has a spatial resolution of about 1-3 
km within a swath width of 460 km and a high sensitivity to 
wind speed variations. This has enabled the imprints of the 
lee waves, vortex streets and other mesoscale atmospheric 
processes to be observed simultaneously with synoptic wind 
field [6]. The oceanic phenomena were also found on the 
RAR images using mainly drifting ice as a tracer. The 
variations of sea surface roughness associated with the 
oceanic dynamics were registered occasionally [7]. 

C-band ERS-1/2 SAR has a spatial resolution of 25 m 
within a swath width of 100 km. Thus it is the best suitable to 
reveal the fine details of air/sea/land interaction and their 
relationships with mesoscale processes in the atmosphere and 
with mesoscale and large scale processes in the ocean. 
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ATMOSPHERIC PHENOMENA 

Satellite radar observations over the ocean revealed the 
periodic variations of surface roughness associated with roll 
convection, lee waves and other atmospheric phenomena 
[5,6]. The reason is that these phenomena manifest themselves 
as the variations of the surface wind (and other atmospheric 
parameters). Satellite visible and IR observations allow to 
estimate the arrangement of the wave crests and wavelength of 
the periodic phenomena using the cloud patterns. However, 
when air humidity does not reach a saturation level in upward 
rising area's of the atmospheric circulation clouds do not form 
and detection of rolls and lee waves becomes impossible. 

Fig.l shows an Okean RAR image of the Kuril Basin taken 
during cold air outbreak. The southeastward winds with a 
velocity of 12-15 m/s were observed in the Okhotsk Sea. Thus 
wind direction in the lower troposphere was close to normal to 
the mountain ridges on Siretoko Peninsula (1), Kunashir (2) 
and Iturup (3). The average maximum height of the mountains 
is about 1200-1500 m. They have a white tone on the image. 

Several systems of alternating light (or gray) and dark bands 

are seen in the lee of the Kuril Islands. These features are the 
surface imprints of the atmospheric lee waves which were 
formed from interaction of air flow with the mountains 
(Fig.l). The quasi-periodic structures are well pronounced. 
Wind shadows downstream the highest peaks and east of 
Hokkaido are also readily apparent. The wavelength A of the 
lee waves southeast of Kunashir is about 9.5 km. 

The surface imprints of the vortex-streets with a length of 
more than 170 km are seen in the wake of Dokuchaeva (1486 
m) and Tyatya (1822 m) volcanoes on the northern Kunashir. 
Several geometrical parameters (the separation between the 
vortices with the same and opposite circulation, between the 
vortex chains with opposite rotation, etc.) can be determined 
from the image. They can be used to estimate the atmospheric 
parameters at given width and height of the obstacles [1]. 

A spatial resolution of a RAR is inadequate to observe the 
fine details of wind field. Consider Okean RAR and ERS-1 
SAR images of the lee waves east of the southern Sakhalin 
(Fig.2). The waves in the lee of Krilion Peninsula (1) over the 
Aniva Bay (2), in the lee of Tonino Peninsula (3) and also 
over the Terpeniya Bay (4) have weak radar contrasts on the 
RAR image and are barely perceptible (Fig.2a). Their A«9km. 

The SAR image shows the clearly defined lee waves with A 
« 1.7 km, wind shadows, slicks, the features associated with 
depth variations south of Tonino Peninsula (3), etc. (Fig.2b). 

OCEANIC PHENOMENA 

The diversified expressions of coastal circulation were 
found on the SAR images especially near headlands, around 
islands and in bays. Fig. 3 depicts the island wake in the form 
of von Karman vortex street. This kind of vortex-shedding 
from a small obstacle is often seen in the island wakes [3,4]. 

A chain of vortices 1 is located almost parallel to the coast 

©ESA 1995 

Illumination direction 

Fig.l. Okean RAR image (460 km x 700 km) acquired on 18 
December, 1988, at 0345 UTC. 

Fig.2. Atmospheric lee waves east of the southern Sakhalin: 
(a) Kosmos-1766 RAR image (460 km x 700 km) acquired on 
12 September, 1987 at 12:15 UTC and (b) ERS-1 SAR image 
(80 km x 100 km) acquired on 30 May, 1995, at 01:16 UTC. 
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Fig. 3. Surface imprints of the island wake on the ERS-1 SAR 
images (28 km x 38 km) acquired on 29 November, 1993 at 
02:31 UTC (a) and 7 April, 1994, at 14:24 UTC (b). 

and characterized by an enhanced backscatter (Fig.3a). It is 
similar to an imprint of the atmospheric vortex street in Fig. 1. 
The length of Liu-chiu Yu which determines the length scale 
L [3] is 4.5 km. The wavelength of the vortices is about 10 km 
and the separation between them is about 2-3 km. These 
values depend on the island wake parameter P = UH2/K2L, 
where U is velocity of flow, H is water depth and Kz is the 
vertical diffusion coefficient [3]. From Chinese Navy Chart 
No. 0340, velocity of southeastward flood current is 1-1.5 kn 
northwest of the island. The close values were obtained near 
the island by observations of a GPS buy. The chart also shows 
rips around the island (apart its southeast side) and to the 
north of it. On the SAR image the rips stand out sharply 
against the surrounding waters. 

The change of current direction is accompanied by 
generation of the alternating anticyclonic and cyclonic 
vortices 2 (Fig.3b). An anticyclone near the coast has the most 
detailed characteristics: a dark center surrounded by bright 
circle with one large and one small "tails" extending outward 
from the vortex's boundary. The tails are clearly visible due to 
increased roughness. The observed vortices are connected 
with one another by their tails, like the vortex street generated 
by obstacles in laboratory flow visualization experiments [2]. 

Superposition of radar signatures of the atmospheric (dark 
bands in the center caused by the lee waves with A » 2 km, 
wind shadows) and oceanic (eddies, gray and light narrow 
bands in the lower right corner, slicks, etc.) phenomena is 
shown in Fig.4. The wind speed was 5 m/s from northwest. 

CONCLUSION 

Analysis of the RAR and SAR satellite data can reveal 
important information regarding the mesoscale phenomena 
and processes in air/sea/land system in the coastal zone and 
estimate their spatial evolution. The integration of radar, 
visible, infrared and in situ observations will be extremely 
useful in furthering the understanding of the variability of 
geophysical parameters which is typical of the coastal areas. 

Fig. 4 ERS-1 SAR image (100 km x 100 km) of Aniva Bay 
acquired 14 May, 1995, at 01:19 UTC. 
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ABSTRACT 

Current approaches to mapping submerged coral ecosystems by remote sensing techniques is largely confined to the identifi- 
cation of general reef features in shallow tropical waters. Technical difficulties in compensating for the attenuation of radi- 
ance through the water column, as well as an incomplete understanding about the specific spectral features of coral and other 
substrates under normal and stressed conditions has limited mapping and assessment procedures. This paper reports on recent 
developments in mapping submerged coral assemblages in Fiji using satellite imagery and in situ field measurements. An 
accurate and replicable procedure is proposed to quantify the spectral response of various corals and other submerged sub- 
strates to determine biodiversity and stress indicators for mapping and assessing coral ecosystems at site specific and regional 
locations. Applications of the approach in establishing baseline information, assessing environmental change and managing 
linked systems within an integrated coastal management framework are highlighted. 

INTRODUCTION THE APPROACH IN FIJI AND INITIAL RESULTS 

Coral reefs are considered to be the oceanic equiva- 
lent of the tropical rainforests in terms of their biodiversity, 
complexity and net primary production. Interconnected 
coastal ecosystems composed of coral reefs and mangroves, 
seagrass beds, beaches, estuaries and marine waters have 
historically been the basis for subsistence, security and cul- 
ture of local peoples throughout the developing worldfl]. In 
addition, these coastal ecosystems constitute an important 
renewable resource for a wide range of other contemporary 
development uses such as settlement, transportation, fish- 
eries, aquaculture, forestry, mining, industry, waste disposal 
and tourism. 

The purpose of this paper is to report on recent 
developments for mapping coral stress using remotely 
sensed imagery and in situ field measurement techniques in 
Fiji. The objective is to develop an objective and repeatable 
procedure for mapping submerged coral reefs from satellite 
and airborne digital imagery. The applications of this 
approach in the broader area of integrated coastal manage- 
ment (ICM) is also discussed with a particular focus on coral 
ecosystems. 

Studies by LeDrew et al.[2,3] have been directed 
toward resolving the technical issue of water column attenu- 
ation and applying the resultant image data to management 
issues. These studies integrate remote sensing satellite image 
analysis with in situ radiation field measurements primarily 
from SCUBA and ship based dropsonde techniques. The ini- 
tial objective is to retrieve reasonable spectral signatures of 
submerged corals from satellite image analysis to create 
maps of coral biodiversity and stress. Preliminary field ses- 
sions were undertaken in three regions in Fiji: Savusavu Bay 
off Vanua Levu in the summer of 1994, in the Beqa Lagoon 
off Vita Levu in August of 1995 and 1996 and at various 
locations around offshore islands throughout the Bligh 
Waters in August 1996. The sites in Fiji were selected large- 
ly on the basis of personal experience, the availability of 
reef areas with a variety of reef structures and the logistical 
support provided by the Project Ocean Search program of 
Jean-Michel Cousteau Productions in 1994. 

For all sites, measurements of optical properties of 
several water columns in deep water and over coral heads 
were taken with a dropsonde spectral radiometer (Profiling 
Reflectance Radiometer, PRR, from Biospherical 
Instruments Inc.). The measurements were for irradiance 
(downward solar flux) and radiance (upward reflected flux) 
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in several discrete spectral bands that correspond to those of 
the SeaWiFs oceanographic satellite. The sounding locations 
were determined by a Global Positioning System. Sonar 
depths were observed and turbidity was measured at sample 
points throughout the water column of many of the sound- 
ings. Data analysis involved calculating the attenuation of 
irradiance at various depths along the dropsonde profile, and 
deriving reflectance spectra for a variety of submerged corals 
and debris surfaces. Using a transformation discussed in 
LeDrew and Holden (this volume) the bottom reflectance 
can be retrieved from the satellite data with some confidence 
without depth information. 

The resultant map is illustrated in Figure 1 for the 
Beqa Lagoon, which is the remnant of a large ancient 
caldera that forms a barrier reef that encloses a volcanic 
island. The variety of coral formations within the lagoon 
provides a diverse sample population for study at a scale 
appropriate for image analysis. A SPOT satellite image with 
a normal linear stretch enhancement (Figure la) is the typi- 
cal false colour display used in terrestrial applications. The 
only evidence of the corals is the exposed seaward edge of 
the barrier reef. In Figure lb a grey-scale map of bottom 
reflectance is superimposed for the water areas. There is 
clearly increased information within the caldera that corre- 
sponds to known coral heads and dive sites. Additional 
results of this work to date have been reported in LeDrew et 
al.[2,3] Peddle et al.[4,5] and Holden et al.[6] 

APPLICATIONS FOR INTEGRATED COASTAL 
MANAGEMENT 

The increasing scope and magnitude of impacts and 
environmental change in coastal environments, particularly 
coral reefs, demands the development of new approaches to 
delineate features, monitor change and manage resources 
more effectively. 

Integrated coastal management (ICM) has been pro- 
posed as a comprehensive, interdisciplinary, intersectoral, 
and adaptive approach for addressing complex issues con- 
cerning the conservation and sustainable development of 
coastal resources. It encompasses dynamic processes related 
to planning, assessment, community participation and co- 
management and evaluation. Such decision making 
approaches must reflect the complex and interconnected 
dynamics of coastal ecosystems. Islands and island nations 
(such as Fiji) are inherently coastal environments and, as 
such, require a high degree of integrated coastal manage- 
ment. 

Perhaps one of the greatest impediments to the 
implementation of ICM plans is the requirement for accurate 
and replicable scientific data sets that can be used as a basis 
for informed decision making. Wells[7] has suggested that 
there should be a stronger role for science in the manage- 
ment of reef systems by increasing basic knowledge, provid- 

ing better evidence for environmental change and the devel- 
opment of more science based management approaches. We 
concur with this approach and provide some examples to 
illustrate the utility of remote sensing and in situ techniques 
for the integrated management of coral reefs and associated 
ecosystems. 

Establishing Baseline Information 
Reliable maps and baseline data on global or 

regional reef ecosystems is extremely limited. International 
efforts such as ICLARM's ReefBase, and the World 
Conservation Monitoring Centre's (WCMC) Global Coral 
Reef Mapping Program are important efforts to map and 
assess the global distribution of reef resources and associated 
ecosystems but they are based upon exiting data of variable 
reliability. The mapping procedure introduced in this paper 
could potentially enhance these and other associated databas- 
es through an accurate, replicable and rapid assessment of 
submerged reefs delineated on a regional scale. This would 
have significant impact. Examples of applications that will 
benefit from replicable coral ecosystem data include the 
delineation of previously uncharted reefs, establishment of 
administrative boundaries for political and management pur- 
poses, oil spill contingency planning, charting navigation 
hazards, assessing new fishing grounds, and examining can- 
didate areas for eco-tourist resorts and parks and protected 
areas. 

Although Fiji has the second longest continuous 
stretch of coral reef in the world, little systematic mapping 
of the coastal environment has been undertaken. The proce- 
dure outlined above is well suited for mapping the geograph- 
ical distribution of barrier, fringing, platform and patch reef 
types in Fiji. Such maps could be shared by a wide range of 
coastal zone researchers, planners and managers as baseline 
information to complement existing data sources and as a 
means to facilitate dialogue among the diverse users of coral 
ecosystems. These enhanced maps of submerged reefs (as 
illustrated in Figure lb) are powerful visual tools for display 
and communication and can be readily understood by coastal 
zone planners and the general public alike. The conversion 
into reflectance spectra maps indicative of reef morphology 
will generate applications by the scientific community for 
research and training. They will also provide a focus for dis- 
cussion of ecosystem dynamics and the impact of human- 
induced Stressors. 

Assessing Environmental Change 
The South Pacific Regional Environment 

Programme has recommended a series of precise studies on 
recent coastal changes in Fiji felated to the impacts of cli- 
mate change and sea level rise[8]. Such studies should quan- 
tify rates of coastal change for various coastal environments 
as a basis for future planning. We believe with further devel- 
opments and precision in the mapping analysis, reliable indi- 
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cators of coral biodiversity and stress can be determined 
from satellite and airborne digital imagery. Widespread coral 
bleaching has been linked to changes in ocean temperature 
and radiation regimes associated with strong EL 
Nino/Southern Oscillation episodes since the early 1980's,[9] 
with more recent events resulting in significant coral bleach- 
ing at greater depths than had previously been observed. 
Therefore accurate mapping of submerged reefs could form 
the basis of 'State of the Environment' reports for monitor- 
ing the health of regional reef ecosystems in Fiji and else- 
where. As a result, coral reef ecosystems could become one 
of the most important quantitative indicators of global cli- 
mate change and variability[10]. 

Similarly, this approach could be used to map and 
assess the impacts associated with sea level rise and related 
stresses on other ecosystems highly intertwined with coral 
reefs, notably shorelines, mangroves and sea grass commu- 
nities. It is questionable whether the offshore reefs in Fiji 
could respond so effectively to predicted sea-level rise that 
their present role in protecting Fiji's coasts from erosion and 
supplying their inhabitants with a variety of seafood can be 
sustained[8]. To date, however, few quantitative studies have 
been made. Estimates indicate that there has been an average 
rate of coastal inundation of 15 cm/year over the past 80 
years. This is most likely attributable to sea level rise[8]. For 
coastal villages this poses significant problems as they are 
typically located along narrow coastal plains that have a crit- 
ical shortage of low flat land. In Beqa, for example, scenar- 
ios of sea-level rise estimate that 79% of the villages and 
100% of the mangroves could be inundated with a 3.5m rise 
in sea-level [high estimate for a global warming][11]. 
Inundation of the offshore reef would increase wave activity 
on the shoreline and result in further erosion of the shoreline. 

CONCLUSIONS 

Current approaches to mapping submerged coral 
ecosystems is largely confined to the identification of gener- 
al reef configuration in shallow water based on image statis- 
tics rather than spectral discrimination. Technical difficulties 
in compensating for the attenuation of radiance through the 
water column as well as incomplete understanding about the 
spectral characteristics of specific coral and algae species, 
background debris and sand surfaces, in addition to changing 
water quality conditions under normal and stressed environ- 
ments has limited the advancement of this procedure. 
Preliminary results however indicate that remotely sensed 
data can be used to determine the spectral response of corals 
with some confidence in tropical waters up to a depth of 10 
metres, provided that there are optical measurements of the 
water properties from which to measure the diffuse volume 
attenuation coefficient. Subsequent research will concentrate 
on the collection of hyperspectral data at depth for a variety 

of coral, algae, debris and sand surfaces under various water 
quality and environmental conditions. Further work will also 
apply an image processing procedure identified as Spectral 
Mixture Analysis to the image data to estimate subpixel sur- 
face types at greater resolution for use in more precise coral 
mapping procedures[4]. 

The need for remote sensing technologies to identi- 
fy, map and assess coral assemblages and impacts is urgently 
needed, particularly in over 100 developing countries that 
utilize coral reefs and related ecosystems as an important 
renewable resource. We suggest that a replicable and quan- 
tifiable mapping procedure for delineating submerged corals 
and related ecosystems will have considerable significance 
for studies of ecological stress, pollution abatement, natural 
and human-induced climate change and for the planning and 
management of coastal ecosystems. 

This mapping approach and consideration of a Beqa 
Lagoon Biosphere Reserve or similar protected status within 
an ICM framework would complement the various regional 
environmental initiatives underway in the Pacific such as the 
1997 Pacific Year of the Coral Reef, the South Pacific 
Biodiversity Conservation Program, SPREP's Integrated 
Coastal Zone initiatives, as well as other National 
Environmental Management Strategies (NEMS) in Fiji to 
ensure that important coastal areas are identified and man- 
aged for conservation and sustainable development purposes. 
Such an approach would permit quantitative information to 
be available to decision makers for understanding reef 
ecosystems and assessing environmental change. Ultimately 
this approach would advance the strategies of environmental 
conservation and sustainable development which are rela- 
tively new concepts for Pacific island governments [12]. On a 
global scale, the approach will follow the call issued for the 
International Year of the Reef-1997 (launched at the 8th 
International Coral Reef Symposium held in Panama in June, 
1996) for the scientific community to enhance research 
efforts in coral reef assessment and monitoring to provide a 
more complete understanding of the status of the world's 
reefs. 
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Figure l.a Enhanced SPOT image of Beqa Lagoon for 
August 7, 1990 
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Abstract - In this study, we present a classification 
method using both optical and SAR data in order to 
perform landcover classification. First, different relevant 
parameters are derived from ERS-SAR data using 
multitemporal and interferometric analysis. Optical data are 
then used to define a set of training areas in order to 
perform a supervised classification. The results of 
classification using these techniques are compared with 
existing landuse maps and information derived from SPOT 
and Landsat data. We point out the usefulness of the 
coherence Ymndcm component for this application. Moreover, 
we show that Ay (difference between ytandem and Y35-day) can 

give additional useful information for the classification 
process. 

INTRODUCTION 

SAR data appears to be very useful to supplement the 
lack of optical data, especially over tropical areas which 
are highly affected by an important cloud coverage. 
It has been shown that a multitemporal analysis of SAR 
data allows to monitor changes in landcover using the 
backscatter change intensity. Nevertheless, this technique 
is not sufficient for landuse classification. 

It has been demonstrated in [1] for boreal forest and in 
[3,4] for tropical forest that the coherence component 
derived from an interferometric pair gives additional useful 
information for landcover classification. 
In this paper, we present a supervised classification method 
using both optical data and radar information derived from 
SAR and INSAR data. 

First, we summarize the different steps to derive a serie 
of parameters (signatures) from both amplitude and 
complex data. Results obtained using this method will be 
discussed. Finally, limitation and future improvement of 
the method will be pointed out. 

PROCESSING TECHNIQUES 

Post Processing on Amplitude Images 
Different parameters are derived from amplitude images 

SAR.PRI: 
. backscattering coefficient CT° 

. backscatter intensity change ACT
0
 between 2 dates 

. texture 

First,    an    edge-preserving    filter   (Gamma-MAP)   is 
performed   on   each   amplitude   image   in   order   to 
significantly reduce the speckle within the image. 
Then, backscatter intensity change ACT could be estimated 
correctly from two PRI images as follow: 

ACT^=10-1O] 0) 

Where / is the intensity of the signal after filtering. 
Texture parameters (variance and entropy) are estimated 
in the image using the Grey-level Co-occurrence Matrix 
within large window (15x15). 

Interferometric processing: 
Only the coherence component derived from the 

interferometric pair is used. To generate the interferogram, 
the two complex images must be first co-registered to 
within 0.1 pixel accuracy. A first coarse registration is 
realised using a series of ground control points. The lack of 
bright and clear targets over tropical areas increases the 
difficulty to find a good set of GCP's. Fine registration is 
then perform using correlation both on amplitude and 
phase. 

The degree of coherence y for each pair (su s2) of co- 
registered complex values sh s2 is given by 

Y = 
(^2) 

-jw^vw?) 
with: ('1*2)=—-Xv*!,, 

(2) 

(3) 

The value N should be sufficiently large (e.g.: 3x12 or 
4x16 pixels window in range and azimuth) to have a good 
estimation of the degree of coherence [7]. 

Baseline values plays an important role on the overall 
coherence level. It has been demonstrated in [5] that the 
degree of coherence decreases when the baseline increases. 
For this reason, we have selected interferometric pairs with 
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baseline less than 300m to reduce the effect of baseline 
decorrelation. 

A first study has been conducted to access the quality of 
the interferograms that can be generated over tropical 
areas. These results show that the degree of coherence in a 
tandem mode can serve as a reliable discriminator between 
vegetation and non-vegetation. It appears to be useless in 
the case of the 35-day repeat pass due to a high level of 
temporal decorrelation [5]. 

Nevertheless, change in coherence level Ay between 
tandem and 35-day repeat pass (Ay = ytandem - y35.day) gives 
also an additional useful information. 

METHODOLOGY 

The main idea of our method (fig. 1) is to use all 
available information (signatures) derived from SAR and 
INSAR data to perform the classification. 
From amplitude and complex SAR data, we can construct a 
vector of information I of n-order. The number n of 
discriminators depends on the number of SAR images 
taken into account for the analysis. Typically, a set of SAR 
data using one tandem pair and one SLC acquired 35-day 
later gives the following components: 

I = [a\, a°2, Aa°21, texture,, texture2, ytandem, Ay]        (4) 

Where Ay refers to difference between ymdem and y3s.diy', c"i 
and a°2 a 
interval). 
and cr°2 are related to the 2 amplitude images (35 days of 

Repeat 
Pass Pair 
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Pair 

fcRS-PRl SPOTXS 

f-*—» 
Information I 
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n-dimension ] 

[$i: <m Ao° Texture 

Supervised 
Classification 

seising n dimension^. 

ii 
Selection of 

Training Areas 

Classification 
Map 

Fig. 1: Graph of the classification method 

First, a series of training areas are selected from the 
SPOT XS image, providing a representative set for the 
different types of landuses found in the image. In our 
study, 5 training areas are chosen corresponding to primary 
forest, rubber, oil palm plantation, rice and bare soil. Then, 
a supervised classification is performed on the SAR 
components (vector I) using the previous training set. 

TEST SITE AND DATA 

Our test site is located in the coastal region of central 
Sumatra in the Jambi province, Indonesia. This site has a 
wide variety of landcover types ranging from mangrove, 
swamp forest, primary and secondary forests and 
agricultural land including rice, coconut, rubber and oil 
palm. The region has been undergoing rapid deforestation 
with the logging of commercially exploitable timber and 
the conversion of forest to agricultural land. A set of 
optical data composed of two SPOT XS data (1996) and 
one Landsat TM data (1989) are used for the classification 
process. These data, in conjunction with a landcover map 
of 1:100 000 scale realised in 1992, are also used to 
validate the results of the classification. Both SAR.SLC 
and SAR.PRI data are used in this study for multitemporal 
and interferometric analysis. A set of ERS-PRI data 
acquired over one year (oct 95 to december 96) are used 
for multitemporal studies. Interferometric pairs acquired 
during tandem mission (April-June 1996) are used to 
derive the coherence components. 

RESULTS 

The behaviour of the degree of coherence versus the 
backscattering coefficient is first analysed in order to 
demonstrate the usefulness of both components. 

CO 
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01 
0 

e 
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% Bare soil 

O Deforested area 
A Rain forest 

ORubber 
O Oil Palm 

0.2 0.4 0.6 
Coherence 
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Fig. 2: Behaviour of coherence (tandem pass) as a 
function of a0 for various landcover types. 

Fig. (2) points out the good discrimination between 
vegetated (forest, plantation, cultivated areas) and non- 
vegetated areas (bare soil and deforested areas) using 
coherence. An example is given in fig. (3) and fig. (4) 
corresponding to a logging area, where an intensive 
deforestation takes place. The coherence image shown in 
fig. (4) presents a good contrast (sharp edges) between 
forested (y=0.3) and non-forested (deforested) areas 
(y=0.6). This image can be compared with the amplitude 
image shown in fig. (3) where a° is almost constant. 

Nevertheless, different types of landuses could not be 
separated using only the coherence component. For 
example, oil palm plantation and rubber give the same 
degree of coherence. In this case, the backscattering 
coefficient a0 can then be used to discriminate these two 
types of landcovers. Unfortunately, primary forest and 
rubber could not be separated using both y and a0. 
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Fig. 3: 
(May 96) (tandem pass, May 96) 

The backscatter intensity change between two images 
acquired at different dates could also be used as another 
relevant discriminator. On the one hand, the latter allows to 
distinguish the growth rate between different cultivated 
areas. On the other hand, he can inform on the landcover 
changes between dry and wet seasons (plantation versus 
primary forest). For instance, rice can be easely distinguish 
over one ERS cycle due to a rapid growth (typically 3 
months). 

The same analysis can be conducted using the coherence 
change index Ay. The latter measures the variation of the 
temporal decorrelation between the two interferometric 
pairs (Ay = ytandem - y35.day). This signature appears to be 
relevant for discriminating landcovers with the same 
backscatter behavior (Aa° almost constant). The use of this 
parameter needs to be investigated further. 

Nevertheless, our results shows that texture parameters 
appear to be similar for different landcover types. In this 
case, we can concluded that texture should not be 
considered as a relevant parameter in the classification 
process (simplification of vector I). 

Fig. 5: Coherence image 
(tandem pass, May 96) 

Fig. 6: Result of the supervised 
classification 

Fig. (5) shows the coherence image (tandem mode) 
obtained over an area mainly composed of swamp forest 
(bottom) and cultivated areas (rice, coconut, rubber). We 
can see a good discrimination between swamp forest (dark 
areas in the center, y=0.3) and cultivated areas located 
along the coast (y ranges from 0.4 to 0.6). Rice appears 
with a high coherence level due to the early stage of 
growth. 

The result of the classification process using our method 
is presented in fig. (6). The swamp forest (black) is clearly 
discriminated from the cultivated areas. Rubber (light grey) 
appears at the boundary. Moreover, rice (white) is correctly 
classified. Coconut appears in grey (between the swamp 

forest and the coast). Nevertheless, some areas are 
misclassified (bottom left) mainly due to the heterogeneity 
of the landcover (forest, rubber). 

DISCUSSION / CONCLUSION 

It has been demonstrated that multitemporal study in 
combination with interferometric analysis can give useful 
information for landcover classification. The coherence 
component appears as a relevant discriminator for this 
application. We have based our method on the use of a 
vector of information of n-order, composed of a series of 
parameters (signatures) derived from SAR and INSAR 
data: ymiem, Ay , a", Aa° and texture. Optical data is then 
used to define a training set in order to control the 
supervised classification. 

Tandem pair is more appropriate for this kind of study, in 
order to reduce the temporal decorrelation of the signal. 
However, small baselines are required to avoid a 
degradation of the overall coherence level (baseline 
decorrelation). Nevertheless, the change in coherence 
calculates from both tandem and 35-day repeat pass can 
give additional useful information for the classification 
process. 

Nevertheless, sensitivity to biomass remains low with C- 
band. Moreover, L-band appears to be more suitable for 
this type of application. To significantly improve the 
results of the classification, combination of both ERS and 
JERS-1 data should be used for this application. 
Backscattering coefficient and backscatter change intensity 
could then be derived from JERS-1 data, and combined 
with coherence components extracted from ERS 
interferometric pair. 
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Abstract 

With population movement to coast, the three major issues faced by our world—the population, 

resources and environment, become more and more severe in the coastal areas. Therefore, the rational 

utilization, development and protection of the coastal resources environment have been paid specific 

attention in the global sustainable development. The population of China occupies 22% in the -world. 

In China, the population of the coastal areas (the population density is about 415/km2) is the 40% of 

that of the whole country. And the gross output value of industry and agriculture in the coastal areas of 

China occupies the 64.7% in the whole country. In recent years, The policy of reform and opening 

outside have speeded the progress of the industrialization and urbanization of the eastern coastal area 

in China, which has made both the economy and population thereof growing rapidly. The population 

movement to coast has resulted in the deterioration of the natural resources and environment thereof 

in a certain degree, such as the loss of cultivated land, drying up of the coastal wet land, deterioration 

of the fishery resources, pollution of the water resources, etc. This will affect the future life of people 

and the sustainable development of social economy. Through the discussion on the development and 

management information system of China coastal resources environment, the paper tries to find the 

scientific way of the coordinative development of the population, resources, environment and social 

economy for the coastal areas on the developing countries. 

I. Urgent Need for the Development and Management Information System on China Coastal 

Resources Environment 

The coastal zone has always been being the area with the most active development by man 

because of the rich resources thereof. As a large ocean-related developing country, China is prominent 

in the development and utilization of coastal zone. China has the continental coastline of 18,000km and 
2 

the island coastline of about 14,000km. There are over 6500 islands with the area of each over 500m . 

So China has vast seas and oceans and rich marine resources. Since the reform and opening outside, the 

development and utilization of marine resources have been growing rapidly in China. The growth of 
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the marine economy is averagely 17% in the 1980s and it increases progressively by 20% per year in 

the 1990s. It is estimated that the output value of marine industries will reach 500 billion or so. It will 

become an important component of the national economy. However, the rapid development of the 

coastal areas also results in a series of issues needing prompt solution. The issues are major in the 

following aspects: 

Contradiction between the population movement to coast and the marine space resources ; 

Contradiction between the development of coastal city chain and the energies and 

communications; 

Deficiency of the fresh water resources; 

Pollution from land sources and ecological environment protection; 

Marine aquaculture and stock enhancement industry and the distribution of the coastal 

industries; 

Contradiction between reclaiming land from sea and protecting littoral wetland; 

Rational distribution of the harbors and the coastal engineerings; 

Development of coastal oil and gas resources and monitoring of oil pollution; 

Comprehensive development of river mouth delta and estuary; 

Reduction to a minimum of the loss caused by natural disasters in the coastal areas. 

The issues mentioned-above limit to a certain extent the development of social economy in the 

coastal areas. In order to resolve these issues, the integrated management has to be strengthened. A 

effective plan for the integrated management of the coastal zone must be drafted on the basis of 

mastering clearly and sufficiently such data thereon as the natural features, economics and society. The 

development and management information system on coastal resources environment has to be set up to 

provide these data. 

II.  Establish Mode of the Development and  Management Information  System on  Coastal 

Resources Environment 

The development and management information system on China coastal resources environment 

can be established with three levels according to the different requirements of the national macro- 

adjustment and -control, the regional management and the local development. 

1. National level system 

Major functions:  establishing the basic  information  system  on the national  coastal  resources 

environment (1:500,000~1:1,000,000). 

System products: distribution features of main marine resources, environmental conditions, human 

society, development of ocean-related economics. 

2. Provincial (municipal) level system 

Major functions:    establishing the provincial or municipal information system on coastal zone 

planning and management (1:100,000-1:250,000). 

System products: basic situations of the coastal population, resources, environment and social 

economics; sea functional zoning, use control of sea areas, asset assessment of 

marine resources, development plan of coastal zone, etc.. 
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3. Prefectural (county) level system 

Major functions:    establishing the special-subject information system or the development information 

system on the typical regions (1:5,000-1:50,000) 

System products: assessment of coastal ecological environment, development and management of 

coastal resources, assessment of coastal engineering construction, etc.. 

HI. Application of RS, GIS, GPS Technologies in Development and Management Information 

System of Coastal Resources Environment 

1. Remote Sensing (RS) 

(1) Resources environment monitoring and data update 

• Earth Observation Satellite: monitoring on the variations of coastal land coverage and 

utilization, vegetation coverage. 

• Meteorological Satellite: used for monitoring the turbidity of waters, water surface 

temperature, and so on. 

• Ocean Color Satellite: laying stress on the monitoring of the content and distribution 

variation of suspended sediment, chlorophyll, yellow substance and pollutants. 

• Topography Satellite: used for surveying the sea surface features, sea wave, etc. 

• Radar-Satellite: laying stress on environmental elements of the marine dynamics. 

• Aerial remote-sensing: laying stress on the variation of coast and detail land survey, 

etc.. 

(2) Resolution selection 

• Temporal resolution (0.5--26 days) 

• Spatial resolution (1 m-1.1 km) 

• Spectral resolution (1 Onm-1 OOnm) 

• Radiation resolution (8-12bit) 

(3) Sensor Improvement 

• High-Resolution Photoimaging Sensor (CCD camera) 

• Imaging Spectrometer (lOnm spectral resolution) 

• Synthetic Aperture Radar (SAR) 

• Laser Radar (LADAR) 

2. Geographic Information System (GIS) 

• Establishing the spatial data base on coastal resources and environment; 

• Establishing the comprehensive analysis and assessment models and developing expert 

decision-making auxiliary system; 

• submitting compounded information products. 

3. Global Positioning System (GPS) 

• Positioning and navigation of satellite and aerial remote-sensing; 

• Correction and recovery of remote-sensing image and establishing the spatial coordinate of 

image elements; 

• Definition of the monitoring points on land and at sea, selection of the position of training 

site for ground target classification, etc.. 
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Abstract - The majority of the world's population lives 
and is employed along its shorelines and is economically 
dependent upon the activities of its coastal facilities. 
Development of methods to determine the spatial and 
temporal extent of changes in the health of coastal ecosys- 
tems within sufficient time to take effective management and 
mitigation actions is essential to effective environmental 
stewardship. The phytoplankton populations of coastal 
waters are very sensitive indicators of current environmental 
health and productivity because their nutritional and water 
clarity requirements are quite specific. These primary 
producers are the first step of the marine food web and thus, 
most of the rest of the coastal ecosystem (water quality, 
organisms which consume algae directly and their consumers, 
etc.) relies upon a healthy and balanced phytoplankton 
community. 

Routine synoptic in situ monitoring of phytoplankton by 
labor-intensive ship operations is rapidly being replaced by 
satellite borne ocean color instruments, such as the ADvanced 
Earth Observing Satellite (ADEOS)/Ocean Color and 
Temperature Scanner (OCTS). However, frequent in situ 
calibration of data from diverse water masses is necessary to 
develop and maintain algorithms which correctly relate the 
data provided by remote sensing instruments to the in situ 
geochemical parameters. 

INTRODUCTION 

The successful deployment of NASA's experimental 5 
channel NIMBUS-7 satellite with its Coastal Zone Color 
Scanner (CZCS) instrument provided a brief glimpse of the 
potential benefits to be obtained from a satellite-borne ocean 
color scanner. Attempts to calibrate the CZCS met with 
limited success because the sensor functioned only intermit- 
tently from 1978 - 86 and much of the in situ data collected 
depended upon costly, occasional research cruises. Attempts 
to derive an "ocean color index" using the NOAA 
TIROS/AVHRR instrument, have produced algorithms which 
have found only very limited applicability to most coastal 
environments due to limited spectral resolution of its two 
visible spectrum channels.   With the successful 1996 launch 

of Japan's ADEOS satellite with its OCTS instrument, the 
dearth of space-borne color sensors is at an end. This should 
be soon followed by the launch of Orbital Science's Seastar 
(scheduled for June 18, 1997), and Japan's ADEOS 11/ GLI 
(scheduled for 1998), and EOS-AM/MISR and MODIS 
instruments. 

We have designed and are constructing a moored instrument 
package that will collect frequent chlorophyll and size 
distribution spectra from the same in vivo sample. A Turner 
Designs model 10-AU fluorometer has been modified and 
integrated with a modified Spectrex model PC-2000 laser 
particle counter into a watertight buoy housing This buoy 
will enable the characterization of chlorophyll containing 
phytoplankton [1,2] as well as distinguishing, the size spectra 
associated with these chlorophyll concentrations. This will 
facilitate identification of population genera/species relation- 
ships for calibration of the ocean color satellite instruments 
to algal biomass and net primary productivity. Fluorometric 
measurements for chlorophyll-a are very sensitive [3] and 
therefore are popular methods of determining phytoplankton 
abundance. But, problems remain in standard fluorometry 
techniques distinguishing chlorophyll-a fluorescence from that 
emitted from chlorophyll-b, accessory pigments, and other 
paniculate and dissolved fluorescing compounds [4]. To 
obtain species-related information on the chlorophyll-a 
containing material quantified above, we will determine 
particle size spectra from within the same in vivo sample, [5, 
6]. 

IN SITU INSTRUMENT 

This field instrument has been designed to address the 
problems of in situ biofouling by the incorporation of 
magnetic rail-gun technology. This novel approach should 
minimize the necessity of the more commonly employed 
solutions to this problem of either frequent manual mainte- 
nance preformed on remote field instruments [7] or the use of 
extremely toxic chemicals on optical surfaces [8]. The rail- 
gun technology sampling subsystem provides for program- 
mable, simultaneous window cleaning and sample 
rate/volume control. 
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REMOTELY SENSED DATA REFERENCES 

Remotely sensed data from ocean color sensors mounted on 
polar orbiting satellites, such as the OCTS on the Japanese 
satellite will be used in conjunction with the in situ data 
collected from the moored buoy described above. Calibration 
algorithms for the satellite sensor will be derived from these 
in situ data taking advantage of methods discussed in [9, 10 
11]. 

FIELD WORK 

We have chosen waters south of Florida for field testing 
and evaluation due to the proximity of both case I and case U 
water masses, in the open ocean/Gulf Stream and within 
Florida Bay respectively: Fig. 1. In the region of South 
Florida, each ADEOS/OCTS image usually contains data 
from both water masses in a single orbital swath. This 
sampling strategy will minimize differences in sun angles, 
insolation, atmospheric attenuation/backscatter, and process- 
ing modes as well as make for more efficient field deployment 
efforts. 

SUMMARY 

At the time of writing, the instrument is being assembled, 
tested and readied for field deployment in June 1997. With 
the operational supply of OCTS imagery data, it is antici- 
pated that preliminary calibration coefficients for Atlantic case 
I and case II waters will be forthcoming shortly thereafter. 
The combination of simultaneous chlorophyll fluorescence 
and particle size spectra will provide more accurate assess- 
ments of in situ primary producers. The use of magnetically 
coupled, through-the-cuvette-wall sampling control should 
make for a low-cost, maintenance free, autonomous, chloro- 
phyll spectrum buoy design without the use of expensive 
manual labor or environmentally toxic chemicals. 
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Figure 1. Study Area. 
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Abstract ~ Achieving a detailed understanding of the roles 
played by various types of microbial particles in oceanic 
optics is a prerequisite to advancing remote sensing of water 
component concentrations and improving bio-optical models 
beyond their present one-parameter, chlorophyll-based 
description of very complicated and variable situations. We 
now have information available on the single-particle optical 
properties of various microbial species and a numerical 
radiative transfer model that is computationally efficient and 
accurate enough to permit extensive studies of light fields 
within and leaving the water as particle types, concentrations, 
and optical properties are systematically varied. A new 
approach combining a database of single-particle optical 
properties and radiative transfer modeling is very promising 
because it identifies bio-optical relationships and details 
which are not resolved by common correlational models 
parameterized in terms of chlorophyll concentration alone. 

INTRODUCTION 

The optical remote sensing estimation of co-existing 
concentrations of various organic and inorganic components 
in aquatic environments is contingent upon precise 
knowledge of the spectral optical cross sections for these 
components. This requires coordinated research in which the 
development of retrieval algorithms is conducted in tandem 
with determinations of the optical properties of aquatic 
components. In addition to pure water itself, several general 
categories of optically significant components can be 
distinguished, such as planktonic organisms, organic detritus, 
mineral particles, gas bubbles, and dissolved materials. The 
retrieval of component concentrations from satellite 
measurements of water-leaving spectral radiances depends 
upon the degree to which the components influence the 
absorption and scattering properties of natural waters and our 
ability to quantify these influences. 

• This work was supported by the ONR Environmental 
Optics Program (grant N00014-95-1-0491) and NASA Ocean 
Biogeochemistry Program (grant NAGW-3574). 

CHLOROPHYLL-BASED PARAMETERIZATION 

It is well recognized that in the upper layers of the open 
ocean, usually termed case 1 waters [1], the optical properties 
and their variability are associated largely with phytoplankton 
and co-varying materials. This assertion along with early 
observations suggesting that the chlorophyll a concentration 
(Chi) in the surface waters could be deduced from 
measurements of upwelling light emerging from the sea [2] 
have had an enormous impact on the developments in the area 
of optical and satellite oceanography in the last two decades. 
One of the most important events at the beginning of this time 
period was the launch of the proof-of-concept mission of the 
Coastal Zone Color Scanner (CZCS) on Nimbus-7 in 1978 
[3]. Since then much effort in ocean optics has been focused 
on developing bio-optical relationships for case 1 waters using 
a parameterization of sea water composition in terms of 
chlorophyll concentration alone. It has been shown that 
changes in Chi are accompanied by more or less systematic 
variations in the inherent optical properties (IOPs) and 
apparent optical properties (AOPs) of the ocean, such as the 
spectral absorption coefficient, the scattering coefficient, the 
diffuse attenuation coefficient for downwelling irradiance, and 
ocean reflectance [4, 5, 6]. The empirical correlations between 
Chi and optical properties have formed the basis of bio-optical 
models that predict IOPs and AOPs given Chi, or vice versa, 
including the retrieval of chlorophyll concentrations from 
remote-sensing spectral reflectances. 

Although such chlorophyll-based bio-optical models may 
often satisfactorily predict average values as obtained from 
water samples taken at many locations and times, these 
models say nothing about the optical variability observed in 
different water samples, which have the same chlorophyll 
concentration. As a result of such optical variability, any 
particular measured chlorophyll concentration can frequently 
differ by a factor of two or so from the value predicted from 
bio-optical models, for example from the ratio of remote- 
sensing spectral reflectances. These variations may become 
even larger in case 2 waters, which include most coastal areas 
of the world's ocean where components other than 
phytoplankton and their derivatives are optically significant 
(e.g., resuspended sediments, terrigenous particles or 
dissolved organic matter). 
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MICROBIAL PARTICLES AND OPTICS 

In order to explain this seemingly unpredictable variability 
in the correlational, chlorophyll-based bio-optical models we 
must consider the detailed composition of sea water. Part of 
this variability is certainly due to the wide range of planktonic 
microorganisms including chlorophyll-bearing phytoplankton 
themselves. It seems clear that an improved understanding of 
the marine optical environment can be gained if we progress 
beyond the overly simplified parameterization of sea water 
composition in terms of chlorophyll concentration alone. The 
most rigorous approach should consider the optical properties 
of every species of aquatic components present in a water 
body, as well as the possible intraspecies variability in these 
properties. In regard to planktonic microorganisms such an 
approach should include the detailed composition of species, 
each one having distinct optical properties of its own, as well 
as the intraspecies variability in the optical properties. 
Because of the wide variety of species in natural waters, this 
approach must, in practice, be reduced to a certain number of 
appropriately selected species or taxa that realistically 
represent the mix of all microbial particles which affect the 
marine optical environment. 

The relationship between microbial particles and oceanic 
optics is schematically depicted in Fig. 1. This figure 
emphasizes major biological-optical interactions that occur in 
the upper ocean. The bulk inherent optical properties (IOPs) 
of sea water depend on the optical properties of microbial 
particles at the level of both single cells and the entire 
planktonic community. The IOPs have, in turn, an influence 
on the apparent optical properties and light field 
characteristics within the water body and leaving the water, 
such as the remote-sensing reflectance. The optical properties 
of the entire planktonic community may vary as a result of 
changes in species composition, concentration and size 
distribution. The single-cell optical properties of any given 
species, usually termed the optical cross-sections, may vary as 
a result of physiological adaptation, which generally involves 
changes in cell size and refractive index. All these variations 
in microbial optical properties are induced by varying 
environmental conditions (e.g., physical-chemical fields such 
as temperature and availability of nutrients, and light field 
feedback on biology) as well as interactions within the 
planktonic community itself (e.g., prey-predator interactions). 

It is obvious that, prior to applying any rigorous approach 
(extending beyond a simple chlorophyll parameterization) to 
the study of the marine optical environment, it is essential to 
examine the optical properties of various microbial species 
and how these properties respond to varying conditions of 
growth. Recent progress in two research areas have made it 
possible to initiate a new approach that combines a database 
of microbial optical properties and radiative transfer modeling 
[7, 8]. First, there has been a considerable progress in 
acquiring   comprehensive    information    about   both    the 

absorption and scattering properties of different types of 
microbial particles, from the smallest bacteria to various 
nanoplankton species [9-20]. Second, a numerical radiative 
transfer model (Hydrolight 3.0), that is both accurate and 
computationally efficient enough to permit extensive studies 
of oceanic light fields as particle types, concentrations, and 
optical properties are systematically varied, has been 
developed [21]. 

Reference [7] describes the database of single-particle 
optical properties of five types of microbial particles covering 
the size range from ~ 0.05 urn (viruses) to ~ 10 urn 
(nanoplanktonic chlorophytes). Not only information about 
the magnitude and spectral behavior of various optical 
properties at the level of single particle, but also data about 
particle size and refractive index are included, which is critical 
in understanding of particle optics. Importantly, all single- 
particle optical properties required to carry out simulations 
with the radiative transfer model are included (i.e., spectral 
cross sections for absorption and scattering as well as spectral 
scattering phase functions). 

Reference [8] shows how powerful a combination of such 
a database and radiative transfer modeling is in the study of 
oceanic optics. Specifically, the radiative transfer simulations 
showed the capability of this approach for separating and 
analyzing the contributions of individual microbial 
components to various measures of the light field, such as 
scalar irradiance, diffuse attenuation of irradiance, and 
remote-sensing reflectance. These simulations also «howed 
how different microbial compositions of two water bodies can 
give considerably different remote-sensing reflectances, even 
though the chlorophyll concentration is the same in each of 
the water bodies. In other words, these results demonstrated 
that variability in chlorophyll concentrations obtained from 
remotely-sensed ocean color signals can be explained by the 
detailed composition of sea water. 

In contrast to correlational, chlorophyll-based bio-optical 
models derived from statistical analysis of field data, this more 
rigorous approach leads to the development of a mechanistic 
model of the marine optical environment. To utilize such a 
mechanistic approach to its fullest potential requires creating a 
comprehensive database of the optical properties of marine 
particles. The present database [7] must be expanded to 
include more microbial species from various size ranges. The 
optical information about mineral particles and detritus is also 
needed to represent the natural assemblages of marine 
particles more realistically. The development of such 
database is a difficult and laborious task; it is nevertheless a 
worthwhile effort from which we shall continue to reap the 
benefits with the passage of time. 

It is obvious that the ultimate database cannot include 
every species, but instead a manageable number of particulate 
components must be chosen. The selection of the 
components can be based on two simple criteria. First, 
the sum of selected particulate components should account 
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for the total bulk optical properties of a water body as 
accurately as possible and, second, each of the particulate 
components should play a specific, well-defined role in the 
marine ecosystem. The latter criterion is important for the 
linkage of optical information with biological and ecosystem 
models. It is expected that each particulate component will 
generally include multispecies assemblages of similarly sized 
particles which have similar optical properties and functions 
in the marine environment. As an example, heterotrophic 
bacteria, including many different species of similarly sized 
microorganisms which are all heterotrophs, can be considered 
as one such distinct component. Similarly sized and 
pigmented photoautotrophic microorganisms can form 
separate components, etc. Some planktonic species or taxa 
with unique optical properties (for example, coccolitophores) 
will likely require consideration as separate components. 

The further development of the database of single-particle 
optical properties is currently underway. It is anticipated that 
the next version of the database will be completed soon. This 
version will be based on information collected in recent years 
by several investigators through laboratory experiments with 
heterotrophic bacteria and twenty two different species and 
strains of marine phytoplankton, from the smallest 
prochlorophytes (~ 0.6 urn in size) to microplanktonic species 
of about 30 urn in size [10, 12, 16, 17, 18, 19, 20]. In 
combination with radiative transfer modeling, this database 
will provide a powerful means to study the effects of 
microorganisms on oceanic optics with unprecedented detail. 
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INTRODUCTION 

Optical models in support of environmental or 
biogeochemistry studies using remote sensors require precise 
description of the individual contributions of the various 
substances contained in the upper water layers. This implies 
a demand for accurate measurements of optical properties, 
such as the light absorption coefficient of particulate matter 
suspended in aquatic environments, which includes 
phytoplankton, organic and inorganic detritus. 

Oceanographers use two basic approaches to measure 
absorption by marine particles. First, in situ instruments 
such as the ac-9 from WetLabs, Inc., if deployed with and 
without a particle filter, provide estimates of particulate 
absorption at several discrete wavelengths as a difference 
between the measured total absorption and the measured 
absorption by soluble materials. This approach became 
available only a few years ago owing to recent development 
of appropriate instrumentation [1]. The second approach 
involves concentration of particles on filters with subsequent 
absorption measurements in the laboratory using standard 
dual-beam laboratory spectrophotometers. This approach has 
been used for many years and most data now available on 
absorption by marine particles has been collected that way. 
In this paper we will not address in situ measurements; our 
attention will be focused solely on the latter approach. 

Although in recent years considerable progress has been 
achieved, a general consensus on the most effective 
methodology for measuring particulate absorption has not 
been reached. In view of the importance of the topic, the 
NASA SeaWiFS Project Office sponsored a workshop, held 
at the Scripps Institution of Oceanography in December 
1996, to address methodological issues. The goal of the 
workshop was to compare measurement protocols adopted by 
various laboratories, to assess and analyze different 
methodologies from the point of view of accuracy, ease of 
use, and practicality, and to provide recommendations for 
improving the measurements. The present paper briefly 
reviews some of the methodological issues for measuring 
light absorption by aquatic particles that were addressed at 

the workshop. More complete discussion of the workshop 
results is anticipated to be published in the near future as a 
contribution to the NASA SeaWiFS Technical Memorandum 
series. 

STANDARD TRANSMITTANCE (T) METHOD 

Since the first use some 30 years ago [2, 3], light- 
transmission measurements on particles retained on glass- 
fiber filters have been the most common technique for the 
determination of the light absorption spectrum of particles 
sampled from aquatic environments. The light-transmission 
measurements are usually performed by dual-beam 
spectrophotometers where the light transmitted through the 
particle-retaining filter is compared with the light 
transmitted through an unused "reference" filter. The 
experimental raw data are expressed in terms of the 
dimensionless optical density (OD), also called absorbance, 
which is equal to the base 10 logarithm of the inverse 
transmittance. The spectral range in these measurements 
covers the visible region and it often extends to the 
ultraviolet and near infrared. 

The use of glass-fiber filters offers one major advantage 
and one major disadvantage. The advantage is that the 
filtration allows one to concentrate particles that are 
naturally too dilute to measure with standard 
spectrophotometers. A major challenge is the fact that 
particles are embedded within a highly scattering medium 
which causes an increase in the optical pathlength resulting 
in enhancement of the measured optical density. Therefore, 
one of the most important problems which must be solved is 
the quantification of the pathlength amplification factor, 
often referred to as the ß factor following the terminology of 
Butler [4], so that the apparent absorbance can be 
transformed to standard physical units. 

BETA CORRECTION 

Quantitative empirical expressions to correct the light- 
transmission   measurements   of   filter-retained   particle 
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absorption for the dependence of ß on the measured optical 
density were first derived by Mitchell and Kiefer [5] with 
subsequent modifications by Mitchell [6]. A review of more 
recent work on this subject may be found in [7]. In brief, the 
correction procedure involves the conversion of the optical 
density values measured on the filter (ODf) into optical 
density values of a hypothetical suspension (ODsus) that has 
the same geometrical pathlength as the filter sample. The 
geometrical pathlength of the filter sample, X, is simply 
calculated as the ratio of the volume filtered to the clearance 
area of the filter. Once ODsus corresponding to a given 
measured ODf is determined, one can then calculate the 
absorption coefficient (in 1/m) from the following equation: 
a = 2.3 ODsus/X. This procedure is applied to each 
wavelength which eventually yields the spectrum of the 
absorption coefficient. 

After proper scaling for the true geometric pathlength, the 
enhanced value of ODf compared to ODsus represents the 
pathlength amplification factor. Almost all work that has 
been done so far on this relationship is based on laboratory 
experiments with phytoplankton cultures. It was proposed 
that this relationship can be expressed in terms of a 
quadratic equation for a data set that included phytoplankton 
species ranging in size from 1 urn to 15 urn, and polystyrene 
beads [6]. The best fit relationship was: ODsus = 0.392 ODf 
+ 0.665 ODf * ODf. Other investigators have found similar 
fits, within the anticipated error of the methodology, for 
phytoplankton larger than 1 um [7, 8, 9, 10]. However, there 
is also evidence that this relationship may exhibit significant 
differences if we consider various species separately [8, 10]. 
Reference [8] determined much larger ß for Prochlorophyte 
picoplankton species smaller than 1 urn, with the 
corresponding best fit relationship: ODsus = 0.291 ODf + 
0.051 ODf *ODf. This result suggests a dependence of ß on 
particle size, but one must be aware that there are potentially 
greater errors in measuring OD for the small 
Prochlorophytes, because their size is similar to the 
wavelength of visible light so that their volume scattering 
function will have relatively more scattering at large angles 
which are not collected by the instrument measuring optics. 
More studies on the ß amplification factor are needed, as this 
correction is one of the important sources of error in the 
paniculate absorption estimates retrieved from the filter-pad 
measurements. The information available at the present time 
indicates that the assumption of a single relationship ODsus 
vs. ODf may be inappropriate. 

SCATTERING ERROR 

In addition to uncertainties associated with the ß 
correction algorithm and its possible natural variability, 
there is another very important obstacle in achieving 
accurate absorption measurements of ODsus and ODf. The 

problem is that no perfect instrument is now available which 
would provide a very accurate measurement of absorption by 
scattering samples, including samples of aquatic particles in 
suspension or on filters. The instruments we use (standard 
laboratory dual beam spectrophotometers with integrating 
sphere or scattered transmission accessories) provide a 
measure of absorption that consists of the true absorption 
and the fraction of scattered light which is not collected by 
the measuring optics. If uncorrected for, or if corrected for 
improperly, this scattering loss may be a source of significant 
error in the estimates of paniculate absorption. Two sources 
of scattering error must be considered. First, there may be 
uncompensated scattering losses in the ODf, and second, 
there are certainly errors in the standard estimate of ODsus 
since integrating spheres or scattered transmission 
accessories can not collect all light scattered by a suspension. 
For accurate pathlength amplification correction, scattering 
corrections should be made on the ODsus and ODf used to 
determine the ß correction factors. 

In principle, the full requirements to accurately account 
for scattering losses are to measure absorption with an 
instrument whose geometrical configuration is exactly- 
defined and known, and to know the spectral volume 
scattering function (VSF) of the sample. Unfortunately, such 
full information is never available in routine measurements, 
primarily because of the lack of the capabilities to determine 
the VSF. One is thus forced to correct the absorption 
measurements for scattering error using simplified 
assumptions about the scattering losses. One of the most 
common correction procedures is the wavelength- 
independent correction. This procedure involves subtraction 
of a constant value from all spectral values of the measured 
optical density. This constant value is determined at the so- 
called null reference wavelength in the near infrared where 
the absorption by particles is assumed to be zero. Of course, 
this "null point" assumption can be a source of yet another 
error because some particles in natural assemblages may 
absorb in the near infrared. Although both the scattering 
losses may exhibit some significant spectral dependence and 
the "null point" assumption is questionable, this simple 
wavelength-independent correction is commonly used to 
correct the measurements made on both suspensions (ODsus) 
and filters (ODf). 

Two significant methodological advances have recently 
been published: one proposes a correction for scattering 
losses in conjunction with the use of the T method [9]; the 
second describes a technique to transfer the particles to non- 
scattering glass slides [11] which eliminates the need to 
correct for pathlength amplification. 

TRANSMITTANCE-REFLECTANCE (T-R) METHOD 
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Tassan and Ferrari [9] expanded the standard T method by 
including additional measurement of the light reflected by 
the filter-retained particles. This technique is referred to as 
the transmittance-reflectance (T-R) method. In this method, 
the optical density of the particles is derived from 
measurements of the light transmitted and reflected by the 
filter-retained particles. The measurements are carried out 
using an integrating-sphere attachment to the dual-beam 
spectrophotometer. The data analysis is performed by a 
theoretical model that eliminates the effect of light 
backscattering by the particles. This technique is especially 
suited to situations where light scattering losses for the 
transmittance mode of the measurement are expected to be 
large (e.g. samples from coastal waters with high inorganic 
sediment load). However, because the T-R method is more 
complex than the standard light-transmission measurement, 
it requires more effort in minimizing the experimental 
errors. 

Tassan and Ferrari also used a different procedure for the 
determination of the ODsus vs. ODf relationship. This 
procedure involves measurements carried out on filter- 
retained particles (T-R method) and paniculate suspension, 
before and after elimination of the pigment absorption by 
addition of the oxidizer NaCIO (see below for details on the 
NaCIO treatment). Provided that the change in scattered 
light loss caused by the addition of NaCIO to the particle 
suspension is not significant (assumption supported by 
experimental and computational evidence), the difference of 
the optical densities measured before and after the treatment 
is due only to light absorption. Both ODsus and ODf, used to 
estimate the pathlength amplification, are presumably better 
corrected for the error due to light scattering than the same 
quantities obtained by the standard procedures. On the other 
hand, the standard method offers the advantage of greater 
simplicity for practical applications, with a reduced number 
of experimental error sources. 

FILTER-TRANSFER-FREEZE (FTF) TECHNIQUE 

Recently a new technique for measuring light absorption 
by aquatic particulate has been proposed [11]. This 
technique has been adapted (with some modifications) from 
the filter-transfer-freeze (FTF) technique developed for 
microscopic observations [12]. It consists of concentrating 
particles into a 0.2 (xm polycarbonate membrane filter, 
transferring the filtered material to a glass microscope slide 
using liquid nitrogen freezing, and finally, measuring the 
particle absorption spectrum on the slide mounted in the 
spectrophotometer at the entrance of an integrating-sphere. 
This procedure avoids the problems associated with the ß 
amplification factor because the particles are not embedded 
in a highly scattering medium, but instead are retained on 
transparent glass. The measured optical density spectra are 

generally in good agreement (within few percent) with the 
corresponding particle suspension spectra. The overall 
uncertainty is expected to be below that of measurements on 
filter-retained particles (mainly because of the lack of the 
uncertainty associated with the ß factor). The time required 
to complete the FTF measurement is not significantly longer 
than the time required for the standard T measurement. 
Although the method has been tested successfully on various 
algal species and natural samples, one of the possible 
limitations of the FTF is that the transfer efficiency may not 
be perfect or sufficiently good for all types of particles. This 
question must be addressed in further tests. Another 
limitation at the present time is that the common use of 
methanol extraction of pigments to estimate detrital 
absorption [13] is not practical since a parallel sample must 
be filtered, extracted, and transferred and it is not easy to 
validate the transfer efficiency of methanol extracted natural 
particles. Therefore numerical or statistical decomposition 
methods [14, 15, 16] for separating phytoplankton from 
detritus are recommended if the FTF procedure is used. 

PHYTOPLANKTON VS DETRITAL ABSORPTION 

It is of great interest to be able to partition the total 
particulate absorption into the contribution by phytoplankton 
and all other particles referred to here as detritus (although 
this fraction may actually include absorption by 
heterotrophic microorganisms as well). The partitioning into 
phytoplankton and detritus is usually obtained 
experimentally by measuring absorbance of filter-retained 
particles before and after methanol extraction [13]. This 
procedure assumes that the treatment has no significant 
effect on the light scattering by the particles. Also, while 
methanol extraction is effective for most algal pigments, it 
fails to extract phycobiliproteins which are present in the 
ubiquitous cyanobacteria as well as other species including 
cryptophytes. 

A recently proposed procedure, based on the oxidizing 
action of sodium hypochloride [9], eliminates the pigment 
absorption by chemical oxidation. It is effective with all 
phytoplankton types tested (including phycobiliprotein- 
containing species), either in water suspension or retained on 
any kind of filter (also cellulose membranes that are 
dissolved by methanol). The last feature permits the use of 
NaCIO with the 0.22 mm Millipore membrane, to measure 
the light absorption of small phytoplankton cells or other 
particles that pass through the standard GF/F glass-fiber 
filter. Although for best results the NaCIO amount and 
exposure time should be matched to the specific case, the 
method allows wide tolerance margins. The possibility that 
NaCIO produces new light-absorbing substances was 
extensively tested. Results to be published in the NASA 
Workshop   report   show  that  there   is   no   appreciable 
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contamination caused by these substances in the wavelength 
range 400-750 run. One must still explore the lowest 
wavelength limit for NaCIO use in the UV region, where 
some artifacts were found, especially below 350 nm. 

Neither method for the elimination of pigment absorption 
is completely satisfactory since they also can remove the 
absorption of detrital pigments (e.g. phaeopigments or other 
detrital pigments generated by grazing), and possibly also 
some components of the organic detritus. Further, they may 
modify the light scattering properties of the particulates. 
This possibility would not affect the pigment optical density 
derived by the T-R method, since each measurement is 
individually corrected for light scattering, but it could 
introduce a systematic error in the pigment optical density 
obtained by the standard T method if particle scattering is 
significant compared to scattering by the filter itself (a 
situation that certainly occurs when the samples have large 
inorganic sediment load). Alternatively, the discrimination 
can be achieved using a numerical decomposition method, 
based on shape analysis of the absorption spectrum [15, 16]. 

CONCLUSION 

The main open problems for estimating paniculate 
absorption with standard bench-top spectrophotometers 
include quantitative specification of the pathlength 
amplification factor (ß factor) and proper consideration of 
errors in absorption estimates due to light-scattering by the 
particles. The observed variability of ß with particle type 
calls for a more careful determination and use of this 
function. An immediate research priority is to determine if 
differences that have been observed for cells whose size 
approximates the wavelength of visible light (e.g. 
Prochlorophytes) result from increased scattering errors in 
the estimate of ODsus or ODf, increases in the pathlength 
amplification, or a combination of both. Also the possible 
wavelength dependence of the pathlength amplification 
should be investigated. If scattering errors are either 
insignificant (paniculate assemblages with relatively weak 
scattering at large angles) or can be minimized with 
improved methods (e.g. T-R method) it may still be 
impossible to specify corrections for measurements on filter- 
retained particles with general validity, because of the 
possible dependence of the ß function on particle type. Thus 
it may become essential, for accurate work, to determine ß 
for each experimental campaign covering a specific water 
"type". This prospect implies significant effort that may be 
impractical for routine work. The absorption error caused by 
light scattering (particularly backscattering) is an important 
issue for applications to water containing large amounts of 
inorganic particles (coastal zone, coccolithophore blooms, 
etc.). More work is required to understand possible scattering 
errors associated with the use of the standard T method, as 

well as the effects of scattering errors on the determination 
of pathlength amplification corrections. 

Regarding instrumentation, an integrating-sphere 
attachment for dual beam spectrophotometers is highly 
recommended, in principle, because of its good optical 
geometry and flexibility for measurements on suspensions or 
filter-retained particles, the latter in both light-transmission 
and reflection mode. However, we found during the 
absorption workshop that the agreement between different 
manufacturers was not ideal, so careful consideration must 
be given to the choice of instrumentation. The standard 
transmittance measurement, although based on a simplified 
theoretical model, has few error sources and does not require 
the expensive integrating- sphere attachment (but 
development of pathlength amplification corrections does 
require some type of scattered transmission accessory to 
estimate ODsus). Thus, in situations where the load of 
strongly scattering inorganic particles is low (oceanic case 1 
waters), the simple T method, using published algorithms, 
may still be an adequate option. The more laborious methods 
which correct for the effect of light backscattering (T-R 
method) or eliminate the need to determine ß (FTF method), 
have a sounder theoretical basis. These recently developed 
methods need further testing for complete assessment of the 
effectiveness and optimization of the experimental details. 
The possibility of merging the two methods could be 
explored. 

The available procedures for the discrimination of 
pigment from detritus absorption are not completely 
satisfactory (e.g. imperfect selectivity). The asset of methanol 
extraction is its low sensitivity to the treatment parameters 
(solvent amount and time); the advantage of NaCIO 
oxidation is the wider application field, including particle 
suspensions and particles retained on cellulose filters and the 
effective elimination of absorption by phycobiliproteins. 
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Abstract ~ A new method of retrieving liquid water content 
(LWC) fields in convective clouds is proposed. It is based on 
microwave radiometric sounding of clouds using 
computerized tomography principles. The fundamentals of the 
method are described; a possible scheme of cloud sounding 
from an aircraft is proposed. The potentialities of the method 
are assessed, for which purpose the necessary numerical 
experiments have been perfomed. In the mathematical sense, 
the method proposed leads to the solution of an inverse 
problem. For its solution, a modified iterative method based 
on algebraic retrieval algorithms has been used. The results of 
the numerical experiments are presented. The convergence of 
the iterative process is investigated, and the effect of noise in 
the initial radiometric data, the number of scanning positions 
and sounding directions on the accuracy of the retrieval of the 
method proposed is demonstrated. 

Keywords: microwave remote sensing, computerized 
tomography, convective cloud,liquid water content 

Information on the liquid water content (LWC) distribution 
in convective clouds is of exceptional importance for cloud 
seeding and for theoretical and applied studies in cloud 
physics. In principle, this information can be obtained by a 
new promising technique in remote sensing of cloudy 
atmosphere - that of passive microwave computerized 
tomography (PMWCT). Basically, the PMWCT is a product 
of application of principles and mathematical apparatus from 
computerized tomography to microwave radiometric 
measurements and their data analysis. In the present study 
such a tomographic method is proposed and its capabilities 
assessed from numerical simulation of a retrieval of LWC 
distribution through a given section of convective cloud. The 
simulation is initialized using the data on thermal microwave 
radiation of this cloud as measured from different positions 
and directions. 

The method proposed makes it possible to retrive the 
distribution of LWC in a certain section of a convective cloud 
from its microwave emission measured from several positions 
in different directions. 

Let the microwave radiometer be installed on an aircraft 
flying under a cloud (Fig.l). Scanning is perfomed upwards 
in the vertical plane, with different positions of the aircraft 
under the cloud. 

77777777777777777777777777777777777 

Fig.l. Scheme of sounding of a convective cloud with a 
microwave radiometer installed on an aircraft. 

The fundamental principle forming the basis of 
computerized tomography (CT) methods is that of retrieval of 
the internal structure of an object from its projections. In 
mathematical terms, this is reduced to the retrival of a two- 
dimentinal function from its integrals taken along various 
directions. For the problem of the retrival of LWC fields, 
such integrals are the values of the cloud total liquid water 
content (TLWC) determined form microwave radiometric 
measurements in relevant directions: 

Wk = \wk(\)d, *=I,2,...,A: (i) 

where Lk is the length of the k-th ray within the cloud, K is the 
total number of rays, wk{\) is the distribution of LWC along 
the £-th ray (direction) of sighting (the procedure of transition 
from antenna temperature values registered by the radiometer 
for each direction of sounding to the values of the cloud 
TLWC in these directions is described in [1]). 

By measuring the cloud microwave emission at different 
position of the aircraft (radiometer) in various directions, we 
obtain, as a result, a set of TLWC values which are integrals 
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along the LWC field in relevant directions. Presenting the 
problem in a discrete form, one can eventually pass over to a 
large system of simultaneous linear equations. To solve it, we 
proposed a modified iterative procedure based on well-known 
in computerized tomography algebraic reconstruction 
techniques. The procedure is described in detail in [1]. 
Information on the boundaries of the reconstructed cloud 
section is used as a priori data; it can be obtained using other 
methods. 

We consider the results of numerical simulation 
experiments investigating the procedure proposed. In these 
experiments, the reconstructed cloud section is given (its 
boundaries) and the initial LWC field for a given section. 
After that, the measurement process is modeled, as well as the 
transition from the antenna temperature values to the cloud 
LWC. Then the LWC field is retrieved in a given cloud 
section. The entire scanned field is subdivided into a large set 
of equal rectangular elements - cells. 

The initial retrived LWC field is given by way of simple 
weighted statistical averaging: 

W- v (2) 

Here W0 is the initial LWC value in the ij-th cell, siJk is the 
path of the k-th ray within the ij-th cell. 

The iterative procedure is perfomed which is continued 
K 

until the value reaches the level of random 

noise in the initial radiometric data, or until the value ceases 
to decrease {Wk is the discrepancy between the "measured" 
and retrived at the q-th iteration values of the cloud TLWC in 
the k-th direction). 

The error of retrival of the LWC field can be determined as: 

Eh - 
ij 

(3) 

where wv is the "precise" (given) LWC value in the ij-ih cell, 
Wy is the LWC estimate obtained as a result of reconstruction. 

At Wy = w° , this error equals 1, and as the retrieved LWC 
field approaches the initial one, it tends to 0. 

Besides, the error of reconstruction of the LWC field can 
be characterized by the mean-square error (MSE) of the 
retrived field in comparison with the "true" (given) one. 

In the course of the numerical experiments, a 
homogeneously distributed noise was introduced in the 
additive way into the initial TLWC values. The noise level 
was varied. To ensure the convergence of the iterative 
procedure smoothing of local LWC values was made 
according to a scheme suggested in [2]. The sceme is 
described in detail in [1]. It should be noted that the procedure 
is a certain filter regularizing the non-correct 
multidimensional inverse problem under examination. 

To illustrate the results obtained, we consider the 
reconstruction of a test LWC field presented in Fig.2a. This is 
a 2-cell asymmetrical LWC field. The maximum LWC in the 
cells is 1 and 2.5 g/m3, respectively. Fig.2b shows the LWC 
field reconsrtucted over three scan positions from an aircraft. 
700 rays have been used for the retrieval, the noise in the 
initial radiometric data was 30%. Fig.2c shows the 
reconstruction error field (the difference between the true and 
reconstrauted LWC values). The MSE of the reconsrtuction is 
0.09 g/m3. 

Fig. 3a presents the dependence of the retrieval error on the 
number of iterations, which characterizes the convergence rate 
of the iterative process. In the case of 2,3 and 8 scan 
positions, from an aircraft, 700 rays (sounding directions) 
have been used; in the case of 15 positions - 280 rays. The 
noice was 30%. It follows from the Figure that the retrieval 
process converges more rapidly with 3 and 8 scan positions. 

Fig.2. An example of the LWC field reconstruction in the section of a convective cloud: (a) the initial test LWC field (g/m3); 
b) the reconstructed field; c) the reconstruction error field. 
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Fig.3. LWC field reconstruction errors: a) dependence of retrieval error on the number of iterations; b) dependence of the MSE 
of the reconstruction on the noise in the initial radiometric data introduced in the algorithm; c) dependence of the MSE of 
the reconstruction of the LWC field on the number of rays (equations) used. (1-2 scan positions; 2 - 3 positions; 3 - 8 
positions; 4-15 positions). 

Fig.3b presents the dependence of the MSE of the 
reconstruction on the noise in the initial radiometric data 
introdused in the algorithm. It can be noted that, in spite of the 
natural increase of the MSE of the reconstruction, the 
algorithm is stable enough with respect to the noise in the 
initial data and yields a reconstruction of a satisfactory quality 
even with rather high levels of noise. 

Finally, Fig. 3 c shows the dependense of the MSE of the 
LWC field retrieval on the number of the "rays" (equations) 
used. The noise level is also 30%. It can be very well seen 
that, as the number of equations grows, the MSE of the 
reconstruction is at first decreasing rapidly, than slower. This 
can be accounted for by the fact that the introduced noise 
plays more negative role in comparison with the positive role 
of useful information on the LWC field incoming from new 
additional sounding directions. 

It should be said in conclusion that the paper shows the 

good prospects of using passive microwave computerized 
tomography (PMWCT) for retrieval of LWC fields in convective 
clouds. Even with three scan positions (e.g.,from an aircraft 
upwards), a good enough quality of retrieval of LWC fields 
can be achieved. The retrieval error can there be not more 
than 10% of the maximum LWC value in the cloud section. 
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Abstract: Meteor 200 is an X-band non coherent weather 
radar completely implemented by means of analog 
technology. To enhance his operation, a processing system 
based on a digital signal processing board in a personal 
computer has been devised. The system has been realized 
using a low cost Digital Signal Processor (DSP) Printed 
Circuit Board based on the TMS 320 C30 (Texas 
Instruments) device and supplied by the radarmeteorology 
group of the IFA/CNR (Institute for Atmospheric 
Physics/National Council of Research, Italy). The printed 
circuit board accepts as an input the radar trigger, the 
radar video and the clock; the latter can be internal or 
external to the radar. The board performs A/D conversion, 
acquisition and processing of radar signals from 500 to 
900 range bins per sweep; the processing permits the 
computation of reflectivity factor by azimuth averaging 
either on log scale, or on (reconstructed) linear scale, or 
both. In this way a flexible signal processing is obtained, 
very suited to research purposes. The architecture has been 
implemented in his hardware and software parts and some 
test results have been obtained. 

THE METEOR 200 WEATHER RADAR 

Meteor 200 is an X- band analog weather radar derived 
from the ORION family of tracking radars (designed and 
manifactured by the company Selenia, Roma, Italy) and 
very much used in the past for weather analysis around 
both civilian and military airports and for research 
purposes. An IFA/CNR Meteor 200 has been installed on 
Tor Vergata area, south west of Rome, for cooperative 
research of IFA/CNR and of Tor Vergata University. 

The main characteristics of Meteor 200 are shown in 
Tab.l. 

As any analog weather radar, Meteor 200 is unable to 
do quantitative measurements as reflectivity factor and 
rainfall rate: the only output is an analog video and the 
operational controls to the radar system are manually 
adjusted by a console. Two displays show the Plan Position 
Indicator (PPI), the Range Height Indicator (RHI) and the 
Range Elevation Indicator (REI).To perform estimates of 
the reflectivity, then radar must be " digitized". 

Meteor 200 Parameters 
ANTENNA Parabolic Reflector 

Reflector Diameter 2m 
Beam Width 1.25° 
Gain 41 dB 

TRANSMITTER Magnetron 
Power 200 kW peak, 140 Wave. 
Pulse width (short - long) 0.5 us - 3 |j.s 
Pulse Repetition Frequency 1200 Hz (s.p.)- 240 Hz (l.p.) 
Operating Frequency 9345-9405 MHz (9375 nom.) 

RECEIVER Logarithmic 

Tab. 1 Meteor 200 specifications. 

THE   DSP BOARD 

A new digital radar acquisition has been designed 
employing a PC430F board based on the DSP floating 
point device TMS 320 C30. The DSP device TMS 320 C 
30 is a 32 bits device at a clock frequency of 32 MHz. C- 
language compiler, debugger tools and library allow an 
easy programming. It has a 12 bit A/D converter on the 
chip. 

The main components of the PC430-F card are shown 
in Fig. 1. 

As input signals the circuit board accepts: 
1) the analog radar signal (analog input channel in Fig. 1); 
2) external  clock (max. 10 MHz); 
3) external trigger (radar PRF). 

The analog input is converted in digital format by the 
12 bit A/D converter. The sampling frequency and the 
acquisition mode are adjusted setting the 82C54 timers. 

The board is employed to achieve simultaneously: 
• the A/D conversion; 
• the pulse integration; 
• the radar signal processing (estimate of the reflectivity 

on log or linear scale); 
• the registration of the reflectivity matrix on the Personal 

Computer (PC) (hard disk, RAM). 
Simultaneous operations are possible using a double 

buffer; in this way, while the first buffer is filled with 
samples coming from the FIFO (4 Kword), the second 
sends data to the processing routine. After processing data 
are sent to the PC. 
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The instruction cycle time is 60 ns (i.e. 16.6 MIPS that 
can be extended to 33 MIPS by parallel operation). The 
RAM has 2 Kword on chip, the ROM, 4Kword. 

A shared memory called Dual Port RAM, DPR, with 
dimension 128Kword is the interface between the board 
and the Personal Computer. 

A memory expansion (8 Kword), faster than DPR 
stores the samples of the acquisited signals and the "look 
up table" allowing linearization of the receiver 
characteristics, as explained later. 

The functions are implemented as follows: 
• acquisition and processing of radar signals by means of 

a software running on the PC430-F board and 
compiled by the C-compiler C30 and the assembly 
compiler ASM30. 

• Storage of the data matrix containing the estimate of 
the radar reflectivity factor for each resolution cell by a 
software running on the Personal Computer and 
compiled by the Visual C/C++ , using the HSA RTL 
library. 
In such a way an efficient parallel operation has been 

achieved. 

SIGNAL PROCESSING 

Purpose of signal processing is to estimate the radar 
reflectivity for each resolution cell, with azimuthal 
integration to reduce the variance of the estimate. The 
processing functions, shown in Fig. 2, are described in the 
following. 

The radar echo, with power PdBm,in, is the input to the 
logarithmic receiver, whose output voltage, Vout, has a 
dynamic range from 0 to 2.5 V. The A/D converter on the 
board has an input dynamics of 10 V (-5, +5 V or 0, 10 
V). In order to avoid a video amplifier, a reduction of the 
accuracy of the digital representation of signals has been 
accepted with an operation equivalent to a 10 bit 
converter, in which the maximum output of the radar (i.e., 
2.5 V) corresponds to the digital value 1024. 

The characteristics of the logarithmic receiver is well 
approximated by a straight segment in the plane: input 
power (dBm) - output voltage (V), -110 dBm 
corresponding to 0 V and - 30 dBm corresponding to 2.5 
V. 

After A/D conversion, processing continues in parallel, 
i.e. on the digitized signal samples and on the same 
samples linearized by means of a look up table written in 
the fast expanded memory to avoid further charge of the 
CPU of the board. The comparison between reflectivity 
estimated in linear scale and in logarithmic scale can give 
information about the type of radar target. 

The ensuing phase of the processing ( Processing 1 of 
Fig. 2 ) is the azimuthal integration to reduce the variance 
of the estimate. The number of integrated pulses, K, is a 
system parameter (note that the antenna of METEOR 200 
rotates at 1, 2, ... 5 RPM corresponding to 250, 125,... 50 
pulses in the beam in the short pulse mode and 50, 
25,... 10 pulses in the long pulse mode). 

The final processing (Processing 2 of Fig. 2) uses the 
weather radar equation to evaluate the radar reflectivity 
factor Z, both in logarithmic and in linear scale; in the 
logarithmic scale, the bias due to the logarithmic law 
before averaging is corrected by subtraction of a fixed 
quantity. 

The equation implemented to determine the reflectivity 
factor (dBZ) is the following: 

ZdBz = -104.5783 + 201og(RKm) + 0.078125 • Pnum,dBm 

where RK™ is the distance (in Km) of the resolution cell 

under examination and Pmm.dBm is the average power in 
dBm after the integration of pulses. 

ANALYSIS OF THE RESULTS 

Before using the PC 430-F board connected to a radar 
system it is necessary to test the acquisition and all other 
functional blocks; this test is done sending known signals 
(as close as possible to the rain echo) to the board and 
subsequently analyzing the output by debugger tools. 

A suitable signal generation system, based on another 
Personal Computer with the AT-MIO 16E card, supplies 
the relevant test input. The LabWindows-CVI software 
supplies a graphic interface to allow the user to change the 
parameters of the generated signals, i.e. trigger, clock, 
number of integrated pulses K, output rate, dimension of 
the radar cell, characteristics of the receiver. 

The following types of test have been done: 
• Performance analysis and optimization. The aim is to 

find the parameters of the acquisition and processing 
software that guarantee the best performance of the 
board in the various operating conditions of the radar. 
Moreover, to find the most critical functions of the 
software, i.e. the ones calling for more CPU time, and to 
optimize them. 

• Acquisition and processing tests. The aim is to check 
that acquisition and processing are done correctly. To 
this end, the following trials have been done 

- processing of a deterministic signal with known 
amplitude and repetition frequency (sawtooth and others); 

- processing of a Rayleigh-distributed random signal 
and comparison of its statistics with the theoretical ones; 

- comparison between the processing performed by the 
PC 430F board and the processing performed by the 
Personal Computer with the same input data. 

A sample result is shown in Figs. 3 and 4. A rain echo 
(i.e. a Rayleigh-distributed signal), with constant intensity 
equal to 20 dBZ, has been generated by means of the AT- 
MIO 16E (LabWindows/CVT) board. The simulated echo 
power at the input of the radar receiver is proportional to 
1/r2 (r being the distance). 

After the simulation of the whole reception and 
processing chain described in Fig. 2, an estimate of the 
reflectivity (both in linear and in logarithmic scale) is 
obtained. Statistical analysis (with computation of mean 
value and of standard deviation) of data show good 
agreement with the theoretical values. 
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Fig. 3 Estimate of the reflectivity by the PC430F board 
(Z=20 dBz).for a signal generated by the AT-MIO 16E 
board, log scale. 
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Fig. 4 Estimate of the reflectivity by the PC430F board 
(Z=100 mm6 m"3) for a signal generated by the AT- 
MIO 16E board, linear scale. 
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ABSTRACT 

Normalized difference vegetation index (NDVI) has been a 
common tool for the studies of vegetation vigor and 
multitemporal land cover changes. While it can reflect 
these on a per-pixel basis, aggregating NDVI on planning 
units allow us to study environmental quality and changes 
in terms of the amount and condition of vegetation and 
green space in a city. In this study, NDVI images were 
extracted from multitemporal SPOT images from 1987 to 
1995 in Hong Kong. NDVI mean values were aggregated 
at the tertiary planning unit (TPU) level and studied. They 
are highly associated with high NDVI features such as 
woodland and high scrub. They have a high correlation 
with crowdedness within the city. TPU of constant increase 
and decrease in NDVI mean values reveal the effect of new 
landscape design and the pressure of urban encroachment 
respectively. 

INTRODUCTION 

Rapid economic development and urban expansion has 
brought prosperity to the metropolitan city of Hong Kong 
in the last three decades. Yet, there has been critical 
concern about her environmental quality due to pressure 
exerted by the increases in population, vehicles, urban land 
conversion and inevitably increases in sewage, waste and 
air pollutants. The Royal Observatory has reported a 
decreasing visibility in the last 30 years. The 
Environmental Protection Department of the Government 
is also closely monitoring the quality of air and water. Most 
of these data, however, are based on point stations scattered 
in the territories of Hong Kong. It is difficult to capture an 
entire image of the environment. Undoubtedly, remote 
sensing data can alleviate this problem. 

Most satellite remote sensors acquire spectral data in the 
visible and near infrared bands. There has been many 
studies in the application of these data in the modelling and 
monitoring of water quality and aerosal content in the air. 
In cities built with concrete and asphalt, an important 
component   in   assessing   environmental   quality   is   the 

amount and quality of green space. Remote sensing 
imagery, e.g. color infrared air photographs has long been 
used to study housing quality and differentiate housing 
types [1]. Most cities evolve through encroaching on the 
surrounding rural areas. How these rural green areas 
change and the rate at which they reduce in time are 
important information for urban planning and management. 
On the other hand, the provision of a substantial area of 
green space is essential to the livelihood within the city. 

Vegetation indices derived from satellite imagery have 
been used in studying canopy characteristics such as 
biomass, leaf area index, productivity and vegetative land 
cover [2]. In this paper, normalized difference vegetation 
index (NDVI) derived from SPOT HRV data is used to 
study the rapidly changing environment of Hong Kong. It 
also attempts to explore the possibility of using 
multitemporal NDVI data aggregated at tertiary planning 
unit (TPU) level as an indicator of environmental quality 
with particular reference to the amount and condition of 
vegetation. 

DATA AND METHODOLOGY 

Four SPOT HRV multispectral data acquired on 
01/14/1987, 12/21/1991, 12/16/1993 and 02/05/1995 were 
available for the study. All images were acquired during 
the dry season. They were geometrically corrected with 
reference to the Hong Kong metric grid system. Digitized 
topographic map sheets at 1:20,000 scale from the 
Government Land Information Centre was available for the 
selection of ground control points. All images were 
resampled at 20m X 20m spatial resolution. The entire 
image dimension was 3000 X 2400 pixels. For temporal 
analysis, the images were radiometrically adjusted using a 
relative calibration method [3]. Since the 1993 image had 
the smallest incidence angle and the best quality, it was 
chosen as the reference image. A total of 19 points 
representing scene-invariant dark and bright objects such as 
concrete playground in parks, beaches, airport runway were 
chosen for deriving the regression models. NDVI for 
individual images were then derived in real format. 
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CONVENTIONAL CHANGE DETECTION ANALYSIS 

Most land cover change detection analyses are operated on 
a per-pixel basis. Through comparing the magnitude and 
direction of changes in digital numbers, change detection 
techniques are able to highlight areas of change or identify 
the nature of change by yielding a from-to matrix via 
image classification. In this paper, two conventional 
change detection techniques were also applied. 

(1) Image differencing 

Image differencing is the simplest and effective change 
detection techniques in detecting changes from images. 
Three differenced images were produced for the analysis: 

DIF9593=NDVI95-NDVI93 

DIF9391 = NDVI93 - NDVI91 

DIF9187 = NDVI9, - NDVI87 

(Fig.l) 

(2) Principal components analysis (PCA) 

Principal components analysis is also commonly used for 
change detection. Applying the linear transformation to a 
merged multitemporal data, minor PCs are able to identify 
areas of changes. In this study, the 4 NDVI images were 
subject to a PCA. Table 1 illustrates the eigenstructure of 
the PCs. 

Table 1 Eigenstructure of Principal Components 

PCI PC2 PC3 PC4 

NDVI95 0.4525 -0.3798 -0.5096 -0.6257 
NDVI93 0.4708 -0.2963 -0.3086 0.7716 
NDVI91 0.5199 -0.2807 0.7999 -0.1051 
NDVI87 0.5508 0.8302 -0.0728 -0.0464 
eigenvalue 5448.85 90.66 68.45 36.81 
% var 73.82 9.52 8.27 6.07 

These change detection images are effective in locating 
areas of changes which incur a significant change in the 
NDVI values. For the differenced images, a white tone 
identifies areas of increase in NDVI e.g. reclamation, 
vegetation regrowth after hill fire, whilst a dark tone 
reveals the reversed pattern e.g. reduction in vegetation 
amount due to land conversion or hill fire. Differenced 
images of different periods reflect the extent of reclamation 
and land conversion for urban expansion of those 
corresponding periods. For the PCs, similar information is 
extracted. PC2 highlights changes between 1987 and the 
1990s. PC3 locates changes between 1991 and 1993/95 
whilst PC4 reveals more recent changes between 1993 and 
1995. 

It can be shown that conventional change detection 
techniques are effective in identifying salient changes 
which involves substantial changes in NDVI values and 
extensive areas. Nevertheless, the study of changing 
environmental quality in terms of the amount and condition 
of vegetation may involve changes which are subtle and 
less abrupt. 
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Fig.l DIF9593 Image: white and dark tones show areas of 
land cover changes 

NDVI at TERTIARY PLANNING UNIT 

The mean values of NDVI within each TPU was computed 
from images of different years. Basically, the resultant 
image expresses NDVI at an aggregate level. TPU with 
luxuriant features of high NDVI values such as woodland 
should have a a high mean value. In old urban areas where 
vegetation is scarce and thus low NDVI values, the mean 
value is low. 

In order to examine the relationship between the NDVI 
mean values and land covers, an ecological database 
published by the World Wide Fund for Nature in 1993 [4] 
was used to study with the 1991 NDVI mean values. This 
ecological database was produced based on air photo 
interpretation with 16 land cover classes. The proportion of 
each land cover was yielded for each TPU. A stepwise 
multiple regression model was established for the 1991 
NDVI mean values as follows: 

NDVITPU91    =0.1726 + 0.0046 high scrub 
+ 0.0018 high scrub/grass 
+ 0.0031 woodland 
+ 0.0034 plantation 
- 0.0025 water 
- 0.0036 high density urban 
- 0.0082 barren land 
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The r is 0.9115. This model proved that the NDVI mean 
values at TPU level is highly and positively associated with 
high NDVI vegetative features in particular high scrub and 
woodland whilst other low NDVI vegetative features such 
as grass and low scrub are not significant. 

The NDVI mean data was also studied in terms of its 
relationship with social areas. Based on the 1991 
population census, 24 demographic, social and economic 
variables were extracted for a factor analysis. Seven factors 
were extracted and labelled as: 1. purchasing power; 2. 
working population; 3. household size; 4. elderly 
population; 5. crowdedness; 6. young family and 7. home 
ownership. A simple correlation analysis among these 
factors and the 1991 NDVI mean data shows that most 
factors have a low correlation except Factor 5 crowdedness 
which r is -0.6314 (significant at 0.05). Primarily, old and 
highly densed urban areas are more crowded where less 
vegetation is found. This result shows that the NDVI mean 
data can be an important indicator for the study of social 
area as well. 

Lastly, to study the changing environment, the four NDVI 
mean data were compared. Undoubtedly, the NDVI mean 
values of many TPU fluctuates between years. It is 
however important to identify those TPU where there had 
been a constant trend of increase or decrease in the NDVI 
mean values. Fig.2 illustrates these two groups of TPU. 
Unlike the conventional change detection analysis, 
aggregating NDVI at TPU level reveals that areas of 
constant increase in NDVI mean values scattered within the 
old urban areas. These areas more or less reflect the urban 
renewal effect under which new housing estates were 
constructed with an improved landscape design and more 
green vegetation planted. In contrast, many TPU in the 
New Territories experienced a constant decrease in NDVI 
mean values which are mostly rural areas undergone urban 
land conversion and highway construction. 

CONCLUSION 

Conventional change detection techniques are able to 
highlight the exact location of land cover changes based on 
NDVI images. Aggregating NDVI data to planning units 
allow integrated studies with census and other 
socioeconomic data. In this study, it reveals the impact of 
urban land development on rural area as well as the effect 
of improved landscaping in existing urban area which are 
not effectively discerned in conventional change detection 
analysis. 

Fig.2 Changes in NDVI mean values: black indicates areas 
of constant increase; shaded pattern indicates areas of 
constant decrease. 
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Abstract - Urban planning using data fusion of 
different satellite and aerial photo images can be 
very useful. However, multisource data fusion 
requires geometric and radiometric processing, 
adapted to the nature and characteristics of the 
data. In this way the best information available 
from each image is preserved in the composite 
image. With the increased resolution of satellite 
and aerial photo images (5m and less), the off- 
nadir viewing angle of the satellite sensor 
(greater than 20 degrees), and the multi-source 
data available (such as SPOT, RADARSAT, and 
IRS), a general and accurate photogrammetric 
method which can deal with different satellite 
images and an accurate photogrammetric method 
for aerial photos are needed. For satellite 
images, a rigorous method developed at the 
Canada Centre for Remote Sensing (CCRS), 
Natural Resources Canada, which takes into 
account the nature of the data can be used. For 
aerial photos, the method of space resection by 
collinearity can be used. This paper will 
presents data fusion results using SPOT, 
RADARSAT, IRS satellite images and an aerial 
photo. The results are sharp and precise, which 
enables a better and easier interpretation for 
urban planning. 

INTRODUCTION 

The improvement in the speed and 
affordability of computers, the increased 
resolution of scanned aerial photos and satellite 
images, and the integration of cartographic 
features with GIS data (raster and vector) have 
revolutionized the process of topographic 
mapping. A growing number of applications 
require the co-registration and fusion of different 
satellite images and/or aerial photos with maps. 
This requires geometrically corrected images, 
accurately registered to a common reference 
system   and  pixel   spacing.      Therefore,  the 

knowledge about the viewing geometry and the 
DEM is required. The correction process is 
called orthorectification, and the resulting 
image-based map is the orthoimage. Because 
they are planimetrically correct, orthoimages can 
be used as maps for direct measurements of 
distances, angles, positions, and areas without 
the necessity of corrections for image or terrain 
induced distortions. The combined orthoimages 
together with ground truth information can 
significantly improve data extraction and 
collection in areas such as urban planning. 

Urban planning using digital aerial photos has 
become very popular in the past several years. 
The biggest obstacle with satellite images for 
urban planning was the resolution. The highest 
resolution commercial satellite available was 
SPOT (10m panchromatic). However, in the 
past several years, new satellites with higher 
resolution were launched. For example, the 
IRS-1C satellite with 5.8m panchromatic 
resolution, and the RADARSAT satellite with 8- 
9m resolution in fine beam mode. In addition, 
satellites with higher resolution (such as the 
EarlyBird satellites with 3m and lm resolution) 
will be launched in future. With the high 
resolution satellites available, it is now possible 
to use satellite images for urban planning. 

There are several advantages to creating 
orthoimages using satellite images for urban 
planning: (1) a satellite image covers a much 
bigger area in comparing to an aerial photo. 
Hence, less costs and less ground control points 
(GCPs) are needed, and (2) for areas which are 
always covered with clouds, the use of SAR 
imagery (which penetrates through clouds) can 
eliminate this problem. 
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In order to create accurate orthoimages from 
satellite or aerial photos, several factors have to 
be considered: (1) the accuracy of the geometric 
modelling relating the uncorrected image 
coordinate to the ground reference; (2) the 
accuracy of the ground control points; and (3) 
the availability of the DEM and its quality. This 
paper mainly focuses on the geometric 
modelling of satellite and aerial photo images. 

GEOMETRIC MODELLING 

For scanned airphotos, space resection by 
collinearity is the preferred method of determining 
the parameters of exterior orientation. This is a 
purely numerical method that simultaneously 
yields six independent parameters expressing the 
space position and angular orientation of a tilted 
aerial photo. To utilize this method, the calibrated 
focal length of the camera lens and a minimum of 
three GCPs with X, Y, and Z ground coordinates 
must be known. This method permits the use of a 
redundant number of GCPs; hence, least squares 
computational techniques can be used to 
determine most probable values for the six 
parameters. In addition, the method can be 
extended to multiple blocks of photos by using a 
simultaneous bundle adjustment method. Details 
of the collinearity method can be found in [1]. 

For satellite images, the collinearity condition 
used is based on principles related to 
photogrammetry, orbitography, geodesy and 
cartography developed at CCRS [3]. This model 
is based on the collinearity method which reflects 
the physical reality of the complete viewing 
geometry and reflects the following distortions 
that may occur during image formation: 

1. distortions due to the platform (position, 
velocity, and orientation); 

2. distortions due to the sensor (orientation, 
integration time, and field of view); 

3. distortions due to the Earth (geoid, ellipsoid, 
and relief); and 

4. distortions due to the cartographic 
projection (ellipsoid, and cartographic 
reference) 

The greatest advantage of this satellite 
modelling method is that it has been applied to 
VIR data (Landsat, SPOT, IRS, MOS), as well as 
SAR satellite data (ERS, JERS-1, SIR-C and 
RADARSAT) and can easily be modified to 

support other satellite and airborne sensors. The 
model adjusts simultaneously if more than one 
input image is used, which improves the relative 
accuracy of the positioning of superimposed 
images. Based on good quality GCP coordinates, 
the accuracy of this modelling was proven to be 
one-third of a pixel for VIR satellite images and 
one resolution cell for SAR images. The 
algorithm has been tested at the CCRS and 
Canada Centre for Topographic Information and 
meets the specifications of Canada's National 
Topographic Database to update digital 
topographic data at 1:50000 scale using SPOT 
panchromatic data. More details of the method 
can be found in [2,3]. 

Both aerial photo and satellite geometric 
modelling methods have been implemented into 
PCI's OrthoEngine photogrammetric and satellite 
edition software packages. The packages include 
data input, GCP collection, geometric model 
calculation, orthoimage generation, and 
mosaicking. In addition, the packages can be 
executed on most workstations and personal 
computers. 

TEST IMAGES 

To test the method using satellite images and 
aerial photo, four different satellite images and 
one aerial photo of Irvine, California were used. 
• a raw panchromatic SPOT-HRV (10.0m 

resolution) 
• an orbit-oriented IRS-1C (5.8m resolution 

resampled to 5.0m pixel spacing) 
• a georeferenced RADARSAT fine beam 

(9.0m resolution resampled to 6.25m pixel 
spacing) 

• a 1:60000 scale aerial photo scanned at 300 
dots per inch (5.0m pixel spacing) 

PCI's OrthoEngine packages were used to 
test the method. Ten GCPs and seven 
independent check points (ICPs) were collected 
from each image using USGS 1:24,000 scale 
maps. The ICPs were collected inside the area 
bounded by the GCPs and were not used in 
determining the geometric model and its 
parameters. 
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RESULTS 

Table 1 shows a summary of the results using 
the GCPs and ICPs. The RMS residuals of the 
GCPs are within 1 pixel and the RMS errors of 
the ICPs are within 1 to 2 pixels. It should be 
noted that in this test the accuracy of the 
geometric modelling is limited by the accuracy 
of the GCPs obtained from the maps. The good 
results reflect the advantage of using the 
photogrammetric method which globally 
corrects the entire image and takes into 
consideration the distortions due to relief. With 
the accuracy of the results, it is possible to 
perform data fusion of different satellite image 
and aerial photos for urban planning with 
accuracy of about 5m. 

CONCLUSIONS 

It has been shown that data fusion using 
photogrammetric methods for satellite images 
and aerial photos can produce accurate results. 
To create orthoimages for data fusion, the model 
developed at CCRS can be used for different 
satellite images, and the space resection by 
collinearity method can be used for aerial 
photos. With the high resolution and accuracy 
of the orthoimages, the results can be used in 
areas such as urban planning. 
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Table 1: Geometric modelling results using ground control points (GCPs) and independent check points 
(ICPs) with photogrammetric methods for different satellite images and aerial photo. 

Image Aerial Photo IRS SPOT RADARSAT 

GCP RMS Residual (m) 
MAX Residual(m) 

ICP RMS Error (m) 
MAX Error(m) 

2.9      4.5 
-0.2      7.6 

6.6     6.5 
4.4    -8.8 

1.7      4.2 
-2.6     8.1 

8,4    5.0 
6.0   -9.3 

4.6 3.4 
8.1     2.1 

6.7 7.4 
5.4     7.9 

3.2      3.0 
6.5       1.7 

5.2     6.6 
-6.0     9.9 
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Abstract ~ A software package was developed for the 
purpose of monitoring the urban environment. It was tested 
in the entire urban area of Shanghai using TM and SPOT 
pan data. The water areas, houses, skyscrapers and green 
areas in the city were extracted. The TM and SPOT pan data 
were merged through different methods and compared. The 
accuracy of the extracted water areas is over 95% and that of 
the recognized skyscrapers is over 90%. The user accuracy 
of the extracted houses was increased by 30% and that of 
green areas by 11% . 

INTRODUCTION 

Satellite remote sensing is used world wide for the 
observation of the macroscopic environment of the earth 
providing continuous and actual information in a cost and 
time saving method. Despite numerous attempts satellite 
image data have unfortunately not been successfully applied 
to the detailed observation such as monitoring of the urban 
environment and its changes. The reasons for it are: 
• The objects in urban areas are very complicated and they 

are shown more through their structures than through 
their spectral reflection properties. 

• The spatial resolution of satellite image data is currently 
too crude to interpret the urban relationships. 

• The digital classification of spatial features is still a 
difficult problem to solve [1, 2]. This has made the 
application of satellite remote sensing for use in urban 
investigation more or less impossible. 

Without current data of the urban environment situation an 
environment-friendly urban planning is hardly possible. 
Satellite remote sensing has displayed tremendous potential 
to obtain these data, especially as far as it is concerned that 
satellite data with up to 1 m spatial resolution are going to be 
available in the near future [2, 3]. The problem is just that 
the digital classification of spatial features need to be 
improved [4]. For this purpose a specific software package 
has been developed in this project, which consists of several 
digital processes such as merging of multisensor data, 
spectral analysis, texture analysis, segmentation and pattern 
recognition for the purpose of classifying objects according 
to their spatial features. 

This software package is compatible with the program 
ERDAS-IMAGINE. By combining the two programs a 
suitable   information   system   for   monitoring   the   urban 

environment has been developed. 
The developed software package was tested in the entire 

urban area of Shanghai, China, (about 30 km x 30 km) using 
Landsat TM data and SPOT pan data as source data. 

EXAMPLES OF THE SPECIFIC FUNCTIONS OF THIS 
SOFTWARE PACKAGE 

Completion of water areas 
In most cases water areas in urban regions cannot be 
completely extracted through multispectral classification. 
This is due to: (1) Many areas (e.g. shadows, dark roofs, 
damp places) display similar spectral features as water on the 
images, no matter which band combination is used; (2) Rivers 
in a city are frequently not broad enough, consequently not 
all the pixels of the rivers clearly display the spectral feature 
of water. Fig. 1 shows the result of the multispectral classifi- 
cation of TM data. It is obvious that: (1) Many housing areas 

Fig.l: Result of the multispectral classification (section) 

Fig.2 The completed water areas (section) 
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were wrongly classified as water; (2) The small river was not 
continuously extracted; (3) In the big river there are false 
islands due to some ships being there. By using this software 
the water areas were completed (Fig.2): (1) The areas 
wrongly extracted as water were eliminated and the genuine 
water areas (ponds) remained; (2) The small broken river 
was linked together; (3) The false islands in the big river 
disappeared. 

Separation of noises from houses 
At the same time as buildings were extracted through the 

multispectral classification of the merged TM and SPOT pan 
image, numerous noises were also extracted, because both of 
them display similar spectral reflection (Fig.3). Through an 
additional processing with texture analysis the noises were 
separated from the buildings (Fig.4). 

merged through IHS method seems to be more suitable for 
the purpose of image mapping. 

Fig.3: Result of the multispectral classification (section) 

Fig.4: Result after additional processing (section) 

Methods for merging of multisensor images 
A well merged satellite image of TM and SPOT pan brings 

tremendous information for the observation of the urban 
environment. Besides the most frequently used IHS merging 
method, this software package also contains three other 
merging methods for different investigative purposes. They 
are PCS method (Principal Component Substitution), RVS 
method (Regression Variable Substitution) and SVR method 
(Synthetic Variable Ratio). The comparison of the merged 
images (Fig.5) shows that the color of the image merged 
through SVR method is the closest to that of the original TM 
image and their spatial resolution is not lower than the 
images  merged  through  other methods.   But the  image 

Fig.5: Images merged through different methods (section) 
(a) TM image, (b) IHS image, (c) SVR image, (d) PCS image 

Improvement of green areas 
There is usually a problem that the extracted green areas in 

a city are larger than they actually are through multispectral 
classification. This is especially problematic in the 
classification of street green, because in this case the part of 
mixed pixels is especially large. With a suitable operation 
through the new software the accuracy of the result can be 
increased (Fig.6). 

rig.6: City green ot Shanghai (section) 

Recognition of skyscrapers 
This software package also contains a method of skyscraper 

recognition, which can extract most of the skyscrapers in the 
city from SPOT pan image (Fig.7). 
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Fis fhe extracted skyscrapers (red) (section) 

Change detection of urban development 
Through logical combination of the special functions of 

this software package various uses for the monitoring of 
urban environment can be developed. One of the uses is, for 
example, the change detection of urban development (Fig.8). 
The result is much more detailed than the normal change 
detection through multispectral classification. 

Fig.8: Dynamic state of building development (section). 
The brightest parts are buildings (yellow) and infrastructures 
(white) from 1982 to 1989. Other buildings were built before 
1982. 

ACCURACY ASSESSMENT 

Accuracy assessments were carried out for all the results 
before and after the accuracy improvement. 

After the completion of water areas, rivers with breaks till 
12 pixel long were linked together and the largest deviation 
is one pixel. All noises in the large water areas were 
eliminated. All the 19 multispectrally classified ponds in the 
city remain. Only one small noise area was wrongly kept as 
pond, while thousand of noise areas were eliminated. The 
accuracy of pond extraction is 95%. 

In the accuracy assessment of house extraction, 400 
random points in each of three areas with 400x600 pixels 
were assessed. The average user accuracy of the extracted 

houses has climbed from 58,78% to 86,09% after the 
improvement, and the average Kappa statistic was increased 
from 0,5423 to 0,8519. Both were increased by 30%. 

5 aerial photos were used for the accuracy assessment of the 
green areas. The average user accuracy of the extracted green 
areas was increased from 51,4% to 62,4%. The improvement 
is more than 10%. 

Visual check on aerial photos and merged TM-SPOT 
images shows that over 90% skyscrapers extracted through 
the automated recognition are correct. Only in some special 
cases other objects can be wrongly recognized as skyscrapers. 

CONCLUSION 

It is obvious that the accuracy of the results in this study is 
still not high enough for a detailed urban investigation and for 
large-scale GIS applications. Nevertheless, the results of this 
study are very useful for a rapid estimation of urban 
environment situation and city development, especially for 
the metropolitan cities of developing countries. 

It can be expected that such methods will have a bright 
future because satellite data with up to 1 m spatial resolution 
are going to be available soon. With the new very-high- 
resolution satellite data it should be possible that by using the 
methods of this study even more urban environment 
information can be automatically extracted and the extraction 
accuracy considerably increased. 
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Abstract -The north-east (NE) monsoon which occurs every 
year from November to February is a cyclical wave-like air 
mass that blows from the Asian continent to Indian Ocean, 
South East Asia and Australia. The cold winter in the Asian 
continent create a high pressure area and concurrently, hot 
southern hemisphere summer over most part of Australia 
constitute to a relatively low pressure area. This causes the 
cold and strong wind to blow from the north-east direction of 
Asian continent to low pressure region. Our region is affected 
by the monsoon in many ways, such as drought, floods etc.. 
Traditionally, there are very little observation, especially in 
the open ocean, so we need to use remote sensing satellites 
such as the European Remote Sensing Satellite (ERS) which 
equipped with a wind scatterometer to detect wind velocity 
over the ocean. Scatterometry measurements provides near 
surface wind information which is important for safe routing 
of ships, design of off-shore platforms and coastal defences 
[2], Data from 1st February 1996 to 14th February 1996 were 
collected. With the use of PV-WAVE software, we generated 
visual displays of the wind condition from the scatterometer 
data. By analysing the visual displays we were able to 
observe general wind field changes during one surge event of 
the north-east monsoon. 

INTRODUCTION 

The objective of this project is to investigate the 
characteristics of the north-east monsoon winds using 
scatterometer data. Monsoon winds are well-developed over 
Asia and its direction is reversed completely from one season 
to another. Monsoon occur in the sub-tropics, especially 
where land masses form roughly East-West coastlines. They 
are not single, aberrant storms, like hurricanes, but cyclical 
wave-like air masses that move into the Asian continent from 
the sea during the northern-hemisphere summer and flow 
back to the sea in winter. 

The scatterometer is a device mounted on some remote 
sensing satellites used to measure sea surface winds and their 

direction. Knowledge of wave and wind conditions is 
important for activities such as safe routing of ships and 
design of off-shore platforms and coastal defences. 

THE NORTH-EAST MONSOON 

The word monsoon is originated from the Arabic word 
"mausim" which literally means season. Monsoon is most 
often applied to the seasonal reversals of wind direction 
along the shores of the Indian ocean, especially in the 
Arabian Sea, that blow from the south-west during one half 
of the year and from the north-east during the other. 

Rapid heating in the hot summer (July) over most parts of 
India creates a low pressure area. In the southern hemisphere, 
the winter season creates a high pressure area over the 
continent of Australia. The winds therefore blow from the 
Australian high pressure across the equator to the Asian low 
pressure. In Australia, it blows out as the south-east 
monsoon. As it crosses the equator, it is deflected to the right 
and reaches India and South-East Asia as the south-west 
monsoon and crosses Japan and China as the south-east 
monsoon. Rapid cooling in the cold winter (December) over 
most parts of India and Central Asia creates a high pressure 
area. While in the southern hemisphere, the summer season 
creates a low pressure area over the continent of Australia. 
The winds are now reversed and blow from the Asian high 
pressure to the Australian low pressure. In Asia, it blows out 
as the north-east monsoon. As it crosses the equator, it is 
deflected to the left and reaches Australia as the north-west 
monsoon [3]. 

The north-east monsoon is important to South-East Asia 
countries located south of about 10°N because it brings about 
50% of the annual rain of these countries [1]. The people of 
these countries depend heavily on the monsoon rains for 
agriculture and many other activities. There are three driving 
mechanisms of monsoons [1]:- 
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(1) The differential heating of the land and ocean and the 
resulting pressure gradient that drives the winds from high 
pressure to low pressure. 
(2) The swirl introduced to the winds by the rotation of the 
earth. 
(3) Moist processes that determine the strength, vigour, and 
location of the major monsoon precipitation by storing, 
redistributing, and selectively releasing, in the vicinity of the 
heated continents, the solar energy arriving over most of the 
tropics and subtropics. 

MEASUREMENT OF THE WIND VECTOR 

The scatterometer on ERS is used to estimate the wind 
speed and direction over a 500km swath, with a 50km 
resolution, over a 25km grid. It has three antennae which 
generate radar beams looking 45° forward, sideways and 45° 
backward with respect to the satellite's flight path. By 
analysing the backscatter from its three antennae, the satellite 
is able to deduce the wind velocity. The backscatter is mainly 
due to the reflections caused by surface roughness. If the 
viewing surface is smooth, the sensor receives virtually no 
return. In order for the satellite to deduce the wind speed and 
wind direction, the information form the backscatter is input 
into a complex mathematical model which then calculates the 
relative wind speed and wind direction of the area. 

One of the most obvious use of this information is in the 
meteorological analysis of the weather. Some natural 
phenomenon such as cyclones and hurricanes may be 
impossible to analyse using the "traditional techniques", but 
with the help of remote sensing satellites, such spectacular 
wonders of nature can now be analysed. Such analysis may 
provide a way for us to predict which areas may be affected 
by such hazards and planned for emergency procedures 
during such a crisis. The data is also incorporated in 
mathematical models to improve their accuracy. Although 
the scatterometer was mainly used for measuring open ocean 
winds on large scales, it has been found to give useful data in 
coastal and enclosed sea areas. 

INTERPRETATION OF SCATTEROMETER DATA 

The interpretation was done around the South-East Asia 
region as that is our 'home' area. Our visual displays are 
based on a longitude of 25 °S to 25 °N and a latitude of 80°E 
to 140°E. Data from 1st February to 14th February 1996 was 
used in the analysis. With the use of PV-WAVE software we 
generated visual display of the wind conditions from the 
scatterometer data. By analysing the visual displays we were 
able to observe general wind field changes during one surge 
event, which is a sudden increase in the wind velocity. At the 
beginning of the surge, the wind in the South China Sea 

began to grow in magnitude from less than 5m/s on the 5th 
February 1996, to 12m/s on the 9th. The wind speed 
decreases back to 5m/s on the 13th. This observation is 
supported by comparing with the weather records from the 
Meteorological Service of Singapore. 

The coloured band on the visual displays represents the 
path of the satellite. Unfortunately, the black and white print- 
out of this paper does not reflect the colour differences. The 
different colours represent different wind speed. The hot 
colours represent higher wind speed while the cool colours 
represent low wind speed. Below are the visual displays we 
generated representing the event of the cold surge. 

120" 140°E 

"SITE 1IKT   _ TOT UU°b 

Fig 1: 5th February 1996 - Beginning of the cold surge. 

80DE 100° 120° 140°E 

0°S 
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Fig 2: 9th February 1996 - Peak wind velocity during the 
surge. 
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Fig 3: 13th February 1996 - End of the cold surge. 

In the course of our analysis, we also found the occurrence 
of a tropical cyclone (centred at 117°E, 18°S) near the north- 
west coast of Australia. The wind distribution of the cyclone 
is resolved clearly by the wind scatterometer data as high 
resolution (25km) wind vectors are provided. The cyclone is 
clockwise. Maximum wind speed of more than 20m/s is 
observed at the centre and decreases outwards to about 10m/s 
where the ambient wind is about 5m/s. Fig 4 shows the 
location of the cyclone. Fig 5 which focus on the cyclone, 
shows the direction of the wind turning clockwise and the 
highest wind speed in the centre (yellow region, arrow point) 
and gradually decreasing outwards. 
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Fig 5: Clockwise cyclone with high wind speed at the centre. 

CONCLUSION 

We have shown the application of the wind scatterometer 
on board the ERS, in observing the monsoon winds. It gives 
us a better understanding of the wind field conditions during 
monsoon. We would be able to detect the temporal changes 
of the wind speed during a cold surges. We would be able to 
see the formation and movement of tropical cyclones as the 
wind scatterometer data has a resolution of 25km. 
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Abstract -- The objective of this project is to create a 
compilation of educational resources in remote sensing 
accessible through the World-Wide Web (WWW). This 
compilation will be useful to anyone interested in learning 
about remote sensing. Educators might also find it useful as a 
place to locate useful resources for teaching courses in 
remote sensing. The remote sensing web resources were 
organized into several categories in our web pages. These 
categories include (1) Remote Sensing Missions, (2) Remote 
Sensing Applications, (3) Notes on Remote Sensing and (3) 
Interesting Images. We hope to provide a one-stop web page 
for accessing educational resources in remote sensing on the 
world wide web. 

INTRODUCTION 

Many Remote Sensing web sites have been created by 
Remote Sensing institutions such as NASA, ERS etc. but not 
many sites contain information suitable for beginners. The 
information contained in the sites is not categorized. Many 
new users are likely to be overshelmed by the large amount 
of available information and confused by the way the 
information is presented. By compiling and categorizing 
these web sites, they can be made easy for beginners. 
Teachers can make used of them as teaching aids. The 
Remote Sensing topics can be made interesting for those who 
are new in the area of Remote Sensing. A comprehensive 
web page is therefore needed so that information about 
Remote Sensing can be located easily and efficiently. The 
web-page we are developing will have links to other sites so 
that the user is able to get further facts from them. 

The hyper text based language used in the making of web 
pages allows easy cross referencing. Linking between web 
pages located at different sites around the world becomes 
transparent to the user. Useful resources such as missions, 
descriptions, sensors technical data, lecture notes, sample 
images and examples of remote sensing images can be 
located in the web sites of major remote sensing institutions. 

OBJECTIVE 

The main objective is to compile an educational resources 
about remote sensing in the WWW and make it available 
through a comprehensive web page. It is tailored to suit even 
those who have no background on remote sensing. By doing 
so people around the world will now know more about 
remote sensing. Those who have already have an idea on 
remote sensing can widen their knowledge on the subject 
through our web page. The user can gain access to various 
well known web sites around the world. 

COMPILATION 

The educational resources on remote sensing were 
complied by using the existing net search facilities such as 
Magellan and Yahoo and by visiting the web sites of major 
remote sensing institutions such as NASA, NOAA, USGS, 
ESA, CCRS, NASDA and CNES. These sites provide links 
to many other remote sensing related sites. Relevant sources 
of remote sensing lecture notes and tutorials were obtained 
through the World Wide Web. Materials gathered from the 
sites were studied by us to select the relevant information and 
classify them into the following categories: beginners, 
intermediate and advanced. During the process of 
compilation, we also collected satellite images, addresses of 
various sites and necessary graphics for our web page. Other 
information obtained for our site were applications of remote 
sensing, remote sensing missions and interesting images. 
After essential information had been gathered, they had to be 
presented in a ordered manner. 

The programming language used to write the web page is 
the Hyper Text Mark-up Language (HTML). This is one of 
the common programming languages, used to program web 
pages. 
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HOME PAGE DESCRIPTION 

The remote sensing web resources were organized into 
several categories in our web pages. The main home page is a 
user-friendly menu pointing to our other sub-pages as well as 
a starter for those who wish to learn about remote sensing. 
Some basic aspects of remote sensing are covered. The main 
page points to the following sub pages: (1) Remote Sensing 
Missions (2) Remote Sensing Applications (3) Interesting 
images and (4) Notes on Remote Sensing. Short descriptions 
of each sub-page are listed in the following paragraphs: 

(1) In Remote Sensing Missions, the major satellite remote 
sensing missions are described. Links to the major 
satellite operators are provided. 

(2) In Remote Sensing Applications, the uses of satellite 
remote sensing in areas such as oceanography, 
meteorology, forestry, agriculture and environmental 
management are introduced. Links are established to 
other web sites that contain materials describing real 
world applications of remote sensing. 

(3) In the Interesting Images section, links to images which 
reveal special features or acquired during important 
events (e.g. volcanic eruption) are collected. 

(4) In Notes on Remote Sensing, principles of optical 
remote sensing and radar remote sensing are described 
with links to lecture notes and tutorials available on the 
World Wide Web. Here we have categorized these 
resources into beginners, intermediates and advanced 
levels. Users will find it easy to locate their references 
according to their needs and levels. 

Education, Singapore to promote interest in science and 
technology among the students. We would like to thank the 
Principal of Swiss Cottage Secondary School and Dr. Diana 
Ang for their help and support in the project. 
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Fig 1: Part of the main menu which shows the sub-topics. 

Fig 1 shows part of the main homepage created with the 
sub-topics listed. 

CONCLUSION 

The web site on remote sensing educational resources will 
be useful to those who are new to the field of remote sensing 
as well as those who wish to know more. By classifying and 
presenting information on mission descriptions, notes and 
tutorials, sample images and examples of applications of 
remote sensing we hope to promote the interest in remote 
sensing and to provide a one-stop web-page for accessing the 
relevant educational resources available in the maze of world 
wide web. 
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Abstract: Korean GIS training program, supported by 
government, was established in 1996. The main purpose of 
this training program is to expand GIS-mind, being capable of 
initiating public accessibility with respect to broad scope of 
GIS, one of most prominent information systems in the 
information age. In this paper, practical aspects to execute and 
to derive national GIS training program are comprehensively 
discussed: Basic strategy, Three types of course curricula, and 
One year results based on questionnaires given to course 
attendants. Total duration of this training program is four-year 
to 1999; therefore, precious experiences obtained during this 
first year of 1996 works as useful and significant resources for 
further progress in Korean GIS activities as well as GIS 
education; furthermore, it is thought that Korean experiences 
are regarded as informative ones to other country-wide GIS 
training programs in preparation stage, in developing stage, or 
in executing stage. 

Introduction 

Since mid-1980s, Korean government had recognized GIS 
(Geographic Information System) capabilities to national-wide 
urban and regional planning project, digital mapping project, 
and environmental research project; therefore, they had 
financially supported GIS-related applications in various fields. 
From early 1990s, the main GIS researches have been 
gradually moved into GIS software development task under 
the title of so-called NGIS (National GIS) project and 
national-wide larger projects related to GIS database. 

Since then, it has been also pointed out that the wide 
expansion of GIS-mind and the non-profitable GIS training 
programs should be also necessary to later various applications 
of GIS software products generated from NGIS project in late 
1998. Therefore, National GIS training program was 
motivated from late 1995 by Systems Engineering Research 
Institute (hereafter referred to as SERI), one of governmental- 
supported institutions for GIS-related researches in Korea. 

Comprehensive planning for National GIS training program 
was first performed by GIS research department within SERI, 
and several practical aspects are considered, in this planning 
stage: contemporary Korean GIS activities, lecturer/teacher or 
exercise  resources  produced   in   Korea,   and   Prerequisite 

understanding level of potential attendants of GIS training 
courses, in consideration of other country-wide generalized GIS 
training strategies [4], [5], and [6]. With this background and 
surveyed data, GIS training program was implemented as three 
courses in 1996: decision-maker course (2 days), manager 
course (10 days), and user course (15 days). Meanwhile, other 
long-term courses such as GIS analyst course (4 weeks) and GIS 
programmer course (6 months) are supposed to be started from 
1997. In this paper, educational contents of each course are 
presented and the followed results based on questionnaires given 
to course attendants are also presented. 

Strategy for National GIS Training Program 

Distinguished National GIS training program from profitable 
training program, many aspects, which composed of broad scope 
of GIS understanding, are taken into account for program 
setting: Training courses and materials, Training curricula, GIS 
software and hardware including peripheral, Educational project 
scenario and demonstrative materials. While, most GIS-related 
fields are the important educational contents of GIS training 
units, especially overlapping fields among them. 

Calrtogra] 
Civil Bnginee: 

utehGraphics 
eratiöjial Research 

Igorithrns 
utatianal Geometry 
e Processing 

nderstanding 
raphy 

Fig. 1. Proposed educational contents for GIS training program, 
in association with other research fields, assembled and modified 
from other related resources [1], [2], [3], [8], [9] and [10]. 

Setting of Korean GIS Training Center 

Based on reconnaissance survey for GIS training program 
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during seven months, January to July, in 1996, educational 
facilities including GIS-hardware, softwares, and peripherals 
were built within Korean GIS Training Center, Yusung-district, 
Taejon-city, located in the mid-region of South Korea. 

Table 1. Educational contents of GIS Decision Maker 

National, 
GIS Project 

.Supporting 

Software: 
Two W/S GIS S/W packages 
Four PC GIS S/W packages 

Persons: Three GIS specialties 
Two administratives 
Korean, 

IS TrainingJT(    Incorporating 
Center   \    \QIS Researches, 

"Hardware: 
PC(25), Workstation (18) 
Scanner, Digitizer, and... 

GIS Training and 
Educational Resources, 

Fig. 2. Components of Korean GIS training center and its 
expected roles to Korean GIS activities. 

Curricula of Proposed Three GIS courses 

Three GIS training courses for decision-maker (Table 1), 
manager (Table 2) and user were provided, and course title or 
main scope were modified from Keller and Frank [7]. 

Basically, the executing strategies for these programs are as 
follows: To broaden GIS-mind for on-going or potential GIS 
projects and its academic/technical aspects for prospective GIS 
employment, To introduce state-of-the-art domestic GIS 
activities, and To execute practical GIS training for 
researchers involved in on-going GIS project. 

Each courses' targets and design strategies is as follows. 
Decision Maker course is designed for persons who are 
charged jobs holding administrative decision-making 
competency of on-going GIS projects or holding heading 
initiatives of GIS projects in their organizations, and those 
who charged jobs capable of directly influencing of major 
trends of their GIS projects. While, manager course is 
designed for persons who are charged jobs for 
development/application planning and managing and 
scheduling of GIS project. User course is designed for persons 
who are charged jobs for operational task towards a given GIS 
project. We first intended to set the restricted course in the 
consideration of registering student's status and need (Table 4), 
as possible as total training schedule permitted. To last course 
at December, 1996, all attendant of decision maker course (5 
times), manager course (3 times), and user course (2 times) 
were recorded as 102 persons, 57 persons, and 30 persons, 
respectively. 

-^Content 
Day     ~"^-^-^ 

Subject 

Day 1 

1. Overview of GIS (2 hr.) 
2. Seminars on GIS cases I and II of foreign 

countries (4 hr.) 
3. Cost/Benefit analysis (1 hr.) 

Day 2 
4. Seminar on Korean GIS cases I, II, and 

III (6 hr.) 
5. Total discussion (1 hr.) 

Total 14 hr. (Lecture: 3 hr., Seminar: 10 hr., 
Discussion: 2hr. 

Table 2. Educational contents of GIS user course 

--^Content 
Day~~----^^ 

Subject Topic 

Day 1 
1. Overview of 

GIS 

1) Definition/History of GIS 
2) Trend of GIS 
3) Data Structures of GIS 
4) Exercise I 

Day 2 
2. Data 

Acquisition 

5) Principles of Remote Sensing 
6) Image Processing 
7) Principles of GPS 
8) Scanning/Digitizing Mapsets 
9) Coordinate Geometry 
10) Exercise II 

Day 3 
3. Map Projection 

and Map 
Analysis 

11) Map types 
12) Map Analysis Method 
13) Map Projection Types 
14) Coordinate Systems 
15) Cartographic 

Transformation 
16) Exercise III 

Day 4 4. GIS-DBMS 
17) Fundamentals of DBMS 
18) Principles of Spatial DB 
19) Exercise IV 

Day 5 5. Spatial Analysis 

20) Spatial Analysis Functions 
21) GIS operators 
22) Terrain Analysis 
23) Network Analysis 
24) Exercise V 

Day 6 
6. Presentation 

ofGIS-output 

25) Computerized Mapping 
26) Design of GIS-output 
27) Exercise VI 

Day 7 
7. Management/ 

Strategy for 
GIS projects 

28) GIS project planning 
29) Management of GIS 

Implementation 

Day 8 
8.Demonstration 
of Case Studies 

30) Korean Case Study I 
31) Korean Case Study II 
32) Korean Case Study III 

Day 9 9. On-site Studies 33) Visiting other GIS-site 

Day 10 
10. Total 

discussion 
Total 66 hr. (lecture: 48 hr, exercise: 18 hr, other: 10 hr) 

Meanwhile, Table 3 and table 4 are summary of attendants' 
job or affiliation, pre-knowledge level for GIS, and their 
utilizing stage. 
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Table 3. Summary of student's affiliations and jobs, in per 
cent 

Jtem 
Course 
Decision maker 
Manager 

39.2 
33.3 

Types of affiliations 
g 

19.5 
24.6 

27.5 
35.1 

11.8 
7.0 

2.0 
0.0 
0.0 i User |    43.3    [    13.4" |   33.3    |    10.0    |     u.u     | 

Note: p (provincial organization or equivalent), g (governmental 
organization or equivalent), c (company), a (academic institute or 
university, and o (others) 

Table 4. (a) Pre-knowledge level by self-evaluation before 
taking GIS course, and (b) Their utilizing status of GIS project 
or research 

(a) 
^-~-^Ilank 
Course     "~---^_^ 1 2 3 4 5 
Decision maker 3.3 12.0 37.0 29.3 18.4 
Manager 0.0 0.0 33.3 33.3 29.2 
User 0.0 0.0 4.2 50.0 45.8 

Note: 1 (highest) <r 5 (lowest) 

~~   -—. Item 
Course~~*~~-~^^_^ A D P N/A 

Decision maker 14.2 22.8 54.3 8.7 
Manager 6.3 22.9 54.2 16.7 
User 8.3 16.7 66.7 8.3 

Note: A (Application stage), D(Developing stage), 
and P(Planning stage) 

Results 

Course results are obtained from questionnaire given to all 
course attendants. As well, these results and their descriptive 
comments are reflected to further process to set up the next 
GIS training program. 

Overall evaluation with respect to all courses appeared over 
77 % as indicating their high satisfaction and usefulness for 
their works, than previously expected: decision-maker 
( 84.8 %), manager ( 81.2 % ) and user ( 66.7 % ). At Table 5, 
other aspects of GIS training program are presented: 
educational contents, lecturing method and hands-on practice 
materials and textbooks. 

Table 5. Summary of course results, in percent, based on 
questionnaire given to all attendants 

(a) 
■—«Jtem 

Course              ^__^ 
Overall evaluation 

1 2 3 4 5 
Decision maker 18.5 66.3 15.2 0.0 0.0 
Manager 10.4 70.8 18.8 0.0 0.0 
User 16.7 50.0 25.0 8.3 0.0 

(b) 
~""~-- Item 

Course       -~_^ 
Educational Contents 

1 2 3 4 5 
Decision maker 6.5 64.1 27.2 2.2 0.0 
Manager 8.3 52.1 35.4 4.2 0.0 
User 4.2 45.8 37.5 12.5 0.0 

(c) 
~—»^__^   Item 
Course       ~~^_^ 

Lecturing method by lecturers 
1 2 3 4 5 

Decision maker 4.3 67.4 25.0 3.3 0.0 
Manager 14.6 45.8 29.2 8.3 2.1 
User 4.2 29.2 54.2 12.5 0.0 

(d) 
"—-^__^   Item 
Course~~-~-»^_^ 

Practice materials and texts 

1 2      1      3      |      4 5 
Decision maker N/A 
Manager 0.0 25.0 52.1 25.8 2.1 
User 0.0 25.0 37.5 37.5 0.0 

Note: 1 (very good), 2 (good), 3 (fair), 4 (poor), and 5 (very poor) 

Concluding Remarks 

Main courses of Korean GIS training program in future and 
educational contents are presented at Table 6. In this setting, the 
first year experiences are fully reflected and the following 
preparation works or researches are currently carrying out by 
Korean GIS specialties concerned. Especially, three courses in 
1996 are consistently opened, but course duration is shorten in 
consideration of other long-term training courses. 

Table 6. Proposed GIS courses in future 

-~^__^ Item 
Course              ^___^ 

Course 
Duration Remarks 

Decision maker 2 days same as 1996 
Manager 5 days same as 1996, but shorten duration 
User 10 days same as 1996, but shorten duration 

GIS Analyst 5 weeks 

GIS workshop (5 days) 
GIS Database Workshop (5 days) 
GIS Tool I (5 days) 
GIS Tool II ( 5 days) 
GIS Planning Workshop (5 days) 

GIS Lecturer 
6 weeks GIS Analyst ( 5 weeks) 

Pedagogy ( 5 days) 
GIS Applications 

4 weeks 
Each 

Land Information Systems 
AM/FM 
Environment Information Systems 
GIS in Transportation 
or Other applications 
dependent upon needs and 
current issues 

GIS Programmer 6 months 

Introduction to GIS (3 weeks) 
C/C++ Programming (4 weeks) 
Algorithm (2 weeks) 
Database (3 weeks) 
System Development (3 weeks) 
GIS-tool (3 weeks) 
Software Development (6 weeks) 
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According to the first experiences acquiring from GIS 
training program, GIS training program seems to possess lots 
of advantages as one of effective Nation-wide programs in 
these information ages, compared with other information 
systems. In addition, established GIS training program plays 
an important role to promotion of GIS research and 
development. 

Finally, it was thought that Korean experiences are regarded 
as informative ones to other country-wide GIS training 
programs in preparation stage, in developing stage, or in 
executing stage. 
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INTRODUCTION AND BACKGROUND 

Earth system science (ESS) is a holistic study of the 
Earth. ESS marshals the resources a variety of scientific and 
technical fields to explore interactions among the Earth's 
component subsystems in order to understand the Earth as a 
system, to explain Earth dynamics and Earth evolution, and to 
address the problem of the affects of human actions on global 
change. We have begun to understand that because the Earth is 
a system, our local actions have global effects, that human 
society has the power to change the world, for better or worse. 
It is of great importance, both for the sake of the Earth and for 
the sake of our own future, to understand the Earth for what it 
is: a complex system of interlaced and interacting subsystems. 

In order to investigate the Earth system, teachers and 
students need access to expertise in a broad variety of 
disciplines: chemistry, physics, computer science, biology, 
mathematics, statistics, and political science. A variety of 
relatively new skills are also required: networked computing, 
tools and techniques for retrieving, visualizing, and analyzing 
remote sensing data, and building dynamic systems models. 
The question of visualization of remote sensing data became a 
central issue in curriculum development efforts of the Earth 
System Science Community (ESSC), a three-year project 
supported by NASA's Information Infrastructure Technology 
and Applications and High Performance Computing and 
Communication programs. 

The thrust of the curriculum development effort was to 
enable students and teachers to conduct investigations in 
global change topics using remote sensing data gathered by 
NASA and other science agencies. The curriculum was 
project-based [1], with the intention of producing an authentic 
and living sense of understanding and participation in science 
research [2], [3]. Students and teachers were to collaborate on- 
line with their peers in other schools, and with 
scientists/mentors in universities and government science 
agencies. In this effort students and teachers become 
researchers and learn to design and carry out a research 
strategy, involving the proposal and articulation of a 
hypothesis, the building of a system model, and the search, 
retrieval, manipulation, visualization and analysis of 
appropriate data. Students conclude their research by testing 
their hypothesis with available data, using visualization 
software, and information available in print and on-line. 
Finally, students communicate the results of their research by 
publishing their reports, data, data products, and systems 
models. To date, over sixty reports have been published on 
the project website (http://www.circles.org/). 

The curriculum content and pedagogy was designed and 
implemented during the 1993-94 pilot phase in adherence to 
the science strategy of NASA's Mission to Planet Earth, and 

to the (U.S.) National Research Council's National Science 
Education Standards (NSES) which were in draft form at the 
time [4]. 

THE ESSC PROJECT IN RETROSPECT 

The original purpose of the Earth System Science 
Community was to build an investigation-oriented Earth 
system science curriculum in which high school and 
university students could conduct research projects on global 
change issues using Earth observation data and information 
over the Internet. Three integrated components were 
proposed: 1) an Earth system science curriculum, 2) an 
information system over the Internet to support the 
curriculum and access to remote sensing data, and 3) a pilot 
community of educators, students and scientists who would 
help define requirements for improving the curriculum and 
information system. 

While the first two goals were achieved with a significant 
degree of success, it has become clear that the requirements of 
a successful on-line community were underestimated. In this 
respect, the main lesson learned was that, with proper 
encouragement and cultivation, communities can grow 
organically from a pre-existing nutritive substrate. The 
"substrate" here refers to long-term institutional commitment 
to supporting innovative (i.e., non-traditional) courses and 
teachers. A paradigm case of such commitment is represented 
in the (U.S.) National Science Foundation's "systemic 
initiatives" for science education reform. But in the absence of 
such a substrate, the simple influx of temporary dollars for 
teacher training and partial release time is an insufficient and 
ineffectual way to build on-line communities. 

In retrospect, the ESSC project would have done better to 
focus on only one component, with a secondary focus on the 
collaborative development of a second one. Community- 
building over the Internet requires special expertise and 
attention: it does not simply emerge from the provision of the 
first two components. As it turned out, the ESSC made 
valuable contributions in its development of a curriculum and 
an information system capable of producing graphical answers 
to scientific questions about data. 

VISUALIZATION IN SCIENCE AND EDUCATION 

A. Introduction 
The two most difficult aspects of teaching ESS are the 

visualization, analysis, and interpretation of data, on the one 
hand, and the use and construction of system models on the 
other. System modeling, in the ESS context, is the topic of 
another paper in this volume ("System Thinking and System 
Modeling in the Earth System Science Classroom"). 
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B. Visualization and the Construction of Knowledge 
To paraphrase the great 18th century German 

epistemologist, Immanuel Kant, "models without data are 
empty, and data without models are blind." In Kant's theory 
of knowledge [5], "categories of understanding" (i.e., 
causality, composition, etc., which collectively lay the 
foundation for the "laws of nature") provide conceptual 
connectivity to the "forms of perception" (i.e., the ordering 
principles of space and time, which apply to all objects and 
events). Scientific consciousness, according to Kant, is 
constructed by one's appropriate use of the categories of 
understanding in association with the forms of perception. In 
his philosophy, Kant demonstrated that all knowledge is an 
active, on-going construction. In this respect the 
contemporary "constructivist" theory of learning [6] finds its 
ancestry in Kant's philosophy. 

In the context of our discussion, the forms of perception 
are analogous to the archives of data of the Earth's systems, 
and the categories of understanding are embodied in our 
system models. These two moments in the process of 
knowledge are complementary. They are coupled within a 
feedback loop: novel features of the data, as revealed by 
visualization, force review and re-examination of the system 
model. Conversely, a novel model will send researchers back 
to the data archive to test the model's prediction. 

The tapestry of knowledge is woven in the space created 
by the tension between model and data— this dynamic tension 
stimulates the growth of scientific consciousness. That 
visualization is essential to the cognitive development of 
science has been noted in the philosophy and history of 
science [7], and by education theorists [8]. The term 
"scientific visualization" has recently acquired an exclusively 
technical meaning: "a set of display techniques Used by 
scientist for the analysis of data... an image or animation in 
which numeric values in data sets are represented visually as 
colors, shapes, or symbols" [3]. It is clear, however, that the 
benefit of concretizing both abstract concepts and data by 
means of visualization satisfies more than merely aesthetic or 
heuristic needs [9]. The role of image, metaphor and analogy 
in the history of scientific discovery, from Plato through 
Kekule and Kelvin, is well-documented [10]. 

The Co Vis project at Northwestern University has amply 
shown that science education can only benefit from the 
adaptation of the powerful tools and techniques of scientists, 
specifically scientific visualization and communications [11]. 

PROTOTYPE EARTH SYSTEM VISUALIZER (ESV) 

To understand the Earth as a system researchers need to 
investigate interactions among the variety of data gathered by 
Earth observing instruments. Whether the researcher is 
novice or expert, designing an Earth system science research 
plan requires the efficient browsing of large volumes of data 
for a variety of parameters with extended spatio-temporal 
coverage. Scientists have access to a variety of tools and 
technicians to browse these data and decide on a research plan. 
This is not the case in the education context: students in high 

school and undergraduate settings often do not have access to 
a team of programmers and data visualization experts. And 
while the time and expertise available to students is limited, 
their requirements for creating a research plan are generally 
the same as those of the scientist: efficient browsing of large 
volumes of data for a variety of parameters with extended 
spatio-temporal coverage. A list of major obstacles to 
intercomparison studies of Earth system parameters includes: 
a) broad variety of data formats, b) variety of spatio-temporal 
resolutions, c) enormous file sizes, d) georeferencing, e) 
incomplete, poor, or highly specialized documentation, f) 
mastery of visualization software. 

An example may serve to illustrate this issue. Students 
in my ESS class wanted to investigate the relationship 
between stratospheric ozone and phytoplankton pigment 
concentration to see whether diminishing ozone values have 
an effect on phytoplankton populations. A preliminary 
examination of data from NASA's TOMS and CZCS 
missions indicated coincident temporal and spatial coverage 
but different spatial resolutions, and different data formats. 
The necessity of reformatting and regridding the data was not 
beyond the students' understanding, but certainly beyond the 
limitations of time and expertise available to them. 

The Earth System Visualizer (ESV) is designed to meet 
the challenges posed by research-oriented Earth system 
science courses. The ESV will also satisfy the general needs 
of research planning, at a preliminary level, by enabling users 
to visualize and intercompare data from a variety of 
parameters. 

A. Selection of Parameters 
Twelve parameters, with seven years of global coverage, 

were selected from the International Satellite Cloud 
Climatology Project (ISCCP-C) for the prototype phase of 
the ESV: 1) surface temperature, 2) ozone, 3) surface 
reflectance, 4) surface pressure, 5) snow and ice cover, 6) high 
level cloud amount, 7) high level cloud top pressure, 8) 
middle level cloud amount, 9) middle level cloud top 
pressure, 10) low level cloud amount, 11) low level cloud top 
pressure, 12) total cloud amount. 

B. Selection of Plot Types 
The selection of these plot types is based on requests 

made over the last three years by ESSC students. More 
complex plot types, which allow the user more flexibility, 
may be included in the next version. Users specify single 
location, or a rectangular region. The seven plot types are 1) 
pseudo-color map, 2) contour map, 3) overlay of contour on 
color map, 4) two-parameter scatter plot, 5) two-parameter 
time series at one location, 6) one-parameter time series at 
two locations. 

C. User Interface 
Simplicity, ease of use, and enhanced metadata 

documentation are essential elements of the ESV prototype 
interface. Because of the limitations of forms over the World 
Wide Web, the ESV interface consist of a sequence of three 
screens, through which the user specifies parameters, plot 
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type, spatial and temporal coverage of the data visualization. 
Brief tutorials on plot types are available for the novice user. 
If the ES V is continued, future Java versions will incorporate 
clickable maps, more plot types, and provide ready access to 
tutorials, enhanced metadata, complete metadata, all from a 
single screen. For an technical overview of the prototype, 
see the ESV website, wwwl.ecologic.net/avesda2/html/. 

RECOMMENDATIONS 

The ESV is a simple prototype. It can be readily 
duplicated in a variety of settings, using a variety of database 
and visualization software applications. The ESV uses the 
Informix Universal Server as the DBMS, and IDL as the 
visualization application. In that the ESV uses a small 
fraction of the capabilities of Informix and IDL, it represents 
a case of technological overkill- given the context for which 
the ESV was constructed, namely: browsing and preliminary 
analysis of data by students. For such purposes, any network- 
savvy relational database coupled with compatible 
visualization software would do the job. Advanced capacity to 
respond to data requests involves issues of design more than 
it involves technological capability. The ESV quickly and 
efficiently delivers well documented data products that 
represent a broad array of data over a relatively long period of 
time. This is the minimum that a web-based visualization 
system should offer. Most laboratories could make their data 
available in such a manner with a small investment of time 
and expertise. It is a matter of perceived priority. In the past 
two years advances have been made by many government and 
academic research institutes to put their data on-line in 
manner accessible to the non-specialist. NOAA (e.g., 
ClimViz), NASA (GSFC, JPL, etc.), and a variety of 
university labs have made great volumes of data much more 
accessible, but they still have room for improvement. 

The direction of future web-based visualizers is indicated 
in the CoVis series of Weather, Climate and Greenhouse 
Effect Visualizers [12]. These are learning environments that, 
like the ESV, are built on existing research-grade 
visualization tools, and provide the middle school audience 
with a friendly and supportive interface. Their most recent 
development, Climate Watcher, allows the user access to a 
broader array of data sets: physical and human geographic data 
is present. A future release, called World Watcher, will 
integrate climate modeling with data visualization, and allow 
the student to create "what if scenarios that are based on a 
climate model coupled with climate data. The data are not 
blind, nor is the model empty. The World Watcher will also 
allow the student to import data into the system [13]. This 
will gready increase the student's sense of participation and 
have a significant impact on learning. The World Watcher 
represents the future wave of meaningful interactivity with 
WWW-based visualization systems. 

To conclude: future application design of WWW-based 
visualization systems requires attention to the following 
minimal set of features: 

• appropriate, documentation of graphs and data products 
• user-appropriate (i.e., "enhanced") metadata 

• variety of plot types 
• availability of derived data and data fusion products 
• variety of levels of resolution (i.e., low to medium) 
• reasonable file size, appropriate to desktop computing 
• variety of downloadable formats 
• significant data importation capabilities 
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Abstract — A temperature corrected Bootstrap Algorithm has 
been developed using Nimbus-7 Scanning Multichannel 
Microwave Radiometer data in preparation to the upcoming 
AMSR instrument aboard ADEOS and EOS-PM. The 
procedure first calculates the effective surface emissivity 
using emissivities of ice and water at 6 GHz and a mixing 
formulation that utilizes ice concentrations derived using the 
current Bootstrap algorithm but using brightness 
temperatures from 6 GHz and 37 GHz channels. These 
effective emissivities are then used to calculate surface ice 
temperatures which in turn are used to convert the 18 GHz 
and 37 GHz brightness temperatures to emissivities. Ice 
concentrations are then derived using the same technique as 
with the Bootstrap algorithm but using emissivities instead 
of brightness temperatures. The results show significant 
improvements in areas where ice temperature is expected to 
vary considerably such as near the continental areas in the 
Antarctic, where the ice temperature is colder than average, 
and in marginal ice-zones. 

INTRODUCTION 
The most important parameter derived from satellite data 

that has been used for sea ice cover studies is ice 
concentration. Ice concentration is used to calculate the 
extent and actual area of the ice pack which are useful for 
assessing the state of the ice cover and its seasonal and 
interannual variabilities [1,2,3]. It is also used to 
characterize the marginal ice zones, the divergence zones, 
and polynya areas in relation to air-sea-ice interaction and 
heat flux studies. 

Ice concentration has been defined as the percentage of 
open water within the field of view of the sensor. In the late 
spring and summer period when surface air temperatures are 
above freezing and open water are distinctly free of ice, the 
definition is exact. In the winter, the definition is not as 
clearcut because under freezing conditions, open water 
surfaces undergoes continuous transition to grease ice 
through pancakes or nilas (depending on the state of the 
ocean), and to young and the thicker ice types. During this 
time period, the emissivity of the surface changes from that 
of open water to that of thick ice. 

Ice concentrations are derived using a mixing 
formulation because of the large footprint (>25km) of the 
satellite sensors [4,5,6,7]. Because of the high correlation of 
data from the different channels [7,8],    the number of 

surfaces that can be unambiguously classified by SMMR data 
is three: two ice types and open water. The most dominant 
ice types are first year ice and multiyear ice which are found 
in the seasonal and the perennial ice regions, respectively. 
These two ice types have been shown to have distinctly 
different emissivities but the emissivity values can overlap 
[9,10]. The third type, which is abundant in leads, polynyas 
and marginal ice zones, is generally called thin ice but can 
be grease ice, pancake, or nilas. The ice concentration 
algorithms do not handle the thin ice types well because the 
emissivity is not well defined as stated earlier. But some 
have tried to calculate concentrations of thin ice in high ice 
production areas like the Bering Sea [11,12] where thick ice 
with snow cover is assumed to be minimal. In most ice 
algorithms, three surfaces (first year, multiyear , and open 
water) are used in a mixing formulation to derive ice 
concentration. In the Bootstrap algorithm, the high 
correlation of the emissivities of the different ice surfaces in 
some sets of channels is utilized and within the footprint of 
the sensor, the surface is assumed to be either ice or water. 
The presence of thin ice within the footprint, causes an error, 
the magnitude of which depends on thickness or emissivity 
[13]. 

The Bootstrap algorithm [14] makes use of two sets of 
channels: the HV37 set, consisting of the horizontally and 
vertically polarized data at 37 GHz, and the V1837 set, 
which makes use of the vertically polarized 18 and 37 GHz 
data. The HV37 set is generally insensitive to spatial 
variations in surface temperature and is most effective in the 
perennial ice regions while the V1837 is found to be most 
effective in the seasonal sea ice regions. The concurrent use 
of the two sets provides optimum accuracy in the retrieval of 
global sea ice parameters although the second set shows 
more sensitivity to surface temperature as described in [14]. 
In this paper, we present a technique that overcomes the 
latter weakness. 

TEMPERATURE INDEPENDENT TECHNIQUE 
The Nimbus-7 SMMR sensor has dual polarized channels 

at 5 frequencies ranging from 6 GHz through 37 GHz. The 
6 GHz data have not been used for ice concentration 
algorithms, although they provide the largest contrast 
between open water and ice at this frequency, because of its 
large footprint (about 70 by 150 km). The latter causes some 
of the important features of the ice cover to be smeared out. 
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This channel, however, provides good ice temperature 
information since it is least affected by snow cover and other 
surface effects. Knowing the effective emissivity, s„ of the 
surface, the average physical temperature of the surface, T5, 
within the field of view of the sensor, can be calculated from 

T, = TB/es (1) 

Since the field of view generally has both ice and water, the 
emissivity of the surface, es, in the field of view of the sensor 
is derived using the mixing formulation given by 

ss(6)=(l-C)ew+(C)eI (2) 

where E^ and ^ are the emissivities of water and ice, 
respectively, while C is calculated using the Bootstrap 
technique but with 6 GHz data used instead of 18 GHz data. 
The use of the 6 GHz data to calculate C minimizes the 
effect of different footprint sizes which sometimes lead to 
errors. The emissivities at 18 GHz and 37 GHz are then 
calculated from (1) using Ts and the satellite observed 
brightness temperatures. Scatter plots of 18 GHz(V) versus 
37 GHz(V) data points for both brightness temperatures and 
emissivities are shown in Fig. la and lb. In the plots, the 
data points along line AD has been identified to correspond 
to those in consolidated ice regions while data points along 
OW are from open water regions. The plots are similar but 
the clustering of data points in the emissivity plot is better 
defined than those of the brightness temperature plot because 
the scatter of points due to spatial changes in ice temperature 
is minimized. 

The new algorithm uses the same procedure as that 
described in [14,15] to derive ice concentration, but with 
emissivities substituted for brightness temperatures. The 
technique utilizes the line AD, as shown in the plots as 
reference for ice emissivity, and a point at O as a reference 
for open water. Although the emissivity of the open ocean 
has a substantial range as indicated by the spread of points 
along OW, the emissivity of water within the pack is close to 
0 and less variable because of calm surface conditions. The 
ice concentration at each point B in the plot, is thus given by 
the ratio OB/OT, where T is the intercept of the lines OB 
and AD. The location of T changes from one data point to 
another and is determined by finding the common root of 
two linear equations corresponding to lines OB and AD. 

The use of emissivities eliminate the error due to spatially 
varying surface temperatures since the latter is already 
incorporated in the formulation. However, the use of a 
constant value for emissivities of ice and water causes an 
error in the retrieval of ice temperature. To assess 
quantitatively the size of this error, histograms of brightness 
temperatures at 6 GHz in consolidated ice area are studied. 
The histograms show that the standard deviation of the 

brightness temperatures within the ice pack is about 3K. 
This produces about a 1% error in the value of the emissivity 
and about 3% error in ice concentration. This is an upper 
limit in the error since the standard deviation already 
includes spatial variations in temperature. 
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Figure 1.  Scatter plot of 18 GHz versus 37 GHz data using 
(a) brightness temperatures, and (b) effective emissivities. 
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DERIVED ICE CONCENTRATIONS 
AND ICE TEMPERATURES 

The algorithm is tested using SMMR data because the 
more current Special Scanning Microwave Imager (SSMI) 
does not have the 6 GHz channel used to obtain surface ice 

temperature. Using the procedure described above, coded ice 
concentration map for September 15, 1979 is shown in Fig. 
2a. This ice concentration map was derived using vertically 
polarized 6 GHz data in combination with 37 GHz data as 
discussed earlier. The higher contrast in the brightness 
temperature of ice and water at 6 GHz compared to that at 18 

a) Initial IC, Sept. 15, 1979 

a) Initial Ts, Sept. 15, 1979 

b) Final IC, Sept. 15, 1979 
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Fig. 2 (a) ice concentration used as initial value for (2); and 
(b) final ice concentration. 

Figure 3.  Surface ice temperatures: (a) initial map, and (b) 
final map. 
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GHz provides more accurate ice concentration but details in 
the ice cover are lost because of coarser resolution. The use 
of this ice concentration data also provides better ice 
temperature values especially near the marginal ice zone, 
where mismatches due to different resolutions sometimes 
occurs. 

An ice concentration map using emissivities at 18 GHz 
and 37 GHz is shown in Figure 2b. The map is similar to 
that of Figure 2a, but provides more details associated with 
the better resolution of the 18 GHz than the 6 GHz data (e.g., 
the Cosmonaut polynya at 45° E). The initial surface 
temperature map derived is shown in Figure 3a and is used 
to derive the first V1837 ice concentration map. The surface 
temperature is re-calculated using ice concentrations from 
the latter create the final VI837 ice concentration map 
presented in Figure 2b. The final step is done to improve the 
matching of the satellite pixels which are taken at different 
resolutions. The final ice concentration map is very similar 
to the first V1837 ice concentration map with values 
differing by generally less than 3%. 

Ice concentration maps in the Arctic region are also 
derived for both Bootstrap and the new algorithm and the 
results are presented in Figure 4. In the Central Arctic, the 
ice cover does not change much because of the use of the 
HV37 set which, as discussed in [14], already account for 
spatial variations in surface ice temperature. Again, the 
biggest improvement occurs in cold and almost snow free 
areas of the seasonal sea ice region. 

Overall, the new algorithm enhanced by the use of the 6 
GHz channel provides a better characterization of the ice 
cover than the regular Bootstrap algorithm. The physical 
surface ice temperatures derived are also realistic. The 
difference between the initial and final values for ice 
temperatures are probably mainly due to differences in 
footprint sizes of the channels used and also in the ice 
concentration input. 

DISCUSSION AND CONCLUSIONS 

An algorithm has been developed that makes use of 6 
GHz, 18 GHz, and 37 GHz passive microwave data to derive 
ice concentrations. The use of this set of channels provides 
a means to enhance the accuracy of the retrieved products, 
especially in regions where the exclusive use of vertical 
polarization data is desired. Vertically polarized data are 
preferred to horizontally polarized data because of less 
sensitivity to angular dependence, layering, wetness, and 
other effects [16]. However, the use of vertically polarized 
data alone causes larger sensitivity (than a combined 
version) to spatial changes in ice temperature. Such 
weakness is overcomed by the concurrent use of the 6 GHz 
data to calculate surface ice temperatures which are used to 
derive emissivities that can be used to derive a more tempe- 

a) BOOTSTRAP IC, Jan. 6,1979 

Figure  4.     Arctic  ice  concentratrations  using  (a)  the 
Bootstrap and (b) the enhanced Bootstrap technique. 
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rature   insensitive   and   therefore   more   accurate   ice 
concentration product. 

Generally, the ice concentrations from the new technique 
provide qualitatively similar results to those of the Bootstrap 
algorithm.. They differ mainly in regions where the ice 
temperatures are considerably different from average values 
such as the coastal regions around Antarctica. Although the 
spatial variation of ice temperature in the Antarctic has been 
observed to be small, with standard deviation of about 2K 
[13], the ice temperature near the continent can be 
substantially lower than average because of the dominance 
of new and young ice with little of no snow cover. 

In this study, we show that reasonably accurate values for 
ice temperature are obtainable from 6 GHz data. We also 
show that the ice temperature data can be used to calcuated 
emissivities that in turn can be used to improve accuracies of 
current ice concentration maps. Since the sample data set 
used is that from SMMR, we expect substantial 
improvements with the advent of AMSR data, because of 
much better resolution (i.e., 45 by 55 km for AMSR 
compared with 70 by 150 km for SMMR at 6 GHz). Some of 
the problems associated with mismatches in footprint sizes 
will be minimized and we expect further improvements in 
the accuracy of derived ice concentrations and ice 
temperatures. 
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Abstract - On the basis of a theory of wave propagation 
from open sea in frazil-pancake ice developed in Wadhams 
[1], a project was carried out, during 1994-96 under the EU 
Environment Programme, to map ice thickness from SAR 
imagery in the Odden Ice Tongue, Greenland Sea. 

Ground truth data (ice thickness and composition, wind 
stress and local wave spectrum, etc.) were available from 
a field experiment carried out in the Odden during April 
1993. Twenty six high-resolution SAR images for the same 
period and covering the same area were acquired and pro- 
cessed. 

A first, "simple", procedure was developed to perform 
spectral analysis in order to obtain the change of wave- 
length and angle of refraction of the dominant wave en- 
tering the ice field. Ice thickness values derived from the 
theory were larger than those measured during the field 
experiment. 

The inversion scheme presented by Hasselmann et al. 
[2] was then utilized to retrieve the ocean spectrum from 
the SAR spectrum. This was done for three scenes (April 
3 and 10, 1993) for which wave spectra from buoy data 
were available. 

Variations of wavelength and propagation direction of 
the dominant wave systems are analyzed before and after 
they enter ice zones in order to: i) evaluate the optimal 
conditions occurring for spectral changes detection with 
the ERS SAR system; and ii) gain more insight into ap- 
plicability limits of the inversion algorithm when applied 
to sea-ice scenes. 

INTRODUCTION 

In the years 1994-96, under the EU Environment Pro- 
gramme, we have carried out a project whose aim was the 
mapping of ice thickness from SAR imagery in the Odden 
Ice Tongue, Greenland Sea. 

Odden is an ice tongue which usually develops during 
winter, just east of the main East Greenland ice edge, 
between 72-74°N latitude, and often curves round to the 
northeast, reaching east of 0°. 

The nature of Odden is of special interest because it is 
believed that ice production in this region provides a salt 

flux which helps to trigger the mid-gyre convection occur- 
ring during winter. It is therefore particularly important 
to study the ice volume and growth rates in Odden. 

In the winter of 1993 Oddeh developed entirely in the 
form of locally-grown frazil and pancake ice. A field exper- 
iment was carried out in the region in April 1993 as part of 
the EU-sponsored ESOP programme (European Subpolar 
Ocean Programme, [3]). The research ship "Polarstern" 
was in the Odden on 3 and 10 April and made measure- 
ments of ice thickness and composition, wind stress and 
local wave spectrum. This field measurements provided a 
validation opportunity to test a remote sensing technique 
which yields ice thickness in frazil and pancake ice using 
ocean wave dispersion as a proxy [4]. 

SAR WAVE SPECTRA 

Synthetic aperture radar (SAR) can detect ocean waves 
and swell within a sea ice cover when this is composed 
of frazil or pancake ice (which is the case of the Odden 
region). This kind of ice regime was studied by Wadhams 
and Holt [4] in relation to a Seasat SAR image of the 
Chukchi Sea. Wave number spectra were derived from 
subscenes of the image and demonstrated refraction and 
a wavelength change with increasing penetration into the 
icefield. The results were compatible with a theory for 
wave dispersion in a frazil slick based on mass loading of 
the water surface by the ice, and the authors showed that 
wavelength changes in such an icefield can thus be used to 
calculate the thickness of the frazil-pancake ice cover. 

The relationship which links kw and fc;, the wave num- 
bers in open water and ice, is: 

ki = kwj{\ — c h r kv (1) 

where h is the thickness of the frazil or pancake layer, c 
is the average ice concentration within it and r = Pi/pw, 
with pi and pw being ice and water densities. 

The ice thickness h is then obtained from (1): 

(ki 
C   /    n/|    Km 

(2) 
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It should be noted that more complex theories of wave 
dispersion in frazil ice are being developed, which incor- 
porates the viscosity of the ice layer. 

The analysis of SAR images was performed on 26 full 
resolution SAR-PRI scenes of the ERS-1 of the Oddenn 
region, of the period 1-15 April 1993. 

A first, "simple", analysis procedure was developed, 
consisting of the following steps: i) geo-location and geo- 
reference of each image onto a UTM map projection; ii) 
extraction of a line of 15 full resolution windows, 512x512 
pixel size, going from the open sea toward and inside the 
ice field in the image; iii) wave spectra computation on the 
15 windows (by means of the Optical Fourier Transform); 
and iv) contour plot and peak detection of wave spectra. 

This kind of analysis gives the change of wavelength and 
angle of refraction of the dominant wave entering the ice 
field. Ice thickness values derived from (2) were larger 
than those measured during the field experiment. 

INVERSION SCHEME 

The SAR. imaging of waves is a strongly non linear pro- 
cess. Because of the 180° directional ambiguity and the az- 
imuthal cut-off, directional wave spectra can be estimated 
from SAR image spectra only using a first guess spectrum. 
The inversion scheme proposed in [2] was implemented for 
cartesian SAR. spectra like those obtained from SAR-PRI 
images of ERS-1 [5]. The algorithm, written in IDL lan- 
guage, exploits the information provided by a guess wave 
spectrum in order to increase the information lacking in 
SAR. data. An iterative procedure is used to extract wave 
information included in SAR. data on the basis of the a 
priori wave spectrum. The inversion scheme includes a 
module for updating the guess spectrum from the retrieved 
wave spectrum after the last iteration step [2]. This is an 
interesting feature of the algorithm which enables the fi- 
nal retrieved spectrum to deviate from the initial guess 
when the latter is poor [2,5]. In order to increase the per- 
formance of the inversion algorithm in reproducing SAR. 
spectra features, an interpolation module, which computes 
the updated guess spectrum on a coarser resolution of the 
wavenumber domain, was introduced. This module works 
as a smoothing filter on SAR. spectra sampling variability 
and noise. The effects of the filter are spectral increments 
going added to the wave spectrum at each iteration step. 

RESULTS AND DISCUSSION 

Inversion results refer to the SAR. image acquired on 
April 10 (orbit: 9077, frame: 1521). A directional wave 
spectrum was collected by a buoy deployed in a location 
inside the SAR. scene but some time before the satellite 
pass. Various full resolution windows were extracted both 
in open and ice covered sea at increasing incidence an- 
gle and their spectra were computed. The quality of the 
results was evaluated considering both the global square 
error e2 and the correlation C between the real and simu- 
lated SAR. spectra, as well as the cut-off wavelength mea- 
sured on the simulated SAR. spectra. The combination of 

these parameters gives an overall criterion to evaluate the 
performances of the inversion scheme. While e2 and C val- 
ues should approach 0 and 1, respectively, the simulated 
cut-off wavelength should be as close as possibile to that 
estimated on the measured SAR spectrum. In Table 1 are 
reported: i) the dominant retrieved wavelength, and its 
direction of propagation, in the wavenumber domain (in- 
cluding wavelengths between 100 and 700 m); ii) the final 
square errors; iii) correlation; iv) simulated cut-off wave- 
length versus measured one on the real SAR. spectrum; 
and v) incidence angle of the extracted windows. Win- 
dows # 1 and 6 refer to open sea spectra showing results 
which appear questionable. The reason may be that the 
first guess spectrum was collected inside the ice field, the 
high frequency part of the wave spectrum being affected 
by the presence of ice. Window # 2 (sea) shows very good 
results, as it was extracted close to the ice edge. Window 
# 3 was selected around the location where the buoy was 
deployed. 

Fig. 1 shows the SAR. scene under analysis with the 
indication of the site of the extracted windows. Fig. 2 
shows two examples of spectra as they result from the 
inversion scheme outlined above. 
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Table 1 

w# Field Q A <t> ca C{%) P 
1 sea 19.94 187.91 40.23 0.24 88.00 238/300 
2 sea 20.90 150.85 45.00 0.11 95.39 289/287 
3 ice 21.62 145.30 50.53 0.21 93.54 266/262 
4 ice 22.13 172.00 53.74 0.21 92.85 256/257 
5 ice 23.69 160.00 53.13 0.18 93.81 264/264 
6 sea 25.60 265.74 48.37 0.64 74.22 101/320 

where: a — SAR. incidence angle; A = wavelength of the dominant wave; 4> = dominant wave direction versus range 
direction; p — ratio between cut-off wavelengths in the simulated and in the real spectrum. 
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Fig.   1.  SAR scene of April 10, 1993 (orbit: 9077, frame 1521) with the 
indication of the site of the extracted windows. 
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Fig. 2. Examples of inverted wave spec- 
tra within open sea (upper) and sea-ice 
(lower). Effects of wave propagation into 
sea ice is evident for wavenumbers larger 
than 0.1 m~1. 
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Abstract — Phase unwrapping requires - implicitly or explic- 
itly - phase gradient estimates for phase reconstruction. An as- 
ymptotically unbiased local frequency estimator based on 
multiresolution signal representation is presented. The pro- 
posed estimator is able to automatically trade-off resolution 
against estimation error. It is shown that interferometric SAR 
processing can be improved by employing a smoothed version 
of the unwrapped phase. Particularly, a novel method for 
slope-adaptive spectral shift filtering is introduced. 

INTRODUCTION 

Phase unwrapping conceptually consists of two steps: (1) es- 
timation of phase gradients from the interferogram and (2) in- 
tegration of the gradient estimates. The presence of noise and 
undersampling causes gradient estimates to be aliased, so that 
the measured gradient field is nonconservative, leading to a 
path dependent integration and errors in the constructed phase 
surface. Aliasing errors occur between points of nonzero curl 
of the phase gradient field, or residues, and phase unwrapping 
algorithms attempt to exclude the aliasing errors from the in- 
tegration process either by branch-cuts in a path-following in- 
tegration [1], or by zero-weights in weighted least squares or 
related algorithms [3], [4], [5]. 

The most commonly used procedure to estimate phase gradi- 
ents is to take the phase differences of adjacent samples and 
wrap them into the principal interval of-0.5 ... +0.5 cycles. It 
has been shown that these estimates are biased towards lower 
values in the unavoidable presence of decorrelation noise and 
may lead to underestimation of terrain slopes [6], [7]. Hence, 
phase gradient (or: local frequency) estimation is worth being 
investigated for phase unwrapping. 

In this paper we present improvements and extension to a pre- 
viously published asymptotically unbiased phase gradient esti- 
mator based on multiresolution techniques [ 11 ], [ 12] (not to be 
confused with 'multi-grid' techniques [5]). We will further 

show, how a low resolution version of the unwrapped phase 
supports interferogram processing; in particular a new slope- 
adaptive wavenumber-shift filter will be introduced. 

This short paper can only highlight a few aspects of a more de- 
tailed publication [13]. 

REVIEW OF MULTIRESOLUTION 
FREQUENCY ESTIMATION 

The phase gradient estimator using wrapped phase differences 
of adjacent samples suffers from its small estimation window 
of 2x2 samples, leading to a high probability of aliasing. As 
mentioned above, aliasing errors add a bias to slope recon- 
struction, since it is more likely to 'loose' a fringe cycle when 
integrating up a noisy phase ramp than to 'win' a fringe. 

As an alternative to wrapped phase differences, local fringe 
frequencies, /, can be estimated over larger windows of the 

complex interferogram [2]. The choice of the window size re- 
quires a trade-off between resolution and aliasing bias. To 
overcome this problem, multiresolution frequency estimation 
uses the benefits of both large and small windows. Conceptual- 
ly, this is illustrated in fig. 1, in which z(i,k) represents the 

interferogram. The largest window #3, corresponding to the 
lowest resolution, is used to obtain an estimate of an average 
frequency over the window, /3 , which is then used to flatten 

the phase over the next smaller window #2, or next higher reso- 
lution, by a complex multiply. The frequency then estimated 
from window #2 is the difference frequency d2 = f2 - f3 

where f2 is the frequency that would have been estimated 

from window #2, without the complex multiply. This proce- 
dure of successive interferogram flattening is continued until 
the highest resolution level. The sum of difference frequencies 
is the frequency estimate f0 _ corresponding to the smallest de- 

sired estimation window size. Since each estimation is of a rel- 
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atively small difference frequency, the effect of slope on the 
estimation is approximately removed. 

Although many methods of local frequency estimation could 
be used [2], it is desired to employ a computationally efficient 
method and one that gives a robust estimate in the presence of 
phase variation over a large window. For this reason, we use 
a modification of a spectral centroid estimator given by the 
phase of the autocorrelation function at the lag of 1 sample [9]. 
The estimated centroid of the spectrum (e.g. in the i -direc- 
tion), at resolution level n , is 

f'n = arg £5Y(i,*)z(i + U) /2n 

where the summation extends over the estimation window. At 
the highest resolution level, the frequency estimate is 
/'„ = arg{z * (i,k) z(i + \,k)}/2n which is simply a cal- 

culation of the wrapped phase difference. 

An advantage of this approach is that the computation of the 
above summation has an efficient, quad-tree-like hierarchical 
implementation. From the different possible multiresolution 
representations a scheme as the one from fig. 2 has proven to 
be well suited for SAR interferograms: Here, the original sam- 
ple grid spacing is maintained for the first two summation lay- 
ers, which allows for the modifications described below. 

The accuracy of the frequency estimator can be improved at 
the expense of computation time by additionally employing 
lags of 2 and 3 samples. 

Fig. 3 shows histograms of multiresolution phase gradient esti- 
mates and those obtained as wrapped differences of adjacent 
samples for a phase ramp of 0.25 cycles per sample and a mod- 
erate coherence. Clearly, multiresolution phase gradient esti- 
mates are unbiased while the conventional ones are restricted 
to the principal interval and, hence, their expectation value is 
smaller than the true slope. 

interferogram z[i,k] 
frequency estimation 
window #3: 

window #2: 
z[i,k]exp[- fln f3 i] 

~*   <52 = Si ~ fl 

window #1: 

z[i,k]e\p[- j2n f2 i] 

- <$, = /, - Si 

Figure 2: Hierarchical implementation of multiresolution fre- 
quency estimation (1-D example) 
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Figure 1: Multiresolution frequency estimation 

phase gradient estimate 

Figure 3: Histogram of frequency estimates with and without 
multiresolution, terrain phase slope = 0.25 cycles per sample, 
coherence = 0.7 

ADAPTIVE MULTIRESOLUTION 
FREQUENCY ESTIMATOR 

The proposed method readily provides frequency estimates at 
arbitrary resolution levels. E.g. the estimate at resolution level 
m is found by accumulating the difference frequencies, start- 
ing at the lowest resolution (n = N) up to level m (rather 
than going down to n = 0): 

n=N 

n=m 

In the adaptive multiresolution approach, the curl of the 2-D 
frequency field is computed at each resolution level, to decide 
whether the difference frequencies from the current and higher 

resolutions should be accumulated. At the point (i,k) in the 
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n 'th resolution level, let /„ ' (i, k) and /„ * (i, k) be the fre- 

quency components in the i and k directions, and the curl 

rn(i, k)   is computed as 

rn{i,k) = fj(i,k) + fn\i + l,k) - fn'(i,k + 1) -/„*(/,*) 

If one or more of the frequency estimates are aliased, a rela- 
tively large value of | rn(i, k) | , close to one, results. Also, with 

local frequencies estimated over larger windows, the curl is af- 
fected by noise in the frequency estimates and is not necessari- 
ly an integer, as it is in the calculation of residues from adjacent 
phase samples. In the algorithm, at points where the magnitude 
of the curl exceeds a threshold, the frequency differences are 
only accumulated up to the lower resolution level. Thus, in the 
adaptive multiresolution resolution method, the required win- 
dow size for frequency estimation is adjusted automatically to 
the local interferogram quality at every point. 

APPLICATIONS OF SMOOTHED PHASE 

Finally, the multiresolution frequency estimates may be input 
to a least squares reconstruction (LSE) for phase unwrapping. 
Although the result may be already considered an acceptable 
reconstruction, we propose to first reconstruct a smoothed ver- 

sion 0(z, k) of the phase. This is obtained by setting the afore- 

mentioned threshold in the adaptive multiresolution estimator 
conservatively low. Then noise and high frequency detail will 
be suppressed. In the following we will show how such a 
smooth phase can be used to improve interferogram proces- 
sing. 

Interferogram Flattening 

Any phase unwrapping algorithm benefits from a pre-flat- 
tened interferogram. Hence, it makes sense to subtract the re- 

constructed smooth phase (j>(i,k)   from the interferogram 

before further processing (e.g. multi-looking) the data and un- 
wrapping the residual details. Fig. 4 compares the phase errors 
for a scene unwrapped using smooth phase subtraction to the 
unwrapping result without flattening. The used scene was sim- 
ulated from a fractal terrain containing zero-coherence water 
surfaces. The coherence was slope dependent and ranged from 
0.0 (water) to 0.7 (flat terrain). 

Coherence Estimation 

Coherence estimates are known to be biased if the estimation 
widow is to small. On the other hand, the window size is lim- 
ited by the local fringe frequency. Flattening the interferogram 
prior to coherence estimation facilitates the design of the esti- 
mator. 
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Figure 4: Histogram of unwrapped phase errors 

Slope-Adaptive Spectral Shift Filter 

The ground range reflectivity wavenumber spectrum is 
mapped into the SAR range signal spectrum according to the 
sine of the local incidence angle [8]. Hence, the two SAR 
images (taken at slightly different angles) contain partially dif- 
ferent wavenumber components of the scattering surface, an 
effect known as wavenumber shift [8]. To avoid decollation 
the range spectra of the two SAR images must be truncated 
such that non-common wavenumbers are discarded. The 
amount of spectral shift is identical to the local fringe frequen- 
cy and does not only depend on the baseline but also on local 
terrain slope. For optimal processing a slope-adaptive filter is 

required. The smooth phase (f>{i,k) provides information 

about terrain slope and allows for an efficient implementation 
of such a filter, rather than a spatially varying, space-domain 
filter kernel. 

Since the local spectral shift is equal to the local fringe fre- 
quency, multiplying each of the complex SAR images by com- 

plex exponentials of the smooth phase <f>(i, k)  performs a 

spatially varying range frequency shift of the image spectrum, 
such that the spectral components that are not represented in 
the other image get shifted outside the range system band- 
width. Then, a simple low-pass filter implemented in the fre- 
quency domain removes the uncorrelated parts of the spectrum 
for each image (fig. 5). Because of the spatially varying fre- 

quency shift implied in <j>(i, k) , the filtering of uncorrelated 

parts of the spectrum adapts to the local slope. Fig. 6 demon- 
strates the improvement in interferogram coherence due to 
adaptive spectral shift filtering. Although the difference in the 
histograms seems not to be dramatic, a close examination of 
the interferogram shows, that especially the critical up-slopes 
benefit from the filter; in those areas the number of residues are 
clearly reduced. 
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Figure 5: Slope-adaptive spectral shift filter 
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Figure 6. Histogram of coherence of real ERS-scene before 
and after slope-adaptive spectral shift filtering. 
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Abstract - This paper addresses a new PU 
algorithm based on the fusion of a region grow- 
ing and an iteratively working 2-D least-square 
PU. By the mutual support of the two algo- 
ritms it is possible to combine the advantages 
of both and to eliminate the errors occuring 
if each one is working independently. The re- 
sulting unwrapped phase is characterised by a 
local stability gained from the contribution of 
the global method as well as the global stability 
given by the local method. The performance of 
the presented PU fusion is significantly better 
in comparison to the performance of the con- 
ventional methods. 

INTRODUCTION 

Across-track SAR interferometry is a potential tool 
to measure surface topography. The extraction of 
the absolute phase from the measured interfero- 
metric phase (phase unwrapping) is one important 
task in the interferometric processing procedure. 
Phase unwrapping problems occur from aliasing er- 
rors due to phase noise caused by low coherence and 
undersampling phenomena because of locally high 
fringe rates. Several PU algorithms based on dif- 
ferent approaches are described in the literature. 
Global working PU algorithms are powerful in the 
local reconstruction of the unwrapped phase, but 
with the disadvantage of error propagation from 
decorellated parts of the image into high coherent 
areas. A loss in global stability is the result. In 
contrary local PU algorithms perform well in areas 
with sufficent high coherence. Local bounded prop- 
agation errors can occur in low coherent areas, but 
for the remaining parts a global height stability is 
derived. The combination of a robust representa- 
tive of each sort of PU finally offers the possibility 
to exploit the advantages of both algorithms and 
therefore to improve the quality of the result. 

PHASE UNWRAPPING METHODS 

A simple and fast solution of the two-dimensional 
PU problem is the global working Least-Square Al- 
gorithm described in [1]. This algorithm is based on 
the minimisation of the differences between the par- 
tial derivatives of the wrapped and the unwrapped 
phase function [2] by solving a poisson equation 
with boundary conditions of the form: 

d2 d2 

—*(x,y) + —*(x, y) = p(x,y) 

where $ is the unwrapped phase and p the sec- 
ond order derivative of the wrapped phase. If the 
phase is affected by noise the phase slopes are al- 
ways underestimated [4] and the LS-algorithm can- 
not reconstruct the full height of the underlying 
topography. These errors from decorrelated parts 
of the image also propagate into areas with high 
coherence. The result is a global distortion of the 
final absolute phase. 

This problem is not present in the local approach. 
A fast and robust solution for local phase unwrap- 
ping are region growing algorithms like those in[3]. 
The basic idea of these kind of algorithms is the 
following: The pixels around an already solved re- 
gion which have a sufficent number of unwrapped 
neighbour pixels are decided to be growth pixels. 
From the unwrapped phase values a predication of 
the absolute phase $p is made providing to add the 
correct 27r-multiple to the growth pixels: 

$uu, = $p + arctan(e; »*or-»'*i ) 

The sucess of this method depends strongly upon 
the path chosen to perform the unwrapping and on 
the quality of the predication. Unwrapping errors 
are minimized by starting at pixels of high data 
quality or coherence and then relaxing the coher- 
ence limit step by step. At a certain critical coher- 
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ence limit the algorithm starts to be unstable and 
wrong 27T-jumps are made. 

FUSION OF GLOBAL AN LOCAL PU 

Looking at the differences between the orginal 
phase and the LS-solution a phase pattern can be 
observed which shows the global distortion of the 
obtained absolute phase (Fig. 3). This error matrix 
can now be unwrapped using the region growing 
algorithm. Because a local method always gives a 
correct solution we are able by this means to esti- 
mate and to correct exactly the error of the global 
algorithm. After reaching the critical coherence 
limit for the RG, the error can be interpolated into 
the unresolved parts. After this the final absolute 
phase can simply be obtained by adding the un- 
wrapped error matrix to the LS solution. 

The advantage of this advance is that it is now no 
longer necessary to reconstruct the heavily decor- 
related parts with the local method. In these ar- 
eas the global approach is more powerful. By it- 
eratively unwrapping the differences of the original 
phase and the preliminary result it is possible to 
reach locally the correct phase gradient even in ex- 
tremely low coherent areas. To bate the problem of 
the underestimation and allow a faster convergence 
to the correct slope it seems to be necessary to re- 
duce the phase noise by boxcar filtering in every it- 
eration step. We determined that with this method 
usually after 16 iterations no further improvement 
of the solution could be observed. 

Another important step is to minimize the co- 
herence limit of the RG-algorithm. The used co- 
herence map has a strong influence on the unwrap- 
ping path chosen by the RG method. As we found 
out the best results can be obtained with coherence 
map calculated directly from the phase values using 

7 =<«*■*>*. 

where (...) stands for the expectaion value. By us- 
ing an increasing number of necessary unwrapped 
neighbours in the search for the growth pixels and 
a bigger predication window for lower coherence it 
is possible get faultless results until a critical coher- 
ence of 0.3. Below this limit our algorithm is not 
stable and locally bounded errors may occur. At 
this point normally the greatest part of the image 
is reconstructed. 

The result is now characterised by the perfect re- 
construction in areas with j > jkrit given by the 
local method and an approximately correct solution 

wrapped 
phase & 

absolute 
phase 

■0 

Filter 

-©■ least 
square 

final 
result <i> 

S^ 
inter- 

polation 
region 

growing 

Figure  1:   Scheme of the fusion algorithm,  default 
value for the absolute phase is zero 

in the resting parts gained from the global unwrap- 
ping. A shematic representaion of our algorithm is 
shown in Fig. 1. 

EXPERIMENTAL RESULTS 

The effectiveness of this new method has been 
verified among other things using an interferogram 
generated from ERS-1 data around Athens,Greece. 
A portion of Ik x Ik pixels is shown if Fig. 2. 
This SAR interferogram has been chosen because of 
its low coherence (in medium 0.45) and the partly 
steep topography in this area. The error pattern 
obtained from only the global method is shown in 
Fig. 3. In contrary to this the final result (Fig. 4,5) 
shows for the most parts an ideal reconstruction of 
the absolut phase. We also compared the DEM ob- 
tained from this unwrapped phase with an available 

Figure 2: Phase of the interferogram, before unwrap- 
ping 
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Figure 3: Residual error fringes of the LS solution 

Figure 4: Result of the fusion algorithm 

DEM from ground measurements. The absolute 
error is always below 15m in the parts solved by 
the region growing algorithm. The height in the 
globally unwrapped mountains is around 100m be- 
low the true height of 1700m. This is due to the 
slope underestimation in these decorrelated areas. 
The quality of results obtained on simulated data 
is about the same (not shown) 

Also an interesting point is the time cosumption 
of the algorithm. For the presented example we 
needed 9.5 min for the 16 global iteration, 7 min 
for the region growing algorithm and 1 min for the 
interpolation on a Pentium PC. For a whole ERS 
scene the total computation time was around 10 
hours. This acceptable speed makes the algorithm 
useable for operational work. 

Figure 5: Filtered and rewrapped result of the fusion 
algorithm 

CONCLUSIONS 

We have developped a new phase unwrapping 
method which combines the advantages of both the 
global and the local methods. It can handle inter- 
ferograms which are partly very noisy without any 
distortion of the resulting absolute phase. Also ex- 
tremely decorrelated parts are approximately re- 
constructed without influence to the surrounding. 
Also because of its only moderate time consump- 
tion this fusion PU seems to be a ideal solution for 
the repeat-pass interferometry. 
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Abstract — This paper presents a comparative analysis of eight 
phase unwrapping algorithms that, in the opinion of the author, 
encompass the current "state of the art" in phase unwrapping. 
Four of the algorithms are path-following algorithms, and four 
are least-squares algorithms. The algorithms are described, 
and their characteristics, such as execution time and memory 
requirements, are summarized. The results of the algorithms 
on eight phase unwrapping problems are then presented, and 
recommendations for how to use the algorithms in practice are 
given. 

INTRODUCTION 

Over the past decade or so, a profusion of phase unwrapping 
algorithms has appeared. It is very difficult to assess the merits 
of each algorithm and to compare them with one another, part- 
ly because many of the algorithms are difficult to implement 
correctly. As a result, very little has been published that 
compares the algorithms in a systematic manner. 

This paper presents a comparative analysis of eight phase 
unwrapping algorithms, which have been categorized into 
path-following and least-squares algorithms. Path-following 
algorithms use localized pixel-by-pixel operations to unwrap 
the phase, while least-squares algorithms minimize a global 
measure of the differences between the gradients of the 
wrapped input phase and those of the unwrapped solution. The 
algorithms were selected for evaluation because they are ma- 
ture and (except for one algorithm) generally successful on the 
phase unwrapping problems that arise in SAR interferometry 
(IFSAR). We briefly describe each algorithm along with the 
key details that are commonly overlooked in their implementa- 
tion. We then summarize a number of characteristics: the aver- 
age execution time, the memory requirements, whether or not 
the algorithm requires a "quality" map or mask to guide the un- 
wrapping process, and whether or not the algorithm explicitly 
identifies "residues" (phase inconsistencies) [1]. After presen- 
ting the results of the algorithms on eight phase unwrapping 
problems, we conclude with recommendations for how to use 
the algorithms in practice. 

ALGORITHMS 

The following eight algorithms are examined in this paper: 

1. Goldstein: Goldstein, Zebker and Werner's residue 
and branch cut algorithm [1] 

2. Quality: Quality-guided algorithm [2-4] 
3. Mask Cut: Mask cut algorithm [5] 

Flynn: Flynn's minimum weighted discontinuity 
algorithm [6] 
FFT/DCT: FFT- or DCT-based unweighted least- 
squares algorithm [7,8] 
PCG: Preconditioned conjugate gradient (PCG) 
algorithm [7] 
Multigrid: Multigrid algorithm [8] 
Lp-norm: MinimumLp-norm algorithm [9] 

1. Goldstein's Algorithm 
This algorithm identifies the residues in the wrapped phase 

data and "balances" them with branch cuts. It uses a nearest- 
neighbor heuristic to find a configuration of branch cuts, the 
sum of whose lengths is approximately minimal. The reader 
is referred to [1] for a description of the algorithm. It is neces- 
sary to emphasize two points to ensure a proper implementa- 
tion of the algorithm: 1) Whenever a residue is encountered 
during the search, it is always connected by a branch cut to the 
"current" residue, even if the residue has already been joined 
by a prior branch cut. 2) If a pixel on the border of the array 
is encountered during the search, a branch cut is placed to the 
border, which serves to balance the residues. The algorithm is 
very fast, requires little memory, and generally unwraps phase 
data correctly. Its shortcoming is that it does not use informa- 
tion in the phase data, other than the locations of the residues, 
to guide the placement of the branch cuts. In particular, it does 
not use a quality map or mask to indicate where the corrupted 
phase values lie. 

2. Quality Algorithm 
This algorithm does not identify residues at all. Rather than 

depending on branch cuts, it relies completely on a quality map 
to determine the order in which the phase data are unwrapped. 
It begins at a "seed" pixel and "grows" a region of unwrapped 
pixels, beginning with the highest-quality pixels and ending 
with the lowest-quality. The resulting unwrapping path de- 
pends on the quality map. The best results have been obtained 
with quality maps defined by the correlation coefficients or 
phase derivative variances [8]. There are many ways to en- 
hance the algorithm: multiple seed pixels, techniques to 
"seam" unwrapped regions together, threshold relaxation, pix- 
el classification, etc. [2-4]. None of these enhancements were 
used in the present study, however. Good results were obtained 
with the basic algorithm described above. 

3. Mask Cut Algorithm 
This algorithm can be regarded as a cross between Gold- 

stein's algorithm and the quality-guided algorithm. Like Gold- 
stein's algorithm, it identifies residues and joins them with 
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"branch cut" structures (actually masks) that interdict the un- 
wrapping path to prevent the encircling of unbalanced resi- 
dues. Like the quality-guided algorithm, it grows the masks 
based on the quality value of each pixel. It follows the lowest 
quality pixels from one residue to another until the residues are 
balanced [5]. 

4. Flynn's Minimum Discontinuity Algorithm 
This new algorithm works with or without a quality map. It 

finds the unwrapped surface that is congruent to the wrapped 
phase and whose discontinuities (neighboring pixels whose 
difference exceeds n radians in magnitude) are minimal in 
some sense. The algorithm utilizes a tree-growing approach 
that traces paths of discontinuities in the intermediate un- 
wrapped surface, detects the paths that form loops, and adds 
multiples of 2JT to the phase values enclosed by the loops to re- 
duce the number of discontinuities. It performs this process it- 
eratively until no more loops are detected. The process is guar- 
anteed to converge to an optimal solution [6]. 

5. FFT/DCT Algorithm 
This algorithm solves the unweighted least-squares phase 

unwrapping problem [7,8] by means of FFTs or discrete cosine 
transforms (DCTs). Because the algorithm unwraps through 
rather than around the residues in the phase data, the result can 
be corrupted by these residues. The result tends to be accurate 
locally but not globally. For this reason, the algorithm is unac- 
ceptable for most applications. It is useful, however, when one 
desires a "quick look" at the unwrapped data. 

6. PCG Algorithm 
This algorithm overcomes the limitations of the unweighted 

least-squares algorithm by introducing weights to mask out the 
corrupted phase values [7]. A postprocessing congruence op- 
eration [10] is necessary for accurate results, and the algorithm 
works best with binary-valued weights (i.e., quality mask). 

7. Multigrid Algorithm 
This algorithm solves the weighted least-squares equation 

by means of multigrid techniques [8]. Like the PCG algorithm, 
it works best with binary-valued weights, and it requires the 
postprocessing congruence operation of [10], but it is generally 
faster, especially on problems that have discontinuities or 
shear. The algorithm requires an ad hoc procedure for restrict- 
ing the weights to the coarse grids [8]. On some types of prob- 
lems, the coarse weights can isolate portions of the phase data, 
thereby resulting in an incorrect unwrapping. For this reason, 
the PCG algorithm appears to be more reliable in practice. 

8. Minimum Lp -norm Algorithm 
This algorithm iterates on the PCG algorithm to find a solu- 

tion whose gradients agree with those of the wrapped phase 
data in the sense of a minimum Lp-norm [9]. The most useful 
value of the parameter p appears to bep=0, which causes the 
gradients of the solution to differ from those of the wrapped 
phase data in as few places as possible. Because the algorithm 
generates its own data-dependent weights, it works with or 

without a quality map.  The memory and execution time re- 
quirements are very high due to its doubly iterative structure. 

ALGORITHM CHARACTERISTICS 

Table 1 lists some characteristics of the algorithms. The al- 
gorithms are ranked in order of their average execution times, 
which are given for an array size of 1024 x 1024 on an IBM 
RS/6000 workstation. The FFT/DCT algorithm and Gold- 
stein's algorithm are the fastest. They also have the lowest 
memory requirements. The last two columns of the table indi- 
cate whether or not the algorithm requires a quality map or 
mask (an entry of y/n indicates the algorithm works with or 
without a quality map) and whether or not the algorithm ex- 
plicitly identifies residues. Flynn's minimum discontinuity al- 
gorithm and the minimum Zp-norm algorithm work with or 
without a quality map. These two algorithms have the highest 
average execution times and the highest memory require- 
ments. Interestingly, only two algorithms (Goldstein's algo- 
rithm and the mask cut algorithm) explicitly identify residues. 

PHASE UNWRAPPING EXAMPLES 

The algorithms were tested on the following eight phase un- 
wrapping examples, many of which have appeared in the pub- 
lished literature. (Space limitations preclude their appearance 
here.) 

a. Actual IFSAR data from [9,10] 
b. Magnetic resonance imaging (MRI) data of human 

head from [9] 
c. MRI data of human knee from [9] 
d. Simulated IFSAR data of terrain around Isolation 

Peak, Colorado from [10] 
e. Simulated IFSAR data of terrain around Long's 

Peak, Colorado (similar to example d) 
f. Sheared planes data from [7,8] 
g. Spiral shear data (similar to example/, except that 

the lines of shear are curved instead of straight) 
h.    Noise-corrupted sheared planes data (example/ 

corrupted with Gaussian-distributed noise) 

Table 1. Characteristics of the algorithms 

Algorithm Execution 
Time 

Memory 
Required 

Quality 
Map? 

Residues 
? 

FFT/DCT 23 sec 1 array n n 
Goldstein 30 sec 3 arrays n y 
Quality 
Mask Cut 

3 min 
4 min 

4 anays 
4 arrays 

y 
y 

n 

y 
Multigrid 6 min 5 arrays y n 
PCG 10 min 5 arrays y n 
Flynn 20 min 7 arrays y/n n 
Lp-norm 2hr 8 arrays y/n n 
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These examples encompass a broad range of the typical 
problems encountered in phase unwrapping problems. Exam- 
ple c contains an excessive amount of background noise, while 
example/, although noise-free, contains a line of sharp discon- 
tinuity. Example a contains large patches of noise that a phase 
unwrapping algorithm must unwrap around, while example e 
suffers from a slight overall decorrelation due to a deliberately 
induced image misregistration. 

Quality maps and masks for all of the algorithms were com- 
puted automatically (i.e., without human intervention) by 
means of the methods described in [8]. Because of its corrup- 
tion with noise, example h did not allow the computation of a 
good quality map. As a result, only three algorithms, which did 
not require a quality map, could unwrap it correctly. 

ALGORITHM RESULTS 

Table 2 lists the results of the algorithms on the eight phase 
unwrapping examples. The algorithms are ranked in order of 
the number of examples they unwrapped correctly. An entry 
of v signifies a successful unwrapping, n indicates failure, and 
(y) indicates there were only minor errors in the unwrapping. 
Flynn's minimum discontinuity algorithm and the minimum 
Lp-norm algorithm were the only ones that unwrapped all of 
the examples correctly (although they did exhibit minor errors 
on example d.) While the quality-guided algorithm was the 
only one that unwrapped example d flawlessly, it could not un- 
wrap example h due to the lack of a good quality map. The re- 
sults of the mask cut and PCG algorithms were comparable to 
those of the quality-guided algorithm. Goldstein's algorithm 
failed on examples d and e due to the bad placement of a branch 
cut between two regions of layover. By comparison, the use 
of a quality map by the mask cut algorithm enabled it to con- 
fine its branch cuts within (rather than between) the regions of 
layover. The multigrid algorithm failed on example d because 
the zero weights (quality mask) isolated regions of the phase 
when they were restricted to the coarse grids. The FFT/DCT 
algorithm failed on all of the examples, as expected. 

Which algorithm should be used in practice? The answer 
depends on the characteristics of the phase unwrapping prob- 
lem at hand. It is recommended that Goldstein's algorithm be 
tried first, because it has very simple user inputs (e.g., no quali- 
ty map is required), it is very fast, and it is generally successful 
in practice. When it fails, the user is usually warned by ex- 
amining the placement of branch cuts. If a good quality map 
is available or can be derived from the data (by means of the 
techniques of [8], for example) then the quality-guided, mask 
cut or PCG algorithms should be tried. If the problem is very 
difficult, because of a large amount of noise, for example, then 
Flynn's minimum discontinuity algorithm or the minimum Lp- 
norm algorithm can be tried. Although these algorithms take 
much longer to execute, they can sometimes "crack" tough 
phase unwrapping problems on which the other algorithms 
fail. 

A more detailed analysis of the algorithms, along with their 
C language source code implementations and techniques for 
evaluating the unwrapped results, will appear in an upcoming 
book [11]. 
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Table 2. Results of the algorithms on the eight examples 

Examples 

Algorithm a b c d e / 8 h 

Flynn y y y (y) y y y y 

Lp-norm y y y (y) y y y y 

Quality y y y y y y y n 

Mask Cut y y y (y) y y y n 

PCG y y y (y) y y y n 

Goldstein y y y n n y n y 

Multigrid y y y n y y y n 

FFT/DCT n n n n n n n n 
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Abstract — Least-squares phase unwrapping algorithms mini- 
mize the squares of the differences between the gradients of the 
wrapped input phase and those of the unwrapped solution. 
These algorithms seem to lack the accuracy of some path-fol- 
lowing algorithms, however, even when weighted least- 
squares techniques are used to mask out corrupted phase val- 
ues. The reason for this is that least-squares solutions are not 
congruent to the wrapped input phase. We introduce a congru- 
ence operation that forces any solution to be congruent to the 
wrapped input phase. This operation dramatically reduces the 
errors and renders least-squares solutions as accurate as those 
from path-following algorithms. 

LEAST-SQUARES PHASE UNWRAPPING 

Phase unwrapping is a key processing step in synthetic aper- 
ture radar interferometry (IFSAR) [1]. A number of phase un- 
wrapping algorithms adopt a weighted least-squares approach 
in which the gradients of the solution are fit to the phase gradi- 
ents [2,3]. The weights, which are used to mask out corrupted 
phase values, can be computed automatically from the correla- 
tion coefficients or the phase derivative variances [3]. 

The presence of residues (i.e., inconsistencies) [1] in the 
phase data presents problems for all phase unwrapping algo- 
rithms. These residues present special problems for least- 
squares algorithms. Unweighted least-squares algorithms un- 
derestimate (on average) the magnitudes of the gradients of the 
solution when noise-induced residues are present. The pres- 
ence of large numbers of residues in regions of SAR layover 
and shadow corrupt the solution to a significant degree [2,3]. 
Weighted least-squares solutions, such as those produced by 
the PCG algorithm [2] or the multigrid algorithm [3], over- 
come this problem by zero-weighting the regions of layover 
and shadow, thereby preventing the residues in these regions 
from corrupting the solution. These residues, along with scat- 
tered residues that lie outside the corrupted regions, can still 
affect the solution, although to a lesser degree. The result is 
that the weighted least-squares algorithms generally lack the 
accuracy of path-following algorithms such as Goldstein's 
branch cut algorithm [1]. 

Fig. 1 shows the wrapped phase data from an IFSAR experi- 
ment. The regions of decorrelated (i.e., noisy) phase are in- 
duced by radar shadow and layover. Most of the residues lie 
within these regions. One does not expect a phase unwrapping 
algorithm to unwrap these regions correctly, but one does ex- 
pect the phase data outside these regions to be unwrapped cor- 
rectly. Fig. 2 shows the weights, with the zero weights shown 

as black pixels, used to mask out the corrupted regions so they 
do not affect the unwrapping. This mask was generated by the 
phase derivative variance algorithm of [3]. Fig. 3 shows the 
errors (i.e., differences from the correct result produced by the 
algorithm of [1]) in the unwrapped solution produced by the 
PCG algorithm. The various shades of gray indicate the mag- 
nitudes of the errors, with white indicating no error and black 
indicating errors of 2JT radians or more. The figure shows that 
the errors are substantial throughout the image, even outside 
the regions of corrupted phase. 

CONGRUENCE 

The following question arises: can anything be done to im- 
prove the accuracy of the weighted least-squares algorithms? 

Fig. 1. Wrapped phase of IFSAR data. Notice the 
large patches of corrupted (noisy) phase). 

Fig. 2. Zero weights for masking out the regions of 
corrupted phase. 
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Fig. 3. Errors in the unwrapped results of the PCG 
algorithm without the congruence operation. 

The answer is yes. Unlike the solutions produced by path-fol- 
lowing algorithms, weighted least-squares solutions are not 
congruent to the wrapped phase. That is, if one rewraps the 
solution, the resulting phase is not identical to the wrapped in- 
put phase. This is because the least-squares formulation mini- 
mizes the squares of the differences between the gradients of 
the solution and the phase. Ordinarily one desires a congruent 
solution. Congruence can be achieved by means of a carefully 
defined "postprocessing" operation that subtracts the solution 
from the wrapped input phase, rewraps the result, and then 
adds it to the solution. 

In terms of continuous functions, the postprocessing con- 
gruence operation is defined as follows. Given the unwrapped 
surface <p(x,y) and the wrapped phase rp(x,y), define the con- 
gruence q>'(x>y) °f vfay) °y 

(p'(x,y) « <p(x,y) + W[V(*,y) - <p(x,y)], (1) 

where the wrapping operator CW( -) wraps the values of its ar- 
gument into the range (- n, n] by adding or subtracting an in- 
tegral multiple of 2n radians. It is easy to verify that the sur- 
face <p'(x, v) is congruent to the wrapped phase f(x,y). 

This simple congruence operation is unsatisfactory in the 
presence of noise, however, and it must be modified. A simple 
example will serve to illustrate this point. Let ip(x, v) be the 
wrapped phase of the function f(x, v) = x, and suppose a 
phase unwrapping algorithm has produced the unwrapped 
solution <p(x,y) = x + n + e(x,y), where e(x, v) is a zero- 
mean, Gaussian noise function with any fixed, small, nonzero 
variance. For simplicity, assume |e(*,v)| < n. Observe that 
the rewrapped function <W[V(*»v) - g>(x,y)] is equal to 
^[-jt - e(x,y)], which in turn equals n - e(x,y) when 
e(x,y) > 0, and —n - e(x,y) otherwise. If we apply the sim- 
ple congruence operation defined by (1) to the surface q>(x, v), 
the result will be the function 

<p'(x,y) = 
x + 2JZ,    e(*,y) 

x,        E(x,y) 
0, 
0. (2) 

Thus, the congruent solution <p'{x, v) does not equal the func- 
tion f(x,y) = x. In fact, it is extremely discontinuous! 

The desired solution <p'(x, v) = x can be obtained by adding 
the constant — n to <p(x, v) before performing the congruence 
operation. This example illustrates a simple yet important 
fact: the congruence operation defined by (1) is not a linear op- 
erator. The example also suggests the correct way to define the 
congruence operation. The congruence of a given function 
q>(x, v) should be defined by adding a constant h to it before ap- 
plying (1), where h is chosen to minimize the number of dis- 
continuities in the result. 

ALGORITHM 

We now shift to discrete functions and present the algorithm 
for the postprocessing congruence operation. This operation 
computes the congruence of the surface function <p,7 that repre- 
sents the unwrapped solution of the wrapped phase xp^. The 
algorithm approximates the optimal value of the constant h by 
a series of simple tests. The integerN, which controls the accu- 
racy of the approximation, equals 10 in our implementation. 
The discontinuities that are counted in the loop are defined to 
be the neighboring grid points whose differences exceed n ra- 
dians in magnitude. 

Postprocessing Congruence Operation 
for fc = 0 to JV-i 

Let h = 2jik/N. 
Compute the function (pt) + h + ^(V,. _ 9?,, _ h). 
Let Dk be the number of discontinuities in this function, 

end 
Define the congruence to be the function computed above for 

the value k that minimizes Dk. 

J¥- .v 

r1"»        '• 

hi * 

Ski \ f 
*±J 

Fig. 4. Errors in the unwrapped results of the PCG 
algorithm with the congruence operation. 
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EXAMPLES ACKNOWLEDGMENTS 

Fig. 4 shows the errors in the unwrapped solution produced 
by the PCG algorithm when the postprocessing congruence op- 
eration is applied. As can be seen, this operation reduces the 
errors dramatically. They are now confined to the regions of 
corrupted phase. Outside these regions, the PCG algorithm 
and the algorithm of [1] produce exactly the same (correct) un- 
wrapped surface. 

Fig. 5(a) shows the wrapped phase of simulated IFSAR data 
of the terrain around Isolation Peak, Colorado. Fig. 5(b) shows 
the weights that were generated by the phase derivative vari- 
ance algorithm of [3] to mask out the decorrelated regions. 
Fig. 6(a) shows the errors in the unwrapped solution produced 
by the PCG operation without the postprocessing operation. 
Fig. 6(b) shows the errors after this operation is applied. As in 
the previous example, the congruence operation drastically re- 
duces the errors and produces the correct unwrapped solution 
exclusive of the decorrelated patches (with the exception of the 
two very small regions in the upper right portion of the figure). 

Dennis C. Ghiglia of Sandia National Labs provided the 
phase data of Fig. 1. Michael J. Roth of the Johns Hopkins Ap- 
plied Physics Lab provided the phase data of Fig. 5(a). 
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Fig. 5. (a) The wrapped phase data for the simu- 
lated IFSAR example, (b) The zero weights used to 
mask out the decorrelated regions for the PCG algo- 
rithm. 

Fig. 6. Errors in the unwrapped results produced by 
the PCG algorithm (a) before and (b) after applica- 
tion of the postprocessing congruence operation. 
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Abstract -- The connection between local and global Phase 
Unwrapping procedures is discussed; they are both based on 
line integration of an estimate of the original phase gradient: 
the former performs the integration along a single path, the 
latter averages results of integration along all possible paths. 
The overall analysis is extended to weighted algorithms. 

INTRODUCTION 

Phase Unwrapping (PhU) consists of retrieval of the 
original (unwrapped) phase <p starting from the 
corresponding restricted (wrapped) phase (pm in the (-n,Jt) 

interval. Two-dimensional PhU is a problem encountered in 
different research and application areas; in the remote sensing 
field it has been deeply investigated because of its 
application to Synthetic Aperture Radar Interferometry 
(IFSAR). 

Two-dimensional PhU techniques are implemented along 
two steps [1-4]: 
(1) generation of an estimate s of the unwrapped phase 

gradient from wrapped data <pm; and 

(2) integration of the computed estimate s. 
The first step is generally implemented by computing the 

gradient of the wrapped phase, say W(pm, and then chopping 

away the spikes due to the wrapped phase discontinuities. 
The obtained vector field s = (V(pm ) may be a corrupted 
estimate of the true phase gradient V<p if critical areas 

(layovers, undersampled areas, shadows and/or low coherency 
regions) are present: in this case the vector field s is not a 
true gradient and the relation Wq> = s is no more valid. 

The second step is broadly referred to as PhU and can be 
performed along two lines: 
(1) local integration [1]; or 
(2) global integration [2-4]. 

In the first method the unwrapped phase is computed by 
integrating, starting from a fixed point P0, the estimated 
phase gradient s over a path connecting all the points of the 
image [1]: 

P(r) 

<p(r) = <p0 + J dcs(r) i  ,   (p0 = <p(P0) (1) 

wherein c is the unit vector along the integration path. This 
procedure can be directly implemented if the above mentioned 
constraints of low phase variation and high SNR values are 
met all over the image. If these conditions are not satisfied we 
will have an error that propagates along the whole integration 
path. The use of branch cuts (which interconnect residua of 
opposite polarity) to exclude critical areas from the 
integration path is then necessary [1]. 

The algorithms of the second method are based on a 
global integration operation carried out again on the 
estimated phase gradient. The Least Squares (LS) procedure, 
presented in [3], is based on the minimization of the squared 
distance between the vector field s and the desired true 
gradient of the unknown unwrapped phase: 

fls-Vp||  =min  . 

An elegant solution to eq. (2) is provided by [2,4]: 

(p{r') = MdSs(r)Vg(r'-r) + 

+ jdc<p(rc)
d^'-^ 

(2) 

(3) 

dn 
r'eS, 
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where S is the (planar) domain under investigation, C its 
boundary contour and g(r) is the Green's function for the 
unbounded domain [2]: 

V2s(r)=S(r). (4) 

The solution provided by applying eq. (3) is referred to as 
the Green's Function method. 

In the presence of identified critical areas it is possible to 
exclude them from the integration operation, similarly to the 
local approach, by using the so called weighted techniques. 
The weighted LS algorithms are based on the minimization of 
the following functional [3]: 

||wVp-ws||  =min (5) 

wherein w is a weighting function set to zero in the region to 
be excluded (weighted areas) and to one elsewhere. 

CONNECTION BETWEEN GLOBAL 
AND LOCAL TECHNIQUES 

Eq. (1) provides a definite phase value q>(r) at any point 
P(r) by direct integration along the chosen path. This value 

is either exact or wrong, depending on the path. 
The LS method, eq. (2), apparently does not exhibit any 

connection between the retrieved phase, <p(r), and the 

integration path. To explore this point we start from its 
solution via eq. (3), wherein the Green's function is given 
by [2] 

and 

•W-SKT) ■ 

Ln r 

(6) 

(7) 

We use polar coordinates for evaluating eq. (3) and we have: 

9(0) = §ck(p(rM,e)j^-jd9Jrdrs(r,e)^ = 

C 0 0 
In In      r„ 

= -LJde<p{rM,e)-±jdeJdrs(r,8)i=       (g; 
0 0 0 
In     f" 0 

= j^jd9<p{rM,9) + jdrs(r,9)- rMeC 

where the origin of coordinates has been set at the retrieved 
phase point r' = 0, ji7-1] = r and rM = rM(6), see fig. 1. 

• M 

Fig. 1 Relevance of the use of Green's first identity 
in polar coordinates. 

The phase value at r' = 0 is the mean value of the line 
integrals over all the paths in all the directions 9 departing 
from i/ = 0. As a matter of fact, the inner integral represents 
the line integral on a straight path connecting the point 
1^ = 0 (where we want to evaluate the phase) to the 
boundary along a fixed direction 9; q>(rM, 9) is the value on 

the border taken as the initial value of the phase; the outer 
integral computes the mean value of the inner expression, 
which is 9 -dependent. In absence of any critical area, the line 
integrals generate all the same value because all the paths are 
equivalent. In this case s is a true gradient, the line integral is 
independent from the path and its value can be obtained from 
the values that the phase assumes on the end point of the 
integration interval: 

In 

<P(°) = ^ jd9[<p(rM) + <p(0)-<p{rllij\. (9) 

o 

Accordingly, the average coincides with the value that we 
would obtain if a single line integral were evaluated (local 
integration). When critical areas are present in the 
investigated domain, any integration carried out through a 
path crossing these areas will generate an incorrect value 
(integer multiple of 2n). The mean operation reduces the error 
on the retrieved phase as much as the number of incorrect 
paths is decreased. 
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THE WEIGHTED CASE 

In this case the global integration operation is performed 

on a multiconnected domain instead of a single connected 

one, wherein the additional boundaries are generated by the 
excluded critical areas (see fig. 2). In this case we have to add 
the additional boundary contour, say Cx = C* + C, in eq. 

(3) (see fig. 2): 

(p(T>) = -jjdSs(r)Vg(r>-r) + 

s-w 

(10) 

r'eS 

where C, consists of a close line around the weighed zone 

W. By using again polar coordinates, we have now: 

<P(0) = <P2*-Aa(0) + 

+ — \d0   I ars{r,V)r+ I ars(r,0)r 

Aa 
~T~ Ide I drs(r'e^'*+ I drs(r'^' 

Aa     Ir» Tc- 

-J-jde^eyl-jde^e). 
Aa Aa 

(ii) 

Aa 

wherein fyn-Aai®) can be evaluated via eq. (8) applied to 

all points not included in the angular sector Aa. After some 
mathematical manipulations eq. (11) can be rewritten in the 
following form: 

<P(0)=<P2*-Aa(0) + 

-J^Jde <p{rM,e)+j drs(r,e)i 
Aa    L r« 

o 

■ Mrc- <e)- <P{rc> • 9))+ J drs(r'e) 

(12) 

The first term in eq. (12), inside the square brackets, is 
the initial value; the second one accounts for the integration 
of s along the radial path from the outer boundary contour to 

the inner one; the third term is the phase jump across the 

excluded area: this term substitutes the integral within the 

weighted area where the gradient is incorrectly estimated; the 
fourth term is the integration of s over the remaining path. 

The outer integral represents the mean operation (over the 
angular sector Aa) of the summation of the above mentioned 

path following integrals. Eq. (12) shows that weighted 

algorithms reach the correct phase value if weighting 
functions are properly set. On the contrary if we miss some 
weights, the error will be reduced by the mean operation. 

In ref. [2] it is also shown that the required phase on the 

boundaries can be estimated from the measured data by 

solving a Fredholm equation of the second kind. This 

consideration suggests a new PhU weighted algorithm [4]: 

(1) evaluation of the unwrapped phase on the boundaries by 
solving a Fredholm equation, 

(2) evaluation of the unwrapped phase by using eq. (10). 

Efficient techniques for solving the first point are under 
study. 

Fig. 2 Multiconnected domain. 
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Abstract ~ The two flow equations have been solved us- 
ing Cauchy type boundary conditions so as to form a pair 
of coupled equations for use in a coupled atmosphere-wa- 
ter-bottom reflectance optical model to simulate the sur- 
face or subsurface reflectance, in-water irradiance 
profiles and in-water reflectance profiles in optically 
shallow or deep waters with or without a wind roughened 
surface. The model results presented here utilize clear 
water absorption and backscatter coefficients, and bot- 
tom reflectance as a function of wavelength. The bottom 
reflectance is characteristic of a tropical sea grass, sand & 
silt and Elkhorn coral, and a dead reef system in order to 
evaluate the nature of the underwater light climatology. 
The analytical model results are compared to a hyper- 
spectral Monte-Carlo model. The Monte Carlo model 
also suggests a subsurface maximum in the intensity of 
light in optically shallow waters which is predicted by the 
analytical model. 

INTRODUCTION 

The two-flow equations for irradiance transfer used 
for simulating the below or above surface water reflec- 
tance in this paper are derived from the radiative transfer 
equation in a source free medium. The two-flow equa- 
tions without the specular component (the Case I 
model), and with specular light (the Case II model) were 
then derived from the RTE and their solutions have been 
described by Bostater, Ma, McNally, Gimond and Lamb 
(1995). Although the solutions have been modified to 
demonstrate their utility in modeling the effects of a lay- 
ered water column, the results presented in this model 
are those derived from the solutions with a specular 
component under low wind conditions for a homoge- 
neous water column depth. 

Analytical Remote Sensing Irradiance Model 
The two-flow equations used are represented by a set 

of 3 coupled ordinary differential equations which are 
decoupled by the method of substitution into a set of sec- 
ond order differential equations. The two flow equations 

can be written as: 
d 
jfd{z) = -(a + b)Ed(z) + bEu(z) + cEs(z) ,    (1) 

d 
dz 

and: 

■Eu(z) = (a + b)Eu(z) - bEd(z) - cEs(z) 

^-Es(z) = -aEs(z) . 
dz 

(2) 

(3) 

In the above equations, the assumption is made that the 
coefficients a, b, and c are depth independent and intrin- 
sic or quasi-inherent optical properties, not apparent op- 
tical properties. In other words, they are not assumed a 
function of the light field.This assumption simplifies the 
solutions while still describing the fundamental physics 
as can be seen from the model results. It is a trivial matter 
for one experienced in solving these types of equations to 
show that mathematically unique solutions exist when 
boundary conditions are specified as follows. At the sur- 
face Ed(z), and Es(z) are given by values specified at z = 
0 or Es(0) and Ed(0). In addition, 2 boundary solutions of 

the Cauchy type are specified as -g-Ed = Qd at z = 0 and 
dz 

-j-Eu = ß« at z = h. Note that these slope terms can be 

specified in terms of the original equations in (1) and (2) 
above. The solution technique assumes that the exponen- 
tial solution of (3) allows for complete absorption of di- 
rect light at or before z=h due to the in-water attenuation 
processes inherent in absorption and backscatter or from 
absorption due to the bottom substrate. The last boundary 
condition utilized is Eu(h) where h = z is the depth of the 
water column and is specified from the relation Rb(h) = 
Eu(h)/Ed(h). Thus, Eu at z=0 can be predicted. All terms 
in the above are specified as a function of wavelength, X 
except coordinate z. The solutions to the above with cal- 
culated downwelling diffuse irradiance Ed or indirect 
light, and the downwelling specular or collimated irradi- 
ance or Es from a simple marine atmospheric model due 
to Gregg and Carder (1990) is used to simulate the reflec- 
tance just above or below the water surface as a function 
of wavelength. In addition, the model predictions utilize 
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wavelength dependent values of a and b from Smith and Baker 
(1981), and specified bottom reflectance signatures reported 
by Bostater (1992). The model takes into account the specular 
and diffuse reflectance at the sea surface, refraction of light 
through the air water interface and internal diffuse reflectance 
of light as it upwells from the water-air interface. 

Hyperspectral Monte-Carlo Model 
The Monte Carlo model is a recently developed hyperspec- 

tral model that predicts reflectance signatures using the same 
signatures for a, b, and Rb, as a function of wavelength. This 
model utilizes information contained in a scattering coefficient 
s=bs + fs, a scattering phase function and a concentration de- 
pendent absorption coefficient to estimate an optical path- 
length. This length scale or pathlength is used to determine a 
probabilistic (uniform) distribution of photon pathlengths be- 
fore an absorption or scattering event occurs. This information 
is then used to calculate the number of absorption, backscatter 
or forward scattering events at depth and then summed for the 
total number of events within a defined number of water col- 
umn layers. The results can then be used to predict the vertical 
distribution of irradiance as well as to predict a Monte Carlo re- 
flectance signature. Similar to the analytical irradiance model, 
effects of the air-sea interface is taken into effect, e g. specular 
and diffuse reflectance and refraction as well as bottom reflec- 
tance on a column depth z=h meters for any number of speci- 
fied homogeneous water column layers. 

MODEL RESULTS & COMPARISONS 

These bottom reflectances are used as input into the coupled 
analytical model. Fig. 2 shows the resulting vertical profile of 
upwelling irradiance in the water column as a function of depth 
at 490 nm using the Elkhorn coral bottom reflectance signature 
for a 10 m water depth, Julian day 173 and zenith angle of ap- 
proximately 60 degrees. In all simulations, the absorption and 
scattering is linearly dependent on the number of absorbers and 
scatterers (water quality concentrations). The conversion 

D     6 

0.050      0051       0.052      0.053      0.054 

Irradiance (W/m2/nm) 

0.055 

Analytical Model Comparisons 
Fig. 1 shows measured in-situ bottom reflectance signatures 

collected with a SE590 in an underwater case made for the sol- 
id state spectrograph. Signatures were collected in clear tropi- 
cal water locations in the Caribbean Sea. Signatures include a 
sandy bottom (sand), turtle grass (grass), dead coral (deadre), 
Elkhorn coral (elk), and a sand-silt(sandsl) bottom 

Fig. 2 Predicted upwelling irradiance influenced by elkhorn 
coral bottom reflectance in a clear water and 10m depth. 

coefficient used was 2.85*b and the beam attenuation coeffi- 
cient was set equal to the sum of a plus 53*b. Fig. 2 and Fig. 3 
indicates a subsurface maximum of upwelling irradiance, 
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Fig. 1.In-situ measured bottom reflectance signatures. Fig. 3 Vertical distribution of upwelling irradiance (Eu) as a 
function of X. Note the change as a function of depth. 
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or Eu(z) predicted from the model. Fig. 3 indicates that the 
shape of Eu(z) is wavelength dependent as expected. This in- 
dicates the need for careful considerations when interpreting 
in-situ measurement protocols and instrument performance. 
Fig. 4 shows the influence of different water column depths in- 
fluenced from the bottom reflectance of a dead coral reef bot- 
tom type on the above surface reflectance at the 480 nm range. 

Note the characteristic exponential decreasing reflectance sim- 
ilar to clear oceanic waters such as Gulf Stream waters or deep- 
er Caribbean waters near the northern coast of Venezuela 
(Bostater, 1992). Note the water has a predicted broad flat re- 
gion compared to Fig.5. Also note the lack of a hinge point due 
to the presence of the live coral bottom reflectance. Now Fig. 
6 shows the influence of a sea grass bottom type on the water 
surface reflectance. 
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Fig. 4 Influence of varying the water depth on the predicted 
surface reflectance (480nm) influenced^ a dead reef bot- 
tom. 

Note the hinge point is shifted to the blue end of the spectrum 
compared to Fig. 5 for live Elkhorn coral reflectance. 
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Fig. 5 Modeled reflectance using elkhorn coral bottom type. 
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Note the unique characteristic of a white sand bottom as a func- 
tion of water depth. Fig 8. shows the unique character of a 
mixed sand and silt bottom reflectance as a function of differ- 
ent water depths. Note the hinge point is no longer predicted 
compared to the extreme blue shift in the previous figure. 
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ter light climatology. This result can be compared to the Monte 
Carlo model results for deeper waters as shown in Fig. 10. 
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Fig. 8 Predicted surface water surface reflectance for a mixed 
sand and silt bottom reflectance type for various water depths. 

Hyperspectral Monte Carlo Model Comparisons 
Results for shallow waters (3 m) from this model suggests 

a more linear relative in-situ irradiant energy photon flux pro- 
file as suggested by Fig. 9 for clear water and no wind with a 
bottom reflectance value for Elkhorn coral at 490 nm. 
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Fig. 9 Monte Carlo model results at 490 nm for a 3m water col- 
umn influenced by Elkhorn coral. Note no characteristic expo- 
nential decay with low concentrations of absorbers and 
scatters. 

These results suggest that actual measurements in shallow wa- 
ters that indicate a linear or subsurface increase in reflectance 
or irradiance may indeed be representative of actual underwa- 
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Fig. 10 Relative exponential in-situ irradiance photon flux for 
deeper water predicted from a Monte Carlo model influenced 
by Elkhorn coral bottom reflectance at 490 nm in clear water. 

SUMMARY & CONCLUSIONS 

Modeled surface reflectance signatures suggest the strong 
wavelength and depth dependence of waters influenced by 
bottom reflectance. An analytical model as well as a Monte 
Carlo model produce similar results and suggest that remote 
sensing data of bottom types as well as in-situ irradiance pro- 
files will be strongly influenced by water depth. Thus, the 
extreme importance in accurate and reliable bottom depth 
measurements in applications where passive remote sensing 
of coral reefs are considered. Probable future solutions to this 
need will likely depend upon laser based techniques from air- 
borne platforms due to the small spatial requirements for 
remote sensing of tropical coral reef diversity. 
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Abstract 
This is the International Year of the Reef, yet the basis for reef mapping is existing Admiralty charts and air photos. 

We need the spectral information of airborne or satellite digital imagery to retrieve information regarding the stress on corals 
that may be caused by climate variability or change, and/or pollutant stress. The challenge is to adjust the digital imagery for 
the optical attenuation through water to depth with corrections that will vary with the density of intervening sediment or 
plankton. 

In this paper we report on a study in Fiji in which we measured the vertical profiles of the diffuse attenuation coeffi- 
cient for the down welling irradiance and upwelling radiance in the SeaWiFS channels. We have over forty profiles over coral 
reefs, debris surfaces, and sand surfaces, as well as 'blue water' with depths far beyond the range of the 100 metre cable for 
the dropsonde radiometer. We derive an algorithm for determination of the bottom reflected radiance independent of image 
characteristics. 

INTRODUCTION 
Although corals are generally well adapted to the 

normal low-stress environments in the tropics, they are 
exceedingly vulnerable to environmental change, so strict 
resource management is necessary to ensure growth and sur- 
vival. They are susceptible to a wide range of stress condi- 
tions caused by anthropogenic activities such as siltation 
from increased runoff, industrial and agricultural pollution, 
coastal development, coral mining, intensive recreational 
use, military activities and mineral exploitation (1). In addi- 
tion, natural stresses, such as extreme changes in tempera- 
ture, salinity and exposure to ultraviolet radiation, which 
may be related to El Nino events, may also damage coral 
ecosystems (2). 

It is crucial that a numerative and replicable means 
for mapping and monitoring the stress of coral on a regional 
basis be developed. The potential key to such a mapping 
technique is the spectral transformation of the coral as it 
becomes 'bleached' from stress. In the surface tissues of all 
reef-forming corals are masses of photosynthetic zooxanthel- 
lae that nourish the coral polyps, or individual coral animals. 
The zooxanthellae leave the coral under duress, leaving the 
white calcium carbonate skeleton. 

Traditionally, judgment of coral health has relied on 
the naked eye's ability to detect a loss of colouration. 
Although this may be reliable for severe bleaching, a deter- 
mination that normally "pale" colonies are bleached can be 
extremely arbitrary, especially given natural variations in 

pigmentation. Radiometrie data from optical remote sensors 
may provide the basis for confident demarcation of bleached 
reefs. In this paper we discuss a model for the determination 
of the spectral reflectivity of submerged corals. 

The analysis is based upon the optical attenuation 
coefficient, which is a function of the absorption and scatter- 
ing properties of the water. This attenuation coefficient, K, is 
defined by Beer's Law as: 

Where D is the depth, 1^ is the irradiance at depth, and IQ,^ 

is the spectral irradiance at the surface. 
The most frequently measured and reported diffuse 

attenuation coefficient is krjown (calculated from down- 

welling irradiance), although krjp (calculated from 

upwelling radiance) is also possible (3). Attenuation can be 
assessed in different ways, but the best estimations are 
obtained from in situ irradiance measurements (6). 

STUDY AREA 
The field work for this research was conducted 

within a 390 km2 region called the Beqa Lagoon in Fiji 
(from 15°23° S to 177° E178° W) and a series of locations 
amongst islands in the Bligh Waters to the east. 
Measurements were conducted in the winters of 1995 and 
1996. 
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PROCEDURE 
The optical properties of Beqa Lagoon waters were 

measured with a dropsonde radiometer (Profiling 
Reflectance Radiometer, PRR, from Biospherical 
Instruments Inc.) which has six bands representing SeaWiFS 
channels at 412, 443, 488, 510, 560, 665 nanometers. 

In total, 40 vertical profiles were taken over the two 
years of field work. A GPS provided the geographic location 
of each of the profile stations, and a hand held sonar device 
measured water depth. 

In addition, a SPOT HRV multispectral satellite 
image of Beqa Lagoon was acquired through programming 
for 9 August 1995 and, from the archives, for August 8, 
1991. The first two bands of the SPOT satellite image corre- 
spond to the 560 and 665 nm wavebands of the PRR field 
data. 

An atmospheric correction was performed on the 
image. The digital numbers were converted to radiance val- 
ues at the top of the atmosphere following (7), and this value 
was entered into the 6S two-stream atmospheric correction 
package (8), along with other atmospheric parameters, to 
retrieve the equivalent surface reflectance. 

RESULTS AND DISCUSSION 
Deriving the Bottom Reflectance 

In existing models for bottom reflectance derived 
from imagery, one or a combination of the following 
assumptions are made: 

•attenuation coefficients are the same in relevant 
bands 

•upwelling radiance is characterized by the down- 
welling irradiance diffuse attenuation coefficient. 

•the ratio of the bottom reflectances in two bands is 
the same for all bottom types within a given scene 

•the upwelling radiance plotted for two bands pro- 
vide parallel populations when plotted for specific bottom 
reflectances 

•internal reflection or Raman scatter is not a factor. 
In the following we focus on the top 10 metres of 

the radiance profiles for cases with the surface far below ten 
meters. We have shown elsewhere that the attenuation coeffi- 
cient profiles are not constant with depth and tend to change 
significantly below 10 metres, and indeed appears to indicate 
multiple scattering and Raman effects as the bottom is 
approached (4). 

Eight soundings from 1996 are plotted in Figure 1 
for the 560 nm (SPOT channel 1) vs 665 nm (SPOT 2) 
bands in the upper 10 meters. The August 17a sounding is 
for blue water with a depth beyond the limit of the ship's 
sonar. Upon examination of the cases, there appear to be 
three populations, and the profiles for each population are 
approximately parallel to each other. One group is from the 
Beqa Lagoon, another group is from islands in the Bligh 
Waters, and another dropsonde (August 15e) is for a com- 

pletely overcast case. 
If we assume that the profiles would be parallel 

within a region, and assume that we had a profile measured 
for a deep water reference point, the perpendicular distance 
between the lines at a particular point would be the differ- 
ence in upwelling radiance, at that depth. The issue is to 
remove the depth constraint. Following the clue of (5) who 
applied a different procedure to image statistics, we rotate 
the profiles. A general rigid transformation is applied to the 
profile for August 6c in Figure 2. 

new = x cos a + y sin a -h      (2) 

= -x sin a + y cos a -k   (3) new 

are the transformation equations that result from a rotation 
through a followed by a translation of h and k. 

The rotated curve is approximately parallel to the x 
axis at y = 0. The solid line is the straight line approxima- 
tion to the transformed curve. The delta symbol represents a 
reflectance from the SPOT image over a coral reef in the 
Beqa Lagoon. The diamond is that point with the same 
transformation applied. This would represent straight line 
parallel to the x axis at displacement of 0.05 units. This, 
logically, is the displacement in bottom reflectant radiance at 
some unknown depth. It would be the reflectance from the 
coral reef at 
that depth. 

CONCLUSIONS 
We have made a proposal for a transformation that 

will provide bottom reflected radiance that is based upon a 
dropsonde profile of the diffuse attenuation coefficient of the 
upwelling radiance, and is independent of scene statistics 
such has been the case in previous studies. The SPOT image 
statistics can be converted into reflected radiances from the 
bottom with this transformation, without depth information, 
which is often an unknown in developing tropical nations 
that harbour the greatest tropical coral densities that are 
under potential duress. 
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CALCULATED UPWELLING RADIANCE 
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INTRODUCTION 

MIVIS is one of the most promising instruments for 
airborne hyperspectral remote sensing. It provides 102 
channels operating at high resolution in the visible, near and 
thermal infrared spectral ranges. This sensor is flown by the 
'LARA Project' of the CNR on a CAS A 212/200 aircraft. 

In December 1995, a measurement campaign was 
performed over the Venice lagoon in order to infer the sensor 
performance in environmental monitoring applications. This 
campaign was also supported by in situ measurements. 

The acquired data were firstly processed to assess the 
image quality, the sensor reliability and performance. 
Possible patterns of spatially structured noise as well as the 
signal-to-noise ratio were assessed. 

Remotely sensed data are also affected by atmospheric 
scattering, absorption and thermal emission. Based on a 
radiative-transfer model utilising the MODTRAN computer 
code [1-3], we performed the image correction from 
atmospheric effects. 

The corrected data have been used for the following 
applications: water quality assessment, vegetation status in 
the zones nearby the lagoon, evaluation of the impact of 
human activities on the environment. 

The obtained results are shown and discussed. 

NOISE ANALYSIS 

Noise analysis has been splitted into different parts 
following the different characteristics shown by various noise 
kinds. We recognise three different image noise types: 1) 
spatially coherent noise, 2) spatially incoherent noise, and 3) 
spike noise. The first noise kind has a partially deterministic 
nature, and produces regular image patterns. Due to this 
characteristic, the effects of spatially coherent noise could 
theoretically be corrected [4]. The second one is originated 
by a fully stochastic process, and does not show any spatial 
structure or order into the affected image. Usually, it also is 
the main limitation to the signal-to-noise ratio (SNR) of the 
concerned image. Spike noise also has a casual nature, and 
shows a large amplitude perturbation of the signal revealed 
in a limited amount of image pixels. Our analysis has been 
focused on the algorithms which allow us to make 
quantitative determinations of the image SNR,  and  on 

restoration techniques that can filter spatially coherent noise 
structures. The work has been addressed to the study of 
remotely sensed data acquired by multispectral optical 
systems (e.g.: MIVIS). 

Removing Spatially Coherent Noise 

Useful multispectral imaging systems devoted to the 
remote sensing of Earth's surface often operate in whisk- 
broom mode. Due to imperfections in the scanning 
mechanism, images acquired by such sensors are generally 
affected by a standard scan-line shaped noise, as shown in 
Fig.l. It is to notice that this kind of noise is spectrally 
incoherent, which means that the noise pattern changes 
according to the considered spectral band. Therefore, this 
noise not only affects the radiance spatial distribution into 
the concerned image, but it systematically modifies also the 
spectrum of each image pixel. As a consequence removal of 
spatially coherent noise is a primary task for any remote 
sensing application. 

Fig.l:MP/IS image acquired in band 2 over open sea. 

The main tool used to detect spatially coherent noise 
is the Fast Fourier Transform algorithm (EFT). In fact, the 
power spectrum of an image acquired by a scanning system 
reveals some vertical bars or straight lines which are the 
counterparts of the aforementioned line-shaped noise. 
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It can be shown that a particular subset of the Hough 
transform (identified by the image integrals over the noise 
structures, i.e.: the image scan-lines) carries a lot of 
information about the spatial distribution of coherent noise. 
Letp represent such a subset: 

p(y,X) = \l(x,y,X)dx [1] 

being / the image value, X the band wavelength, and x the 
horizontal image co-ordinate. Due to averaging 
accomplished by Eq.l the profile p could be supposed at a 
first approximation to be independent on the imaged scene. 
As long as this hypothesis holds true p only reflects the 
coherent noise pattern, and the restored image G(x,y,X) 
could simply be obtained by the / to p ratio. However, only 
rarely this hypothesis will be true, because the scene may be 
differently composed in each image scan lines. Then, we 
suppose that the lower spatial frequency components of the 
profile p are only due to scene variations while higher 
frequencies are exclusively induced by coherent noise. Under 
this condition, the p components only due to scene variations 
can be extracted and represented by the smoothed profile s 
defined by: 

s{y,X) = : 

p(y + $,X)d% 

15 
[2] 

In Eq.2 8 is the half-width of the averaging window, whose 
value should empirically be found. The p-to-s ratio should 
then depend only on the noise pattern, while it should be 
insensitive to the effective scene composition. This ratio is 
denoted by c: 

The depicted procedure has been applied to images 
gathered by MIVIS and other scanning optical systems often 
employed in remote sensing campaigns. Obtained results 
have been excellent, and often the noise patterns have been 
fully rejected. We have also verified that our algorithm for 
coherent noise removal does not modify the pixel spectrum. 

Signal-to-Noise Ratio 

As stated the signal-to-noise ratio is mainly limited by the 
incoherent image noise. Since this disturbance cannot be 
removed it is more important to give a quantitative estimate 
of it, which is important for sensor comparison and 
characterisation. In our work the image SNR has been 
evaluated by taking the mean-to-standard deviation ratio 
over homogeneous image regions. This procedure has been 
applied to images already corrected for coherent noise 
effects, while raw data have been processed considering a 
single scan-line at a time. This option cut off possible 
influences of coherent noise on the computed SNR. 

The obtained results show MIVIS images to have a SNR 
equal to 500, with progressive performance degradation 
towards the longer available wavelengths (Thermal Infrared 
range). 

VENICE LAGOON MONITORING 

As already stated in 1995 a measurement campaign has 
been performed over the Venice Lagoon. Fig.2 shows a 
MIVIS image acquired in the 7th spectral band (0.562 |om). 
The image was not corrected neither for atmospheric effects 
nor from coherent noise patterns, which are partially visible 
over the sea. 

c(y,A) = 
p(y,ty 
s(y,X) [3] 

and can be used to estimate the corrected image G as: 

I(x,y,X) 
G(x,y,X) = - 

c(y,A) 
[4] 

Let us note that G has meanly the same pixel-spectra as 
the original image /. This valuable property is related to the 
circumstance that by definition the value of c averaged over 
an image-window larger than 8 always is 1 at any window 
position x„,y0. 

Fig.2: MIVIS image of Venice Lagoon (raw data) acquired in band 
7(0.562fjm). 
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Fig.3: NDVI. Normalised difference between bands 20 (0.821 /jm) 
and 13 (0.682 fun). 

Fig.4: Image (band 20) enhancement by equalisation histogram. 

After correction for atmospheric effects the acquired 
MIVIS images were processed with various algorithms in 
order to map vegetation and other significant environmental 
parameters. Fig.3 shows an example of this processing, 
realised by computing the modulus between bands 20 (0.821 
um) and 16 (0.682 um). This calculation is closely related to 
the NDVI index, which holds a lot of information about 
vegetated areas. Fig.4 shows an example of image 
enhancement applied to a MIVIS image. It is to notice the 

large amount of details and spatial structures (e.g.: marine 
waves) held into the processed image. This circumstance 
indicates the good sensor performance, which is also 
confirmed by our measurement of the SNR which is greater 
than the one obtained with standard remote sensing 
equipment. 

CONCLUSIONS 

Our work has been aimed to study the environmental 
applications of multispectral images remotely sensed by 
airborne and spaceborne sensors. A great drawback 
encountered in using such images was the presence of 
spatially coherent noise patterns which affect the images and 
dim any pixel spectrum. The paper has shown that this 
problem may be overcome by means of an algorithm which 
utilises a particular subset of the image Hough transform. 
This algorithm has been shown to be able to reject coherent 
noise without changing the mean pixel spectra. 

The major problem found when using multispectral data 
is however due to the lack of reliable theoretical models for 
processing the amount of acquired spectral data. In fact, only 
models specifically developed for low spectral resolution 
sensors are today available. 
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Abstract - The output from regular mapping and 
monitoring of urban areas provides an important source of 
information for urban planners and decision makers. The 
use of remotely sensed data to provide this information has 
been successful in particular environments but has had only 
limited success in tropical zone countries where cloud and 
rain often restrict the useful acquisition of visible/infrared 
image data on a regular basis. In many cases, and 
particularly in east Asia, these are precisely the areas that 
most need the data. A number of researchers have 
examined the potential of using radar images to overcome 
these problems, because at the wavelengths used (X to P), 
radar is not affected by cloud or rain. 

Urban areas are a spatially complex mixture of both 
natural and built surfaces whose spectral and geometric 
properties are many and varied. Buildings for example, 
cause significant backscatter when irradiated by microwave 
radiation, which is dependent on wavelength, polarisation 
and incidence angle of the radar beam, and roughness, 
dielectric properties and size, shape and orientation of the 
buildings and their surface facets. To some extent all 
combinations of specular and diffuse backscatter are a 
function of the height and width of buildings, and thus give 
rise to the possibility of using backscatter as a measure of 
the bulk density of the built environment. 

Equations for backscattering mechanisms , often found in 
urban environments, are well known. These are for 
example, facets, point scatterers, dihedral and trihedral 
corner reflectors, cylinders and wedges. This paper 
examines the theoretical relationships between urban 
morphology and remote sensing response at radar 
wavelengths, provides some preliminary results on measures 
of urban classification using AirSAR quad polarised radar 
data from test sites over the city of Sydney, Australia, and 
proposes a solution to the problem of backscatter variation 
due to building orientation. 

INTRODUCTION 

Maintaining up-to-date information on urban growth, to 
allow adequate planning for physical and social 
infrastructure, is both costly and time consuming using 
traditional field and airphoto methods. Since the launch of 
the first Landsat remote sensing satellite, in 1972, many 
attempts have been made to use satellite and airborne 
remotely sensed data to classify and monitor urban areas in 
cities of both developed and developing countries [1]. The 
use of remotely sensed data to provide this information has 
been successful in particular environments but has had only 
limited success in tropical zone countries where cloud and 
rain often restrict the useful acquisition of visible/infrared 

image data on a regular basis. In many cases, and 
particularly in east Asia, these are precisely the areas that 
most need the data. A number of researchers have 
examined the potential of using radar images to overcome 
these problems, because at the wavelengths used (X to P), 
radar is not affected by cloud or rain. Recent papers [2] and 
[3] have documented the history of the use of radar in urban 
areas and the relationship between radar response patterns 
and bio- and geophysical parameters of urban areas. 
Researchers [4], [5] and others, have examined the potential 
for using radar, and integrated radar and optical data to 
overcome the problems of urban monitoring, with some 
satisfactory results. Most urban radar research to date, 
however, has relied on the traditional remote sensing 
methods of interpretation or classification of the amplitude 
of the response either from single or multi-wavelength 
images. Little effort has been made to understand the 
complex interaction of radar with urban type cover nor to 
extract relevant urban parameters from the data on the basis 
of this understanding. 

Radar backscatter is dependent on surface dielectric and 
roughness properties, and particularly in a built 
environment, on orientation of facets, presence of dihedral 
corner reflectors (formed by the intersection of horizontal 
and vertical built features) and trihedral corner reflectors 
(formed by two orthogonal vertical walls and the ground). 
Double and triple bounce scattering from geometric 
structures are also important mechanisms in urban areas [6]. 
To some extent all combinations of specular and diffuse 
backscatter will be a function of the height and bulk of 
buildings, and thus give rise to the possibility of using 
backscatter as a measure of the vertical dimensions and size 
of the built environment. Increased corner reflector 
backscatter resulting from larger buildings should also result 
in a phase difference between the HH and W backscattered 
field. Corner reflector effects can also create problems in 
classification, because the backscatter is strongly dependent 
on building orientation with respect to the radar azimuth 
direction. It is suggested that this may be overcome using 
combined multi-azimuth radar data or calculation of the 
corner reflector effect. 

However it is only in relatively recent times that regularly 
available data from satellite borne synthetic aperture radar 
systems have become available on a regular basis., and 
make it possible for their integration into urban monitoring 
programs. These include Almaz (Russian), ERS-1 & 2 
(European Space Agency), JERS-1 (Japan), and Radarsat 
(Canada). In addition data from airborne quad-polarised, 
multi-wavelength radar systems are now available over a 
number of sites around the world, including the city of 
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Sydney, Australia, where some recent urban related research 
has been undertaken [7], [8]. 

RADAR BACKSCATIER MEASURES 

Buildings cause significant backscatter when irradiated by 
microwave radiation, which is dependent on wavelength, 
polarisation and incidence angle of the radar beam, and 
roughness, dielectric properties and size, shape and 
orientation of the buildings and their surface facets. Surface 
roughness occurs in a relatively small range (of the order of 
centimetres) for built surfaces, and building materials, with 
reasonably constant density and moisture content (low), 
should have a near constant (or easily determinable) relative 
permittivity and loss factor. Thus it may be assumed that 
variation in the measured backscatter will be predominantly 
due to antenna orientation with respect to the built 
geometry, for constant wavelength and polarisation. 
However in addition, larger buildings will tend to have more 
metallic components, such as in reinforced concrete, which 
will also increase the radar backscatter. 

Equations for backscattering mechanisms, often found in 
urban environments, are well known. These are for 
example, facets, point scatterers, dihedral corner reflectors, 
cylinders and wedges. For all mechanisms, both diffuse and 
specular backscatter (both single and multiple bounce) will 
increase with increasing built structures, as the height, 
width, projected area and number of facets increase per unit 
area. For specular scattering this will also be dependent on 
the building orientation with respect to the radar beam 
orientation. For example, for dihedral corner reflectors, the 
maximum backscatter occurs when the angle between the 
flight direction and the building orientation is 0°, and the 
radar incident angle is 45°, for both vertical and horizontal 
polarisations. It can be given by 

Omax = 8nb2L2/\2 

where a is the radar cross section (backscatter), b and L are 
the dimensions of the vertical component of the corner 
(effectively the vertical dimensions of the building) and X 
is the radar wavelength. This maximum value will reduce 
as the incident angle changes, as a function of the projected 
area of the corner in the direction of the radar beam, and 
will also reduce as the angle between the radar range 
direction and building orientation changes from a right 
angle, and will reduce to a minimum at an approximate 
angle of 22.5° [9]. 

A recent study over Sydney [8] used SIR-B data to 
examine the average backscatter from different urban land 
use areas. The results showed that the average response for 
residential areas was lower than that of commercial areas, 
while the industrial areas had the highest return (for 
equivalent relative orientation angles). Here residential 
areas have smaller buildings and thus smaller dihedral 
reflectors, and generally materials of low dielectric constant 
(brick or timber walls and tiled roofs). Commercial 
buildings are usually more dense than residential buildings, 
are larger both in floor area and height, and contain more 
metal acting as structural support and as cladding. 
Industrial buildings in the subject area consisted of large 
(large and many dihedral reflecting corners) buildings 
mostly clad in metallic materials, which are conductors with 
a high dielectric constant, thus scattering most of the 
radiation at the surface, generating a very strong backscatter 

at particular orientation angles. The residential class was 
examined further to show the relationship between the 
backscatter and building orientation. The backscatter 
response value was highest when the angle (f) between the 
normal to the street and the radar look direction was zero, 
and decreased to a minimum at f equal to 22°. For values of 
f above 20° the backscatter varied little with phi. These 
results were similar to that obtained in [9]. 

A model has been developed [8] to give the expected 
backscatter from a group of buildings of user defined size, 
shape, material (including surrounding ground surfaces) and 
radar parameters. Existing formula, giving the backscatter 
for a dihedral corner reflector and a rectangular facet, were 
adopted into the model. The model is currently able to 
predict the backscatter from a simple building of rectangular 
shape with either a flat or a sloping roof. Results from the 
model show that the roof facet and front wall facing the 
antenna are the dominant contributors to the backscatter. 
Fig. 1 shows the backscatter with respect to <j> for both 
residential and industrial type buildings, for each component 
of the building, as well as the total backscatter. The 
oscillations in the backscatter for both building types are 
due to phase differences as the distance the wave travels 
between the extremes of the object leads to either 
constructive or destructive interference. These oscillations 
become more frequent as the building size increases. The 
present model is being expanded to calculate the backscatter 
from a group of buildings of the same size, shape and 
material, and backscatter response from trees, essentially 
volume scattering, are also being integrated into the model. 
Finally the model is being further developed to allow the 
calculation of the polarised signature of a particular urban 
class. 

RADAR POLARISATION SIGNATURES AND PHASE 
DIFFERENCE 

Multipolarised radar provides much more information than 
individual cross or co-polarised radar. The received 
backscatter can be described by the polarisation signature 
which shows the co-polarised or cross-polarised return as a 
function of the transmitting polarisation. The polarisation of 
a wave can be described by its ellipticity and orientation 
angle [10]. A polarised wave may also be described as 
containing a vertical and horizontal component separated by 
a phase difference. A perfectly conducting dihedral corner 
reflector undergoes a phase shift of 180° during reflection, 
whilst a smooth (specular) surface undergoes almost no 
phase shift. These are commonly termed double and single 
bounce, or even and odd bounce scattering mechanisms. 
The polarisation signature contains valuable information for 
determining the characteristics of a surface. Trees, for 
example, can give a high cross-polarised response due to 
depolarisation by randomly oriented leaves, which may help 
to distinguish between some residential and commercial 
classes, since residential areas are more likely to contain a 
higher proportion of trees, both in gardens and along roads. 
In addition single storey residential areas are more likely to 
be dominated by single bounce or facet back scattering 
(from sloping roofs) when the incidence angle is normal to 
the roof, which occurs at about 30°, while larger buildings 
are dominated by double bounce or dihedral corner 
reflection from horizontal road/vertical building corners. 
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Figure 1: Modelled backscatter as a function of <|> for each component of residential and industrial buildings, and their total. 

In a recent study using AirSAR airborne data over Sydney 
[7], good classification results were obtained when a 
combination of single, double and cross-polarised scattering 
images, derived from P-band quad-polarised data, were used 
in the classification process. Residential, commercial, 
water, open grassed and treed areas were well separated. 
However these results were still dependent on the look 
direction angle and the incidence angle with respect to the 
major orientation of buildings and roof facet slopes. A 
method to decompose radar polarisation signatures has also 
been developed [11, 12]. In the model the backscatter was 
considered to consist of single (odd), double, Bragg and 
cross backscattering components, and the Mueller matrix 
was considered to be the sum of the Mueller matrices of 
these four scattering mechanisms. 

The approach was applied to different categories of 
AirSAR (P, L and C quad-polarised data) images including 
forest, farmland, ocean and urban areas. The reconstructed 
polarisation signatures were found to coincide very well 
with the observed signatures. Fig. 2 shows the measured 
and simulated polarisation signatures (P-band) for a 
residential area, and their differences. For all cover classes 
examined, the accuracy of decomposition was found to be 
more than 95% for linear polarisations (HH and VV) and 
more than 85%, in most cases, for any other polarisation. 
Analysing the results of the decomposition it was found that 
double bounce scattering dominated the response from 
commercial areas, with a lesser percentage from residential 
areas. However in residential areas the percentage of odd or 
single bounce scattering was higher than all other land use 
categories, apart from grassland, and there was a 
significantly higher cross-polarised return from residential 
areas, compared to commercial areas due to increased 
vegetation volume scattering. Odd bounce scattering was 
also a higher percentage, for both residential and 
commercial, when VV return was compared with HH return. 
It was considered that polarimetric image classification 
would be improved using these optimal decomposition 
techniques, in addition to the traditional discriminators (co- 
and cross-backscattering coefficients, ratios of different 
backscattering coefficients, and phase difference). 

REDUCTION OF CORNER REFLECTOR EFFECTS 

In many applications of radar images the corner reflector 
effect can cause confusion in interpretation and 
classification. Here it is appropriate to reduce or eliminate 
these effects. This can be achieved in two ways. Firstly by 
imaging the area from two distinctly different azimuths, so 
that the effect appears in one image but not in the other, or 
secondly by accounting for building orientation to reduce 
the recorded backscatter to a value that does not include the 
corner reflector effect. The first approach can be achieved 
using an ascending and descending satellite image of the 
same area. For spaceborne radar in a sun synchronous orbit, 
the two paths will have a heading difference of 
approximately 22°. Thus what will cause corner reflection 
in one image will not do so in the other image, following the 
conclusions of [9]. Current research is using an ascending 
and descending ERS-1 image over Sydney to study this 
effect. The two images have been registered, and the 
following rule has been applied to eliminate the dihedral 
corner reflection effects. If bright in A and not in B, replace 
with B. If bright in B and not in A, replace with A. If 
approximately the same, replace with the mean of A and B 
Preliminary results show that a less confusing, more 
interpretable, single image results from this process. High 
backscatter that is not due to corner reflector effects, such as 
a metal dome, are not affected by this procedure. Further 
studies however are ongoing. It should be noted that the 
registration of the two radar images are a critical part of the 
procedure. As the images record the area from directions 
approximately opposite to each other the relative height 
displacement effects will be almost doubled making 
registration of the two images extremely difficult. This is 
particularly so for ERS-1 data, with a small look angle of 
approximately 23°. A solution to the problem was achieved 
by applying terrain height correction procedures via an 
intermediary Landsat TM image of the same area. 

The second approach has theoretical appeal but has not 
yet been achieved in practice. It requires firstly the 
estimation of the orientation of built features with respect to 
the incoming radar. When this angle is more than 20° from 
the normal to the building alignment, no change is required. 
For angles less than 20° the measured backscatter can be 
reduced by the corner reflector effect, as calculated using 
the dihedral corner reflector equation. Recent research [13] 
has developed an   algorithm  to  extract   the  per  pixel 
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Figure 2: Polarisation signature (top: co-polarisation and bottom: cross-polarisation) comparison using the measured and 
simulated Mueller matrices for residential areas in Sydney at P-band: (a) measured, (b) simulated, and (c) absolute 
difference. 

orientation of linear features from a digital image. In an 
urban area these are generally roads which normally parallel 
the building orientation. To date the algorithm has been 
applied to a Landsat TM image and simulated test data with 
very good results. Its application to a radar image has not 
yet achieved the same success due to higher levels of noise 
inherent in radar data. 

SUMMARY AND CONCLUSIONS 

An overview of theory, preliminary research results and 
some conceptual ideas have been presented with regard to 
the use of radar image data for monitoring urban areas. 
With the rapid growth of cities around the world, there is a 
consequent need for reliable , repetitive monitoring of these 
areas to allow appropriate planning and decision making. 
While further research is required on the work described in 
this paper, it would appear that the use of radar image data 
holds promise for the future. 
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Abstract - As image resolution increases from 10-30 m to 
0.5-2 m, road networks will appear to be narrow areas rather 
than thin lines. This becomes a challenge for traditional 
linear analysis methods based on mask operations but creates 
an opportunity for classification based methods. We 
experimented with an advanced linear analysis, gradient 
direction profile analysis, and a few classification algorithms 
including a maximum classification, clustering and a 
contextual classifier for road network extraction using 
airborne digital camera data acquired over Livermore, 
California with approximately 1.6 m spatial resolution. 
Results indicate that both the linear extraction and image 
clustering algorithms worked reasonably well. Best road 
network results have been obtained by applying the linear 
extraction algorithm to a morphologically filtered image that 
was generated by combining the near infrared (NTR) and ted 
(R) image bands through NIR/R+NIR. With this method, 
the correctly extracted road pixels account for 78.7% of the 
total road pixels obtained from image interpretation with field 
verification. The image clustering method resulted in 74.5% 
correctly extracted road pixels. When experimenting with the 
images resampled at approximately 3 m and 5 m resolution, 
the best overall accuracies for road extraction decreased to 
74.6% and 61.6%, respectively. 

INTRODUCTION 

Road network changes constantly at many rural-urban fringe 
areas due to urban expansion. Urban planners and decision 
makers on land use development often have obsolete land use 
information because operational mapping methods based on 
manual interpretation of aerial photographs usually take a 
year or two to complete from the time of aerial photography. 
Research efforts have been made to develop computer analysis 
algorithms for road network extraction [1-2] and land-use 
mapping [3] from satellite images. On 10-30 m spatial 
resolution satellite images, roads are linear features 
represented by valleys or ridges of brightness. Wang and Liu 
[4] grouped 4 types of line extraction methods that could be 
applied to road network extraction. They are (1) gradient 

operator and mask convolution method, (2) gradient direction 
profile analysis (GDPA) method, (3) mathematical 
morphology analysis method, and (4) knowledge-based 
method. Because the contrast between a road and the image 
background varies both spatially and spectrally, the use of 
multispectral data helps reduce road ambiguity. 

Among various satellite and airborne sensing technologies, 
it is now possible to have high geometric and radiometric 
quality digital camera images on airborne platforms with 
spatial resolutions at the sub-meter level. In addition, 1-4 m 
resolution satellite imagery will soon become available and 
high spatial resolution digital can be obtained by scanning 
aerial photographs. In a study of road networks extraction 
from scanned color-infrared films from aerial photography, 
Benjamin and Gaydos [5] claim that 3 m spatial resolution is 
most suitable for road network extraction in Cupertino, 
California. They applied clustering and editing instead of the 
more sophisticated line extraction algorithms to scanned data 
resampled to different spatial resolution (1-5 m). Since most 
roads in urban areas are wider than 5 m, road networks 
become narrow areas rather than brightness valleys or ridges 
on images with pixel sizes smaller than 5 m by 5 m. At a 
spatial resolution better than 5 m, it is possible to extract 
road network with classification methods. 

Our questions are: 
• how well can traditional linear extraction algorithms 

perform when applied to those high spatial resolution 
images? 

• to what extent, can classification methods be used for road 
network extraction purposes? 

• how can methods in the two different paradigms be used 
to complement each other for improved road network 
extraction and land use classification? 

This paper presents some of our efforts toward answering 
the first two questions. The objective was to compare 
classification methods with line extraction algorithms for road 
network extraction from digital camera images resampled at 
different spatial resolutions. A supervised per-pixel 
classification, a clustering, and a cover-frequency based 
contextual classification method were applied to classify an 
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airborne digital camera image. A few road cover types were 
included in each classification. A gradient direction profile 
analysis algorithm was also applied to the same image. Road 
extraction results are presented and discussed. 

STUDY SITE AND DATA 

The study site is located on the east border (121°43' W, 

37°41' E) of City of Livermore, California. On June 30, 
1995, an imaging system consisting of 4 Kodak DCS-200 
cameras was used on board of an aircraft to acquire 
multispectral images over the study area. The four cameras 
simultaneously acquired images at 450 nm, 550 nm, 650 nm, 
and 850 nm, respectively, with a band width of 80 nm. The 
single-band images from individual cameras were then 
geometrically corrected and resampled to form a multispectral 
data set. The spatial resolution is approximately 1.6 m. 

ROAD EXTRACTION METHODS AND ACCURACY 
ASSESSMENT 

Road network extraction methods generally involve five 
steps: data preprocessing, obtaining initial road network, 
noise removal, thinning, and pruning. The purpose of image 
preprocessing is to enhance road network features for 
subsequent analysis. We undertook grey-level dilation 
filtering to the original image. It is essentially an operation 
in search of maximum from a local neighborhood defined by 
the structuring element [6]. Moving a 3 X 3 kernel over a 
grey-level image, we assign the maximum grey-level value to 
the pixel at the kernel center. Noise removal is to remove 
from the initial road networks relatively small patches of 
pixels that have been identified as road segments. Pixel 
patches smaller than a certain size are removed from the 
initial road network image. Thinning reduces the detected 
road network from a few pixels wide to one pixel in width. 
Pruning removes short-branches of dead-end roads according to 
their lengths. 

Gradient Direction Profile Analysis 
The GDPA algorithm used in [1] was selected for use in 

this study. This algorithm first finds the greatest gradient 
direction for each pixel using the brightness values in a 3 by 
3 neighborhood. A pixel is considered as a candidate road 
pixel if its greatest gradient exceeds a limit, Tj, specified by 

the analyst. The algorithm then searches among the candidate 
road pixels for pixels at ridge tops or valley bottoms of grey 
levels by modeling grey level profiles along the greatest 
gradient direction centered at each candidate pixel. The 
modeling is achieved through polynomial curve fitting along 
the gradient direction profile. The grey-level ridge top or 
valley-bottom positions are found through profile derivative 
and curvature analysis. The length of a profile, L, is specified 

by the analyst and the curvature of the polynomial function 
must be greater than a specified value, Tfc. An initial road 

network is extracted from an image by adjusting the three 
parameters, T<j L and Tk- Details on GDPA is found in 

Wang et al. [1]. 

Image Classification and Clustering 
To classify roads from the digital camera image, we 

employed a clustering algorithm, a supervised maximum 
likelihood classifier and a cover-frequency based contextual 
classifier. The clustering algorithm is ISODATA (iterative 
self organizing data analysis technique). The cover-frequency 
based contextual classifier is found in [3]. It first converts the 
original image to a land-cover map using a regular per-pixel 
maximum likelihood classification (MLC) algorithm, or a 
grey-level vector reduced image with a grey-level vector- 
reduction algorithm, or a cluster map through clustering. The 
algorithm then extracts frequencies of land cover, cluster, or 
grey-level vector from a neighborhood of a pixel and uses the 
frequencies in classification of land uses or discrimination of 
road types for that pixel. The size of the pixel neighborhood 
is specified by the analyst. The contextual classification 
requires supervised training to determine the frequencies for 
each class. The same training set was used for both the 
maximum likelihood classification and the contextual 
classification. 

We used 8 classes in the supervised classification. They 
include four types of road covers according to different road 
surface colors and materials, new asphalt, older asphalt, 
concrete and railroad. The other 4 cover types are residential, 
industrial, well irrigated grass land and dry grass land. We 
selected training areas for the 8 land-use classes and used the 
maximum likelihood classifier and the contextual classifier to 
classify the imaged area. 

Image Resampling 
All image resampling methods can be achieved through 

image convolution. To resample the 1.6 m resolution data to 
coarser resolutions, we compared the four different image 
resampling methods. As expected image averaging had the 
greatest effects in blurring the edges or linear features as 
image resolution degrades. Edges and linear features were 
better preserved in the resampled images generated by the 
remaining three resampling methods and those resampled 
images looked very similar. Therefore, we tested the linear 
extraction algorithms using the images resampled to 3 m and 
5 m resolutions with the nearest neighbor method. We did 
not apply classification methods to the resampled images 
because as discussed in the introduction images with coarser 
spatial resolution would be less useful for road network 
classification. 
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Accuracy Assessment 
Three measures can be calculated for the quantitative 

comparison [4]. 
Let Nce be the number of correctly extracted road pixels; 

Nfr be the number of true road pixels; and Nte be the total 
number of extracted road pixels: 

overall accuracy = Nce / Np 

commission error = (Nfe - Nce ) / N^ 

The overall accuracy is the fraction of pixels correctly 
extracted as roads. The commission error is the number of 
pixels incorrectly extracted as road pixels divided by the 
number of true road pixels. 

RESULTS 

We applied the GDPA algorithm to each band of the original 
image and some derivatives of the images. The best result 
with the GDPA algorithm has been achieved using an image 
that combines the ratio between the near infrared and red band 
with the near infrared band, [band 4/band 3] + band 4. The 
newly generated image suppressed the shade and shadow in the 
original image through image ratioing, while the brightness 
of the vegetation portion of the image was enhanced. We 
then applied dilation filtering to the band combination image 
for 3 iterations. The initial road network was extracted from 
the dilated image (Td=1.0, L=5, Tk=3.0. 

With the image classification approaches, no preprocessing 
was applied to the original images. The four bands of image 
were clustered using ISODATA resulting in 49 clusters. 
After a cluster by cluster examination, we selected those 
clusters corresponding to road networks. All road network 
clusters were merged to form an initial road network map, 
which was further processed by noise removal, thinning and 
pruning, and resulted in a final road map. Supervised MLC 
classification was also performed on the original four bands. 
Similarly, noise removal, thinning and pruning were applied 
to produce a final road map. The final road network results 
obtained from MLC and from the clustering algorithm are 
similar. The clustering algorithm picked up more road 
details, particularly the rail roads, than the MLC method. It 
also included more non-road artifacts in the final result. 

The cluster map was also used as the basis for the 
contextual classification. Classified road results were used as 
the initial road networks for subsequent noise removal, 
thinning and pruning. We used a 9 by 9 pixel neighborhood 
size to generate cover frequencies in the contextual 
classification. We did not attempt to find an optimal window 
size for the classification. Generally, a large window size 
would remove more road details particularly when the road is 
relatively narrow. While a small window size would results 
in more unwanted details. 

Table 1 lists some of the accuracy assessment results. 
With the 1.6 m resolution image, the best overall accuracy, 

78.7%, is obtained by the GDPA method from the image 
specially enhanced (b4 + b4/b3). The second best is achieved 
by the clustering method (74.5%). However, both methods 
have relatively high commission errors. The lowest overall 
accuracy is from the contextual classification results but the 
commission error is the lowest. 

Table   1.   Performance evaluation of different road network 
extraction results 

Images Overall accuracy(%) Commission error 

band4 59.8 1.010 
clustering 74.5 0.845 
contextual 49.5 0.476 
MLC 68.4 0.659 
b4+b4/b3 78.7 0.984 
band4 (3m) 66.0 0.951 
b4+b4/b3 (3i n) 74.6 0.832 
band4 (5m) 53.5 0.882 
b4+b4/b3 (5i n) 61.6 0.693 
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Abstract The objective of this paper is to investigate 
the possibility of achieving a more realistic description 
of natural surfaces for microwave remote sensing pur- 
poses. By analyzing measured profiles, non stationary 
effects which cannot be accounted for in the classical 
description of roughness are underlined. Subsequently, 
an expansion of 1/f processes in terms of wavelet or- 
thonormal basis is used to derive a possible description 
of natural roughness. 

INTRODUCTION 

In the context of remote sensing applications, surface 
roughness has been traditionally described as a zero 
mean Gaussian stationary random process with a concur- 
rent autocorrelation function. The assumption of station- 
arity implies that there exists a fundamental spatial scale, 
identified by the correlation length (I), which character- 
izes the horizontal roughness properties of the process. 
Vertical roughness is represented by the profile height 
std 0). Although this statistical description offers a sim- 
ple way of characterizing natural roughness, experimen- 
tal results have always been found to have a critical vari- 
ability in the estimation of surface parameters, especially 
regarding the correlation length. Previous works (see for 
example [1]) have presented natural soils showing self 
similarity properties, i.e. their geometrical properties are 
invariant to spatial scale transformations. For this reason, 
they cannot be characterized by a unique fundamental 
spatial scale. 
The purpose of this paper is to present a possible 
mathematical description of isotropic self similar sur- 
faces in terms of 1/f random processes. Future work will 
assess the possibility of incorporating such a description 
in e.m. models. 
As a preliminary step, we present some experimental re- 
sults obtained by analyzing roughness profiles measured 
during two ground campaigns conducted in Europe. Sub- 
sequently, a brief introduction to the theory of 1/f proc- 
esses is given. In particular, a Karhunen-Loeve expan- 
sion of 1/f processes in terms of orthonormal wavelet ba- 

sis [2] is used to model isotropic natural surface properties. 
The concurrent autocorrelation function is derived and its 
properties are illustrated. 

EXPERIMENTAL DATA SET 

Roughness profiles acquired over two different test sites in 
Europe have been analyzed in order to investigate the pres- 
ence of non stationary effects in the natural roughness be- 
havior. To achieve this, for each profile classical roughness 
parameters, namely s and /, have been calculated over differ- 
ent spatial scales. The first experimental data set has been 
collected during the second SIR-C/X-SAR mission over the 
Matera (Italy) test site. The profiles have been measured by 
means of a needle-like profiler 3 m long with an horizontal 
resolution of 1.5 cm. Figure 1 shows both s and / parameters 
for the smoothest field, estimated over 90 cm, 180 cm and 
270 cm. For the s parameter, no clear trend can be concluded 
whereas, in the case of the correlation, there is a clear in- 
creasing trend. Such an effect cannot be accounted for in the 
classical roughness description. The second experimental 
data set has been acquired during the three day repeat cycle 
of ERS1 (early 1994). During that period, the European 
Space Agency has supported an extensive ground data acqui- 
sition over a flat area in Middle Zeeland (The Netherlands). 
Profiles 1.5 m long have been measured by means of a laser 
profiler having a horizontal resolution of 0.5 mm, over fields 
having different roughness states. Roughness parameters 
have been analyzed on two different scales.: 1 m and 7.5 m. 
As an example, figure 2 shows the obtained estimates in the 
case of the smoothest field. For both parameters the average 
of the estimated values is increasing as a function of the scale 
under consideration. The increase is slower in the case of s 
than /. Due to the limited length of the analyzed profiles the 
increasing trend cannot be considered as fully prove. How- 
ever, present observations are not in contradiction with the 
assumption that natural roughness possesses self similarity 
properties. Further experimental investigations aimed at 
measuring longer profiles are required to 
definitely demonstrate whether or not natural roughness have 
self similar properties. 
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In the present paper we assume natural surfaces are self 
similar and, in the following section, we present a possi- 
ble mathematical description of such surfaces in terms of 
1/f processes. 

1/f RANDOM PROCESSES 

The 1/f random processes are usually characterized, over 
an arbitrary wide spectral bandwidth Af by a power 

2 

spectral density S(f)= "^Twitti l^v^3. The expres- 

sion for S(f) indicates that, if the frequency bandwidth 
covers all the infinite interval of positive frequencies, 
then S(f) no longer is an integrable function in the L2 

space. Consequently, it will not represent a valid power 
spectral density expression in the theory of stationary 
random processes. A classical example of 1/f process is 
the fractional Brownian motion. In order to assess the 
potential of 1/f processes to describe natural roughness, a 
simulation of one dimensional fractional Brownian mo- 
tion process, based on the successive random addition 
algorithm has been implemented. One profile made of 
30000 points (300 m assuming steps of 1 cm), with a 
Hurst exponent H=0.2 and a profile height std of 1.5 cm 
has been generated. Then, a statistical analysis has been 
performed over sub-profiles of different lengths. Sub- 
profiles of 2.4 m; 12 m and 60 m have been considered. 
Fig. 3, shows the stds and correlation lengths estimated 
over the different sub-profiles. 
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Both the estimated stds and correlation lengths are increasing 
as a function of the sub-profile length. It can be shown that 
this effect is due to the non stationary behavior of the frac- 
tional Brownian process. Moreover, it should be noted that 
the increase of std versus profile length, is much smaller than 
for correlation length. It may explain why experimental data 
concerning short sub-profiles do not clearly indicate a non 
stationary effect in the case of standard deviation (see fig. 1). 
A mathematical tool of interest for 1/f random process analy- 
sis has been recently proposed by Wornell [2]. It consists of 
a Karhunen-Loeve expansion rule of 1/f processes in terms of 
orthonormal wavelet bases. More precisely, it has been dem- 
onstrated that 1/f-like processes can be decomposed over a 
wavelet basis. The coefficients of the decomposition are un- 
correlated random variables with a given variance structure. 
Wornel has demonstrated the following theorem: Consider 

U/"> (r\ — om/2\T//<^m     _    \ 
any orthonormal wavelet basis T« v >    *•     x \f"        n) 

with Rth-order regularity for some R — l. Then the random 
process constructed via the expansion 

zW=iiz„TW (i) 
m=—~n=-~ 

m 
where the zn are a collection of mutually uncorrelated, 
zero mean Gaussian random variables with variances 

var zn  = ao Tv (2) 
for some parameter 0<v< 2R, has a time averaged spectrum 

|2 

(3) S(f) = elY42-vm\V(2-mfy 
m 

that is nearly 1/f, i.e. 
2 2 

\f\V        [)"\f\V (4) 

for some ^<<^t — & H <0°, and has octave-spaced rip- 
ple, i.e. for any integer k 

i/rs(/)=|2*/fs(2*/)     (5). 
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Such a mathematical description may be assumed to be a 
more realistic mathematical model for isotropic natural 

- n surfaces (i.e. r -yx 
2 2 

SURFACE MODEL 

When an e.m. wave is impinging on a random surface it 
is sensitive to surface geometrical features only over a 
finite range of scales. For this reason, surface details 

A 
below, L]= | ~ and higher than, at maximum, the resolu- 

tion cell L2= N A can be disregarded. For e.m. scattering 
purposes, this implies that a consistent approximation 
for natural surface is: 

ZM(r)=  X   ECTO (6). 
m=-Mln=-°° 

ZM(r) is a cyclostationary process [2] having finite vari- 
ance and a spatial averaged spectrum given by: 

SM{f) = °2o   JJ2-vm\v(2-'fj (7h 
m=-A/i 

The M, i=l,2 values can be obtained by noting that 

V r > 0 jt js p0ssible to find one M0 and one r0 such that 

r = 2M°rn with !</•„< 2, [2]. Then: 

Mi=±\og2M-  Withi=l,2 (8) 

By applying a Fourier transform to (7), the following 
autocorrelation function is obtained: 

M2 

RM = <>1  y£2-*v-»Ry(2mT) (9) 

-t-00 

where    **(*) = J^(0^(C + ^)^.   Equal, ion   (9) 

correspond to a stationary process, valid within a finite 
range of spatial scales. This property may be very useful 
for incorporating such a roughness description in an ap- 
propriate asymptotic e.m. model. The expression of 
RM(T) depends on three parameters: a0; v and the num- 
ber of spatial scales taken into account (i.e. M=M2+Mi). 
Go clearly determines the value of the profile height std 
(i.e. RM(0)). v governs the shape of the function. The M 
parameter behaves has a magnification factor for the 
function shape. Figure 4 displays the normalized auto- 

**(T) 
correlation function (ACF) (i.e.  D   /A\ ) 
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for v=1.2 and v=7.9.Two different ranges of spatial scales 
are considered. The first range corresponds to a finer resolu- 
tion of 1 cm and a coarser resolution of 128 cm (i.e. M;=0 
and M2=7). The second one has the same finer resolution but 
a coarser resolution equal to 256 cm. For both cases, the cor- 
responding exponential ACF has been superimposed. The 
family of wavelet considered here is the 12*-order 
Daubeschies wavelet basis. As can be seen, eq. (9) has an 
exponential shape close to the origin and far from the origin 
it has an oscillatory behavior. 

CONCLUSIONS 

In this paper, the problem of a realistic mathematical de- 
scription of natural roughness has been addressed. Experi- 
mental data set collected over different sites in Europe have 
shown non stationary effects. A description of such effects 
may be given using 1/f processes. A Karhunen-Loeve expan- 
sion of 1/f processes in terms of orthonormal wavelet basis 
has been used to derive a possible mathematical model for 
natural roughness. Future work will be dedicated to incorpo- 
rating such a description in suitable asymptotic e.m. models. 
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INTRODUCTION 

In radar remote sensing of vegetation, accurate scat- 
tering models that can describe the interaction of elec- 
tromagnetic waves and vegetation-covered terrain is of 
great importance. The common approach is to regard 
the vegetation-covered surfaces as a random collection 
of dielectric particles with canonical geometries, such as 
cylinders representing stems and branches and thin dielec- 
tric disks representing leaves, above a half-space dielec- 
tric medium with rough interface representing the ground. 
Most scattering models developed for this problem are 
based on single scattering properties of the scatterers. In 
these models, the scattering interaction among the vegeta- 
tion particles and the vegetation particles and the rough 
surface are ignored. In more advanced models, such as 
radiative transfer (numerical or second-order iterative so- 
lutions), the scattering interaction among scatterers are 
accounted for assuming that the particles are in the far- 
field of each other. This is not an accurate model because 
most vegetation structures contain large particles (tree 
trunk, long branches, main stem for grasses) whose length 
are comparable to the vegetation layer thickness and are 
much larger than the wavelength. In these cases the near- 
field interaction, as opposed to far-field interaction, must 
be taken into account. Experimental results indicate that 
although the first-order scattering models are capable of 
predicting the co-polarized backscatter adequately, they 
are not able to predict the cross-polarized backscatter to 
within a desirable accuracy. 

In this paper, an analytical solution that can predict 
the near-field interaction between a scatterer and a rough 
surface is presented. This solution is derived using a re- 
cently developed technique which is based on the reci- 
procity theorem [1]. This approach is very efficient since 
only the current distribution of isolated scatterers are 
needed to evaluate the interaction in the far-field region. 
In specific, the second moments of backscatter fields are 
provided for a circular dielectric cylinder above a slightly 
rough surface with inhomogeneous dielectric profile. The 
accuracy of the theoretical formulation is verified by con- 
ducting polarimetric backscatter measurements from a 

lossy dielectric cylinder above a slightly rough surface. 
Excellent agreement between the theoretical prediction 

and experimental results are obtained. 

THEORETICAL ANALYSIS 

In this section, the scattering formulation for a dielec- 
tric cylinder above a slightly rough surface which includes 
the near-field interaction between the cylinder and the 
rough surface is presented. The geometry of the scatter- 
ing problem is shown in Fig. 1. The pertinent dimensions 
and orientation angles are specified in Fig. 2. By inspec- 
tion, the backscatter from this composite target can be 
decomposed into four scattering terms: 1) direct backscat- 
ter from the cylinder (Sc), 2) direct backscatter from the 
rough surface (Sr), 3) cylinder-surface scattering (Scr), 
and 4) surface-cylinder scattering (Src). Sc can be cal- 
culated easily using a semi-exact solution which is based 
on the eigen-function expansion and the physical optics 
approximation [2]. To calculate Sr, the complete second- 
order solution presented in [3] is applied. The challenge 
here is to calculate Scr and Src analytically. This is done 
using a recently developed technique which is based on 
the reciprocity theorem [1]. This method is extremely ef- 
ficient and provides the interaction between the cylinder 
and rough surface up to the second order. The second- 
order scattered field from the cylinder which is illuminated 
by the scattered field of the rough surface is computed 
from 

E2c =  /    Jr • Eecdv 
Jvr 

P- 

where Jr is the volumetric current induced in the rough 
surface by the incident wave in the absence of the cylin- 
der, and Eec is the scattered field from the cylinder when 
excited by an elementary current located at the obser- 
vation point in the absence of the rough surface. The 
induced current in the rough surface is calculated by re- 
placing the top rough layer with an equivalent polarization 
current above a dielectric half-space. The formulation of 
this equivalent current is obtained iteratively using a per- 
turbation method [3]. The closed-form near-field solution 
for Eec is obtained using the stationary phase technique, 
and its formulation can be found in [1]. After tedious al- 
gebraic manipulations which is beyond the scope of this 

paper, analytical expressions for the elements of the scat- 
tering matrix of surface-cylinder interaction are obtained. 
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The solution for the RCS can be calculated from: 

VpiPq  _ ice     I    crc(O)   ,   ccr(0)|2   ,   „rO      A. ..„ c(l) 
P? 

+S#1>|2)A2 + 2 Äe {^W^f) + 5^))*)} A2 

+2iüe {(5p
c
? + S#°> + S#°>)<(S#2> + S£<2>))*} A

2 

where A is the illuminated area, and v^    is given by: 

rO 
P?P? SSoT (l^l^A^Rl^l2) 

Here Spf\ ?r(2) 
'p«   > 

+2Re(s;^s;f>) 

and 5pj ^ are the first- 

A4 

second-, and 
third-order backscattering matrix elements of the rough 
surface. Explicit expressions for <Tpqpq and the scattering 
matrix elements are rather lengthy and reported in [3]. 

SIMULATION AND EXPERIMENTAL RESULTS 

Data simulation has been performed to investigate the 
importance of the contribution from the interaction be- 
tween cylinders and rough surfaces. In Fig. 3, the ratios 
of the zero-order to the complete first-order backscatter- 
ing solution excluding the direct backscatter form rough 
surface are plotted versus incidence angle. The length, 
radius, and dielectric constant of the cylinder are 0.71m, 
0.385cm, and 43.4+Ü3.2 at 1.25 GHz, respectively. The 
cylinder is placed right above a rough surface with ks = 
0.1, kl = 2.0 having exponential correlation function. The 
RCSs are calculated at six different cylinder tilt angles 
(/?): 2°, 4°, 6°, 8°, 10°, and 12°. The RCS for each tilt an- 
gle is the average of the radar cross sections calculated at 
every 10" of the azimuth angle (a). Basically, azimuthal 
symmetry is assumed uniform distribution over [0,2TT). 

The zero-order solution includes scattering from the cylin- 
der and the cylinder ground-bounce interaction for a flat 
surface. Fig. 3(a) and Fig. 3(b) show that, for the co- 
polarized scattering, the zero-order solution is sufficient 
except when the incidence angle is close to normal inci- 
dence. As shown in Fig. 3(c), the cylinder-rough-surface 
interaction is significant for the cross-polarized scattering. 
It is found that as the tilt angle increases, the cylinder- 
rough-surface interaction becomes less important. 

Ignoring the cylinder-rough-surface interaction, the 
main source of the cross-polarized backscatter is the rough 

surface alone (second-order and higher-order perturbation 
terms). Fig. 4(a) compares the cross-polarized backscat- 
ter of the rough surface and the rough-surface-cylinder 
for different values of ß assuming a cylinder density 1 
cylinder/m2. While the cross-polarized backscattering 
from the rough surface (ks = 0.1 andkl = 3.0) alone de- 
creases rapidly as the incidence angle increases, the to- 
tal backscattering increases. Fig. 4(b) shows a similar 
phenomenon as the number density of vertical cylinders 
increases. 

To examine the validity of the scattering formulations, 
backscatter measurements were performed polarimetri- 
cally using the indoor bistatic facilities of the Radiation 
Laboratory at the University of Michigan. In these exper- 
iments, an X-band stepped frequency radar with the cen- 
ter frequency 9.25 GHz and the bandwidth 1.5 GHz was 
used. The experimental setup is shown in Fig. 5. A lossy 
circular cylinder was made by filling a circular cavity in a 
Styrofoam block with water. The radius and length of the 
water cylinder were 0.83 cm and 11 cm, respectively. A 
computer-generated Gaussian random rough surface with 
ks — 0.2 and kl = 0.9 was made by milling the surfaces of 
floral foam blocks, and then they were soaked with water. 
Because of the gravity, the water content at the top of the 
layer was found to be around 30%. The water content is 
assumed to increase linearly to nearly 100% at 0.5 cm be- 
low the top rough layer. The dielectric constant of water 
calculated from Debye formula was found to be 53.4 + i 
39.3. 

Fig. 6 shows the measured and theoretical cross- 
polarized RCS of the rough surface with and without the 
water cylinder. The inclusion of the cylinder does increase 
the cross-polarized backscattered field significantly. Note 
that the interaction of a vertical cylinder with flat surface 
does not produce any cross-polarized backscatter. 
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Figure 1: Configuration of the scattering problem. Figure 2: The dimension and orientation of a cylinder. 
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Figure 3: The ratio of the zero-order to the complete first-order for (a) vv-polarized, (b) hh-polarized, and (c) cross- 
polarized RCS. 
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Figure 4: The effect of the cylinder-rough-surface interaction on the cross-polarized scattering. The direct backscat- 
tering from rough surface alone (Cpq) is also plotted for comparison. 

Dual-polarized Antenna 

Water Cylinder ^J 
Axis of Rotation 

Network 
Analyzer 

1'^—I. „I -..i.~*.—, X^^-N—^«^\J 'v 

j    Wet Foam      j | [cony 
IncidMic J^ngtm (J.gwt) 

TTm^ableJ 
|Computer| 

Figure 5: The experimental setup. 

Figure 6: The cross-polarized RCS of the water cylin- 
der above the rough surface at 9.25 GHz. The RCS of 
the rough surface alone {<?®qA) is also shown for com- 
parison. 
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Abstract - Backscattering and emissivity measurements carried 
out on three experimental dielectric models, characterized by 
random surfaces with different statistics, have been compared 
with simulations obtained with the Integral Equation Model. 

INTRODUCTION 

The use of electromagnetic models in the study of microwave. 
scattering and emission from soil can contribute to better 
understand the interaction between the electromagnetic fields 
and surfaces, and to develop inversion algorithms for soil 
moisture content and surface roughness retrieval. On the other 
hand it is well known that scattering and emission problem 
from random surfaces presents simple analytical solutions only 
for a limited number of cases (e.g.: Small Perturbation SP, 
Physical Optics PO, Geometrical Optics GO, Integral Equation 
Model IEM)which correspond to some combinations of 
roughness parameters and observation wavelengths [1, 2]. 
Validations of these approximate methods have been carried 
out in the ID- case by using exact numerical methods (Method 
of Moment and MonteCarlo) and experimental data collected 
on conducting surfaces [3]. 

In this paper we describe the results of the research carried 
out at the European Microwave Signature Laboratory (EMSL) 
of the Joint Research Center of Ispra, Italy, for validating IEM 
by measuring backscattering and emission from experimental 
models realized with the same surface and dielectric 
characteristics used in the electromagnetic models. 

This work was partially supported by the Italian Space 
Agency - ASI 

THE EXPERIMENT 

Three different experimental models, composed by an 
artificial dielectric with permittivity changing from 5.1 +j 
1.4 at 1.5 GHz to 3.8 + j 0.9 at 18 GHz, have been tested. All 
the models had azimuthal isotropic random surfaces, two of 
them were characterized by a Gaussian correlation function 
with a correlation length (I) of 6 cm and a height standard 
deviation (s) equal to 0.4 cm ("smooth" surface) and 2.5 cm 
("rough" surface) respectively. A third model, characterized by 
an intermediate roughness degree (s = 0.9 cm, and / = 3.0 cm), 
had been realized with a composite (Gaussian-exponential) 
correlation function. The sample under test was contained in a 
cylinder of 2 m in diameter and 0.4 m depth. 

The polarimetric scattering measurements were carried out on 
the sample placed in the center of the EMSL anechoic chamber 
(radius 10 m) at various incidence and scattering angles 
between 10 and 50 degrees. A frequency stepped CW mode 
(step =11.25 MHZ) in the range 1.5 - 18 GHz was used, 
applying a full polarimetric calibration in the monostatic 
configuration and a simple "Response & Isolation" correction 
in the bistatic case. Range gating in time domain was applied 
to data to isolate the response of the target under investigation 
from the residual response of the chamber. The Half Power 
Beamwidth (HPBW) of the frequency dependent antenna 
pattern was larger than the target size on the whole frequency 
range. A power correction term, obtained by integrating the 
actual antenna response over the illuminated area, was applied 
to compensate for antenna pattern variation[4]. 

The scattering matrix of the target was measured in the plane 
of incidence (vertical polarization plane ) both in monostatic 
and bistatic mode for different incidence and scattering angles. 
Independent samples were obtained by rotating the target in 
azimuth to obtain uncorrelated data at a given frequency and 
averaging in the frequency domain over a window larger than 
one correlation length. The azimuth autocorrelation function 
ACF showed that a step of 5° is sufficient to obtain 
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independent samples at low frequency limit. As expected, at 
higher frequencies, the signal decorrelated faster. The 
frequency ACF of experimental data had a correlation length 
If (frequency) equal to 300 MHz rather close to the expected 
theoretical value for the range of target dimensions (220 MHz). 

Outdoor emission measurements were worked out on the 
same targets at 6.8,10.5 and 36.6 GHz, horizontal and vertical 
polarizations, at incidence angles between 20 and 60 degrees. 
The microwave radiometers were portable, battery operated, 
self-calibrated systems with a horn antenna for each frequency 
channel and an internal calibration based on two loads at 
different temperatures. Calibration checks in the range 30 K - 
300 K were carried out during the experiments by means of 
absorbing panels (Eccosorb AN74 and VHP8) of know 
emissivity and temperature, and recording clear sky emission 
with the addition of a calibrated noise source coupled to the 
antenna. Sky emission was periodically measured by means of 
a reflecting plate placed above the target and subtracted from 
the total emission. The achieved measurement accuracy 
(repeatability) was better than ±1.0 K, with an integration time 
of 1 sec. The beamwidth of the corrugated conical horns was 
20° at -3 dB and 56° at -20 dB for both frequencies and both 
polarizations. The distance between antenna and target was 
arranged to meet the conditions of far field operation at an 
observation angle 0 = 45° from a height of 120 cm. The 
surface tempearure was measured with a thermal infrared 
sensor placed on the same boresight of microwave 
radiometers. 

EXPERIMENTAL RESULTS AND 
COMPARISON WITH THE IEM MODEL 

agreement only up to 8 GHz, at higher frequency experimental 
data tend to a constant value, whereas the model predicts a 
decrease of backscattering as the frequency increases. Similar 
results have been obtained at W polarization. 

SMOOTH SURFACE 

sgs^^nÄSi 

^iimiiiiiiffinffi11 

0       2       4       6       8      10     12     14     16     IB     20 
Frequency  (GHz) 

Figure 1 - Smooth surface (s = 0.4 cm, / = 6 cm). 
Comparison of simulated (IEM continuous line) 
and measured (points and error bars) 
backscattering coefficient at HH polarization and 
at 6 = 10°, 20°, and 30°. 

An example of the results obtained on the rough surface is 
shown in Fig. 2 which represents o° HHme as a function of 
frequency at incidence angle 6 = 30° . For this surface the 
variation with the incidence angle is very small. 

The combination of the surface parameters with the 
frequency range of the sensors allowed one to cover a large 
part of validity range of electromagnetic models. The 
experimental data have been compared with simulations 
obtained with the Integral Equation Model (IEM) implemented 
for single scattering, the model has a wider validity range than 
other approximations and reproduces the results of Small 
Perturbation Method (SPM) at low frequencies and 
Geometrical Optics (GO) or Physical Optics (PO) models at 
high frequencies. 

The comparison has been carried out considering the 
behavior of the backscattering coefficient measured at HH and 
VV polarization and at various incidence angles as a function 
of frequency for the different surfaces. As an example Fig 1 
shows the backscattering coefficient of the 'smooth' surface 
measured at HH polarization and for incidence angles 6 = 10°, 
20° and 30°. We see that the model well reproduces 
experimental data on the whole frequency range for 0 * 20°, 
whereas at 0   = 30 ° model and experimental data are in 

ROUGH SURFACE 

6      8      10     12     14     16     18    20 
Frequency  (GHz) 

Figure 2 - Rough surface (s = 2.5 cm, 1 = 6 cm). 
Comparison of simulated (IEM continuous line) 
and measured (points and error bars) 
backscattering coefficient at HH polarization and 
at 6 = 30°. 
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Figure 3 - Smooth surface (s = 0.4 cm, / = 6 cm). 
Comparison of simulated (IEM - continuous line) 
and measured (labels) emissivity at 6.8 GHz (V = 
vertical polarization, H = horizontal polarization). 

Figure 4 - Smooth surface (s = 0.4 cm, / = 6 cm). 
Comparison of simulated (IEM - continuous line) 
and measured (labels) emissivity at 10.6 GHz (V 
=vertical polarization, H = horizontal polarization). 

Model emissivity has been obtained from the bistatic 
scattering coefficient on the basis of energy conservation law 
[1], according to the equation : 

c(6,<p) = l- 1 
471COSÖ 

prVO, 4>; 6„ 4>,) sin0x dB, d$z 
J0     JO 

increases, the measured backscattering tends to a constant 
value, whereas model prediction indicates a decrease. 

Emission measurements and model simulations confirm the 
expected increase of emissivity (and the decrease of the 
polarization difference) as frequency and roughness increase. 

The approximate value of emissivity has been obtained by 
the ratio between microwave and infrared brightness 
temperatures. A comparison of measured and predicted 
emissivity values at 6.8 GHz and 10.6 GHz for the 'smooth' 
surface is represented in Figs 3 an 4. We see that the model 
slightly underestimates the horizontal component of emissivity 
at both frequencies and overestimates vertical component at 
6.8 GHz. 

CONCLUSIONS 

The comparison between the measurements on the dielectric 
target and the model calculations has confirmed that the 
Integral Equation Model has a wider range of applicability with 
respect to other classical approximations (Small Perturbation, 
Geometrical and Physical Optics). The simulated 
backscattering coefficient is in agreement with the measured 
one within the limits of experimental errors except for 
frequencies higher than 8 GHZ when the incidence angle is 
higher than 30 degrees. In the latter case, as the frequency 
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Abstract - In this paper, an approach is presented for the 
analysis of synthetic aperture radar (SAR) images that 
preserves better fine structures and borders in the image than 
classical methods. The method uses the discontinuity adaptive 
MRF label model combined with an observation model based 
on a gamma distribution. This resulted in a new algorithm 
that is more suited to the segmentation of SAR images if one 
is interested in preserving details. Examples are given using 
real SAR data. 

INTRODUCTION 

Remote Sensing exists by the virtue of the physical and/or 
economic constraints that prevent human beings from 
exploring certain regions in person. Although many 
sophisticated instruments have been developed in order to 
relief the human observer from this task, the hunger for 
information seems more than ever unsatisfyable, and the more 
types of information can be extracted from remote sensing 
images, the more economical attractive these data become. 

Segmentation and classification of remote sensing images 
can be formulated as ill-posed problems. Although the quality 
of many modern (remote sensing) imaging sensors is such 
that these problems are not too ill-posed, this situation 
changes in cases where one wants to extract types of 
information for which the sensor has not been build in the 
first place. 

In order to tackle these ill-posed problems in the cases 
where the sensor is not optimized for the task that the end- 
user wants it to use for, a-priori constraints or other sources 
of information are important for the regularization of the 
problem. In this article, we focus on the problem of SAR 
intensity image processing for land-cover mapping; the 
regions may have geometrically difficult shapes, such as fine 
structures and critical borders between classes, that are 
obscured by the typical speckle noise. 

Markov Random Field (MRF) models can be powerful 
instruments for solving ill-posed problems because of their 
ability to define the interaction between the pixels in the 
image. They are often formulated in terms of energy, and 
allow specific a-priori knowledge to be incorporated in the 
model. For an up-to-date and comprehensive discourse on 

MRF in computer vision applications the reader is 
referred to [1]. 

This paper builds on two lines of research reported in 
the literature. One concerns aspects related to the 
statistics of SAR intensity data, and the other relates to 
recent developments in the use of more precise MRF 
models. The novelty of this paper is the combination, on 
the one hand, of a discontinuity adaptive (DA-) MRF 
model that accounts for small structures and 
discontinuities as proposed in [2], and on the other hand 
of an image model based on the Gamma distribution [3]. 

In the approach proposed in this paper, an MRF 
approach is utilized in which regularization constraints 
like smoothness are encoded into an energy following a 
probabilistic route. Basically, the approach consists of 
two terms. One term is the observation model, which 
defines the relation between the observed intensity data 
and the underlying reality expressed in image labels or 
classes. The second term is a regularizer, and penalizes 
the irregularities according to the a-priori smoothness 
constraint encoded in it. 

OBSERVATION MODEL 

In this section, we are concerned with the observation 
model, i.e., the relation between the intensity data / and 
our image labels L. 

In the literature agreement exists on the gamma 
distribution being one of the most suitable statistical 
models for SAR data. The distribution for multilook 
intensities can be modeled as ([3]): 

NNjN-l (     x„  A 

Ah^h exp - 
if), 

(l) 

This work was supported by the European Community program 
Training and Mobility for Researchers (Marie Curie Fellowship) 
under contract ERBF MBICT 95257. 

</>frtJV) 
where s is the index for the location, / is the intensity of 
the SAR data, L the label, N the number of independent 
one-look samples used to form each multilook intensity 
sample Is and r( N) = ( N- 1)!. Assuming that the 

multilook intensity samples are mathematically 
independent, as do (Rignot and Chellappa, 1993), the 

joint distribution of Is = {/, }jeN is approximated by the 

product of the marginal distributions as 

p{lsILs)*txV[-MUx{lsILs)l 
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where M is the number of pixel elements contained in the 
neighborhood Ns. Limiting the model to the information 
present at the location of the pixel, we obtain (2): 

tf,(V4)= 7^-(Ar-l)log(/,)+tfl<44). 
(') 4 

DISCONTINUITY ADAPTIVE MRF MODEL 

In this article, the strength and shape of the smoothness 
constraint is modified according to the local image content. 
The DA-MRF model for image analysis [2] has proven to be 
a valuable alternative to the classical MRF model. Without 
going too much into detail, we follow [2] in the definition of 
the DA-MRF model for the Gaussian situation first, and than 
optimize the model for use in SAR image analysis. 

Li's [2] review on finding solutions to the problem of 
over-smoothing, focusing solely on the smoothness priors, 
resulted in the so-called discontinuity adaptive smoothness 
model. Using Gaussian observation statistics, Li comes to the 
following updating scheme: 

/r»<-/M-2/,U,|/,W-</,J- 

ii.^-rtW'-fn 
rcN, 

(3) 
where //'' is the estimated true image label at location / at 

time t, dt the observation, and /?(•) the so-called adaptive 

interaction function (AIF) which defines the interaction 
between the images sites / and its neighbours r e Nr ju is 
the update strength, and is chosen constant during the 
optimization process. At each iteration, the label of each pixel 
is updated based on the contextual information in the label 
image at the previous itaration. The updating process, which 
is a deterministic relaxation; possible stop criteria are a fixed 
number of iterations, or a threshold for the number of 
changes from one iteration to another. 

DA-MRF WITH GAMMA MODEL 

Derivation of the gamma-adapted updating scheme: Since 
the approach of Rignot and Chellappa deals with 
classification rather than with segmentation, the values of Ls 

in (2) are class indexes and have a semantic value rather than 
a quantitative one. In order to "translate" the quantitative 
values of f\x)  to qualitative ones, it is proposed to 
substitute the class indexes with the mean class-intensity 
values: 

id)fr
f> <4> 

Following the mathematical derivation of (2) in [2], and 
substituting the Gaussian data distribution with the 
Gamma distribution 

^-(iV-Olog^J+Anogfo,) 

we can use use the deterministic gradient based 
minimization method to obtain the following updating 
scheme: 

flM)+-L w. ß 

-AEk»-/*>X/*>-/*>»  (5) 
r*N. J 

Choice of the Adaptive Interaction Function: The 
regularizer takes effect when X > 0. Its strength 
depends on the qualitative and quantitative shape of the 
AIF, basically determined by h . For the experiments 
that follow, the AIF was chosen to be 

hy = (l + \V\IY)    
in both the x and y directions. The 

main reason is that it allows bounded but non-zero 
smoothing at discontinuities, useful properties when 
analyzing speckle images. Additional advantages are that 
the resulting energy function is convex and that the 
algorithm becomes computational efficient. 

EXPERIMENTAL RESULTS 

Parameter settings: Table I should give the reader an 
idea about the influence of the various parameters. The 
suggested value for a 4 look SAR intensity image. The 
value of y depends on the level of detail required. The 
lower this value, the higher the level of detail present in 
the result. 
Data description: In order to assess the usefulness of the 
proposed method, experiments have been done on 
portions of a 4-Look SAR intensity image (HH 
polarization) of a Flevoland (NL) scene, acquired during 
the Maestro I campaign in 1989. The original test image 
is shown in Fig. 1. 
Comments on results: Some experimental results are 
reported in Fig. 2. Fig. 2a shows that, applying a low X 
value, the final result tends to convert to the original 
data. With an increasing X, clustering of regions gets 
stronger (Fig. 2b). 
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Table I. Parameters and their suggested values. 
Function Filtering Segmentation 

X Relation between 
observation and 
regularization model 

0.001 0.01 

Y Choice of regularization 
strength. 

0.1-3 0.1-3 

H Update strength 
(optimization procedure) 

50 50 

DISCUSSION AND CONCLUSIONS 

In this paper, an approach has been presented for the analysis 
of synthetic aperture radar (SAR) images that uses the 
discontinuity adaptive MRF label model in combination with 
a Gamma-observation model. This resulted in a new 
algorithm that is more suited to the processing of SAR 
images if one is interested in preserving details. The clustering 
effect of regions with homogeneous back scatter signals is 
principally determined by mainly two parameters whose 
function is easy and intuitively to understand. 

The advantages of the method is that its implementation is 
straightforward and it's execution fast. 

Results on various real-world data sets, of which one has 
been presented in this paper, have shown that the method 
proposed is a useful tool for the analysis and interpretation of 
SAR images. However, it is stressed that at the end of the 
day it remains the end-user to decide what level of detail is 
required. 

Since the spectral content of the original image is 
preserved by the choice of the image class labels, the 
approach could be of benefit in image compression. 
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Fig. 1. Original image. 256x256 portion of a Flevoland 4 
look SAR intensity image (HH IPokfjgrtion). 

a. 

Fig. 2. Results, a) Low X.: little filtering, b) As X becomes 
larger, the clustering effect is stronger. All results in the 
image were obtained after 100 iterations. 
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Abstract ~ Today's remote sensors offer a wide variety of 
image data with different characteristics in terms of geo- 
metric, radiometric and spectral resolution. Although the 
information content of these images might be partially 
overlapping the complementary aspects represent a valu- 
able improvement for information extraction. To exploit 
the entire content of multisensoral image data appropriate 
techniques for image fusion are indispensable. 

The objective of this paper is to introduce an image 
fusion method based on adaptive filters. The method is 
applied to panchromatic and multispectral image data 
acquired by the Indian Remote Sensing Satellite IRS-1C. 
In order to evaluate the quality of the fusion process the 
merged images are compared to the results of the 
Intensity-Hue-Saturation and the Principal-Component- 
Substitution merging procedures. 

INTRODUCTION 

Image fusion in a general sense can be defined as „the 
combination of two or more different images to form a 
new image by using a certain algorithm" [1]. Multi- 
sensoral image fusion combines the information acquired 
by different sensor systems, to benefit from the comple- 
mentary information inherent in the single image data. A 
comprehensive review on this topic is given in [2]. For the 
remainder of this paper we will concentrate on the fusion 
of multisensoral optical image data with different spatial 
and spectral resolutions. High resolution data of this kind 
are typically acquired from single platforms carrying two 
optical sensors providing panchromatic images with a high 
spatial resolution and three multispectral bands with a 
lower spatial resolution. Current examples of these plat- 
forms are SPOT, IRS-1C and MOMS-02. In the near 
future a number of sensor systems with similar character- 
istics will be launched [3]. 

Common methods for merging multispectral bands with 
the corresponding panchromatic image are component 
substitution techniques, such as Intensity-Hue-Saturation 
(IHS) or Principal-Component-Substituition (PCS) proce- 
dures [4]. These techniques are valuable for producing 
improved image maps for visual interpretation tasks, as 

they strongly enhance textural features. On the other hand 
they can cause significant distortions of the spectral 
properties of the merged images. In order to better 
preserve the multispectral information, new methods have 
been developed recently, such as the generalized Compo- 
nent Substitution Technique [5], the Radiometric Method 
[6] and the Multiresolution Multisensor Technique [7]. 

ADAPTIVE IMAGE FUSION 

Fusion of multiresolution optical image data aims at the 
derivation of multispectral images providing the high 
spatial resolution of the panchromatic image. The perfect 
result of such a process would be an image that is identical 
to the image the multispectral sensor would have 
observed, if it had the high resolution of the panchromatic 
sensor. Such an image would allow to differentiate at least 
all objects that are detectable in the panchromatic image. 
An approximation of the desired result can be obtained by 
extracting objects from the panchromatic image and "fill" 
them with the corresponding average multispectral infor- 
mation. Similar techniques have been successfully used for 
integrating spectral image data with vector layers in a GIS 
[8]. The drawback of this method for multi-image fusion 
lies in the requirement of a consistent set of object borders. 
Although the requirement can be fullfilled through seg- 
mentation of the panchromatic image it would need com- 
putational intensive and time consuming preprocessing. 

As an alternative we introduce the Adaptive Image 
Fusion (AIF) method that uses local object edges instead 
of image segments. We assume that an image object Z is 
represented by a set of neighbouring pixels z„ whose 
values are Gaussian distributed: z ~ N((iz,az). This as- 
sumption of normality is generally reasonable for common 
spectral response distributions [9]. We furthermore assume 
that the standard deviation az within an object Z is linearly 
related to the standard deviation of the image noise a by 

the mean \iz of the observed values z, within the object: 

<7Z =HZ(J (1) 

This work was funded by the Austrian Mininstry for 
Science and Traffic, Vienna (GZ 79.061/2-11/5/95). 

In the local neighbourhood of an object edge we will 
therefore find two distributions, each representing one of 
the neighbouring objects. To seperate these objects, i.e., to 
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assign each pixel to one of these objects, adaptive filter 
techniques can be used. These filters have been success- 
fully applied to image data for noise reduction, in 
particular for suppression of speckle in SAR imagery. We 
have chosen the modified sigma filter as it matches the 
assumptions given above. 

The sigma filter averages only those pixels in a local 
window which lie in a two sigma range of the central pixel 
value [10]. All other pixels are assumed to belong to 
another distribution, i.e., they represent a neighbouring 
object. As this filter is based on the assumption that the 
central pixel is in fact the mean of its Gaussian 
distribution, it might not include all relevant pixels in the 
averaging process. A more general approach, the modified 
sigma filter [11], averages all pixels, which could belong 
to the same distribution as the central pixel without 
knowing the actual mean of this distribution. Thus, areas 
with a low standard deviation, i.e. objects, will be 
smoothed, while areas of a high standard deviation, i.e. 
areas containing object edges, are split in seperate objects. 

For the image fusion approach multispectral bands are 
included in the filter process. The selection of pixels which 
belong to the same distribution is performed on the pan- 
chromatic image, whereas the averaging is done also in the 
multispectral band. This leads to a better delineation of 
objects in the multispectral images without significantly 
changing their spectral information. 

APPLICATION 

The AIF algorithm was applied to a multisensoral image 
acquired by the Indian remote sensing satellite IRS-1C. 
This system provides panchromatic images with a spatial 
resolution of 5.6m (PAN), and three multispectral bands 
(green, red and near infrared) with a resolution of 23.5m 
(LISS-2/3/4). The commercially available scenes are 
radiometrically preprocessed, panorama corrected and 
resampled to a pixel size of 5m and 25m, respectively. The 
acquired scene (path 30, row 35, quadrant A) was taken on 
August 9, 1996 and covers an area of approximately 
70x70 km2 located in Upper Austria (centered on 13°35'E 
/ 47°58'N). The images were geocoded to the Austrian 
geodetic reference system. The multispectral bands were 
resampled to 5m pixel size to match the resolution of the 
panchromatic image. 

Application of AIF requires knowledge of the standard 
deviation of the image noise a. As suggested in [11] it can 
be calculated from the image itself by inversion of (1). The 
local mean and standard deviation values are derived from 
a moving 5x5 window. From the resulting a-values histo- 

gram the mode was taken as an estimate for the overall 
value of a. Applying this value the adaptive fusion was 
performed seperately for each multispectral band applying 
a 5x5 window, thus leading to a synthetic multispectral 
image stack. 

COMPARISON OF METHODS 

To assess the efficiency of the AIF method a com- 
parison with standard component substitution techniques 
was performed. For the standard merging the IHS and the 
PCS merging procedures from the ERDAS Imagine soft- 
ware package [12] were used. In both cases a histogram 
match was performed before substitution to adjust the pan- 
chromatic image to the intensity image and the first prin- 
cipal component, respectively. 

The assessment focusses on how far the radiometry of 
the multispectral images is distorted by the merging pro- 
cedure. It is based on the idea that a synthetic image once 
degraded to its original resolution should be as identical as 
possible to the original image. This property is estimated 
by comparing the mean values and standard deviations of 
and the correlation coefficients between the degraded and 
the original images [13]. 

To produce the degraded images the merging results 
were averaged applying a 5x5 filter kernel and resampled 
to 25m pixel size. Table I presents the results of the 
comparison between the degraded images and the original 
data. The first column shows the global mean (u) and 
standard deviation (a) of the original multispectral bands. 
The columns entitled 'abs.' give the respective values of 
the merged products. The relative differences, entitled 'A', 
are derived from the absolute differences divided by the 
mean of the original data. 

The results of AIF show no significant differences in the 
mean values, but the standard deviation is slightly reduced. 
This is due to the averaging performed during the merging 
process. IHS merged images show a higher deviation in 
the mean values and an increase of the standard deviation 
resulting from the inclusion of textural information from 
the panchromatic image. PCS merged images are signifi- 
cantly different from the original image data. Their pixel 
values are by no means comparable to the input data. 

Comparison of the correlation coefficients leads to simi- 
lar results (see Table II). It can be clearly seen that the AIF 
images correlate highly with the original data, whereas the 
correlation between IHS and PCS merged images and the 
original images is significantly lower. In particular, the 
near infrared band has no correlation with the original 
image. 
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Table I: Statistics of differences between original and degraded image bands 

image- 
bands 

original 
image 

AIF IHS PCS 
abs. A(%) abs. A(%) abs. A(%) 

LISS-2 
green 

H 89.4 89.5 0.17 90.2 0.88 73.0 -18.34 

a 22.3 21.1 -5.38 25.9 16.14 24.6 10.31 

LISS-3 

red 
H 31.9 32.0 0.34 32.3 1.13 20.6 -35.42 

a 13.5 12.8 -5.18 14.7 8.89 14.0 3.7 

LISS-4 

nir 
H 100.9 101.1 0.14 98.9 -2.0 143.6 42.3 

a 27.5 25.0 -9.09 19.9 -27.6 6.8 -75.3 

CONCLUSION 

A new method for the fusion of high resolution panchro- 
matic images and lower resolution multispectral images was 
introduced. The AIF method sharpens object edges present 
both in the panchromatic and the multispectral images. Edges 
only appearing in the multispectral bands are slightly 
smoothed, whereas edges only appearing in the panchromatic 
image have no influence on the merged product. Comparison 
with the IHS and PCS merging procedures demonstrates the 
benefits of the new method. Whereas local texture is stronger 
enhanced applying the former methods, the latter signifi- 
cantly better conserves the multispectral information. This is 
due to the fact, that from the panchromatic image only object 
edges are used in the merging process rather than including 
the actual pixel values as performed in the standard methods. 
This leads to the conclusion that the AIF method improves 
subsequent numerical processing of the merged images. It is 
particularly useful as a preprocessing method for classifi- 
cation procedures based on multivariate normal distributions 
such as maximum likelihood classification. Current research 
focusses on the application of AIF for merging optical and 
SAR data and on the evaluation of the benefit of AIF for 
multispectral classification. 

Table II: Correlation coefficients 

bands AIF IHS PCS 
LISS-2 0.97 0.89 0.92 
LISS-3 0.98 0.95 0.91 
LISS-4 0.96 0.82 0.30 
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ABSTRACT 

New methods for processing of multisource and hyper- 
dimensional data are discussed both in terms of feature 
extraction and classification. An extension to decision 
boundary feature extraction (DBFE) is proposed. The 
extension is based on a recently developed covariance es- 
timator, the leave one out covariance. The extended deci- 
sion boundary method is tested on a multisource remote 
sensing and geographic data set. 

1.  INTRODUCTION 

A problem with using conventional multivariate statisti- 
cal approaches for classification of hyperdimensional and 
multisource data is that these methods rely on having 
nonsingular (invertible) class-specific covariance matrices 
for all classes. When n features are used, the training 
samples for each class must include at least n + 1 differ- 
ent samples so that the sample covariance matrices will 
be nonsingular. Therefore, the sample covariance matri- 
ces may be singular in hyperdimensional cases involving 
limited training samples. 

Related to the above problem, feature extraction is very 
important for multisource and hyperdimensional data. Here, 
the recently proposed DBFE method is investigated [1]. 
Lee and Landgrebe have proposed a parametric version 
of the DBFE which is based on using sample covariance 
matrices for the individual classes to determine the de- 
cision boundary. However, for multisource and hyper- 
dimensional data the estimates of the sample covariance 
matrices can become singular as described above. There- 
fore, it is important to find other ways of estimating the 
covariance matrices to determine the decision boundary 
for the DBFE method. Here we propose a new version of 
the DBFE which is based on the leave one out covariance 

xThis research is supported in part by the Icelandic Research 
Council and the Research Fund of the University of Iceland. 

(LOOC) method introduced by Hoffbeck and Landgrebe 
[3]. The LOOC method does not need as many samples for 
covariance estimation as the sample covariance approach 
but always gives nonsingular covariance matrices. 

The paper is organized as follows. First the DBFE 
approach is briefly reviewed, then the LOOC method is 
reviewed in relation to DBFE. Experimental results are 
given for feature extraction and classification of multi- 
source data from a forest area in Canada. Finally, con- 
clusions are drawn. 

2.  DECISION BOUNDARY FEATURE 
EXTRACTION 

In [l],it was shown that discriminantly informative fea- 
tures and discriminantly redundant features are related 
to and can be extracted from the decision boundary. It 
was also shown that discriminantly informative feature 
vectors have a component which is normal to the decision 
boundary at at least one point on the decision boundary. 
Further, discriminantly redundant feature vectors are or- 
thogonal to a vector normal to the decision boundary at 
every point on the decision boundary. By considering the 
effective decision boundary only, the number of features 
can be significantly reduced while achieving almost the 
same classification accuracy as in original feature space 

In [1], the effective decision boundary is estimated in 
original feature space using an estimate of the sample co- 
variance matrices for the individual classes. The feature 
extraction is based on these covariance estimates, and if 
not enough samples are available, the covariance matri- 
ces can become inaccurate. Inaccurate sample covariance 
matrices can lead to errors in determining the effective de- 
cision boundary, and consequently the feature extraction 
based on DBFE is effected. 
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Table 1:   Training and Test Samples for Information 
Classes in the Experiment on the Anderson River Data. 

Table 2: Eigenvalues for LOOC-DBFE Analysis. 

Class # Information Class Training Size Test Size 
1 
2 
3 
4 
5 
6 

Douglas Fir (31-40m) 
Douglas Fir (21-30m) 
Douglas Fir + Other Species (31-40m) 
Douglas Fir + Lodgepole Pine (21-30m) 
Hemlock + Cedar (31-40m) 
Forest Clearings 

971 
551 
548 
542 
317 
1260 

1250 
817 
701 
705 
405 
1625 

Total 4189 5503 

3.  STATISTICS ESTIMATION IN 
MULTISPECTRAL ANALYSIS 

Usually, there are not enough training samples available in 
remote sensing. Therefore, significant inaccuracy can re- 
sult in the estimation of the mean vectors, Mi, and covari- 
ance matrices, S,, for the individual classes. This problem 
becomes more severe as the number of features increases. 

As it turns out, with limited training samples, discrim- 
inant functions which do not contain many parameters 
may provide improved classification results even though 
they result in simpler decision boundaries. Hoffbeck and 
Landgrebe [3] proposed a covariance estimator which pro- 
vides this advantage. This covariance estimator examines 
mixtures of the sample covariance, diagonal sample co- 
variance, common covariance, and diagonal common co- 
variance [2]: 

# of Features Eigenvalue Proportion Accumulation 
1 4.136 33.66 33.66 
2 2.869 23.35 57.01 
3 1.979 16.11 73.12 
4 1.672 13.61 86.72 
5 0.800 6.51 93.23 
6 0.265 2.16 95.39 
7 0.167 1.36 96.75 
8 0.100 0.81 97.56 
9 0.095 0.76 98.32 
10 0.054 0.44 98.76 
11 0.045 0.37 99.13 
12 0.029 0.23 99.37 
13 0.019 0.16 99.53 
14 0.014 0.12 99.65 
15 0.013 0.11 99.76 
16 0.008 0.07 99.83 
17 0.007 0.06 99.89 
18 0.006 0.05 99.94 
19 0.003 0.03 99.97 
20 0.002 0.01 99.98 
21 0.001 0.01 99.99 
22 0.001 0.01 100.00 

matrices in the DBFE method that are used to determine 
the decision boundary in full feature space, are estimated 
using LOOC estimation. Using this approach, the DBFE 
method will become more robust. 

(1 - a,)rfmff(Sj|fc) + a^Ejifc 
d(ai) = {   (2 - aOE4|fc + (a< - 1)% 

(3 - ati)Si\k + (on - 2)diag(Si\k) 

0 < oti < 1 
1 < Qi < 2 
2 < oti < 3 

where diag is the diagonal operator, the subscript i\k de- 
notes that the quantity is computed without sample k, 
and S is the common covariance matrix, computed by av- 
eraging the class covariances across all classes [2]. The 
variable a; is a mixing parameter that determines which 
mixture is selected. 

The value of the mixing parameter on is selected so 
that the best fit to the training samples is achieved, in 
the sense that the average likelihood of left-out samples 
is maximized. The technique is to remove one sample, es- 
timate the mean and covariance from the remaining sam- 
ples, then compute the likelihood of the sample which was 
left out, given the mean and covariance estimates. Each 
sample is removed in turn, and the average log likelihood 
is computed. Several mixtures are examined by changing 
the value of a», and the value that maximizes the average 
log likelihood is selected. This optimization criterion is re- 
ferred to as the leave one out covariance (LOOC) method. 

Here, the LOOC method is incorporated with the para- 
metric DBFE method, i.e., the class specific covariance 

4.  EXPERIMENTAL RESULTS 

The data used in the experiment, the Anderson River data 
set, are a multisource remote sensing and geographic data 
set made available by the Canada Centre for Remote Sens- 
ing (CCRS) [3]. Six data sources were used: Airborne 
Multispectral Scanner (11 spectral data channels), Steep 
Mode SAR (4 data channels), Shallow Mode SAR (4 data 
channels), Elevation data (1 data channel), Slope data (1 
data channel), Aspect data (1 data channel). The ABMSS 
and SAR data were detected during the week of July 25 
to 31, 1978. Each channel comprises an image of 256 
lines and 256 columns. All of the images are spatially 
co-registered with pixel resolution of 12.5 m. 

There are 19 information classes in the ground reference 
map provided by CCRS. In the experiments, only the six 
largest ones were used, as listed in Table 1. Here, training 
samples were selected uniformly, giving 10% of the total 
sample size. Test samples were then selected randomly 
from the rest of the labeled data. 

The proposed LOOC-DBFE analysis was performed on 
the data. The eigenvalues of the LOOC decision bound- 
ary feature matrix are shown in Table 2. From the table 
it can be seen that approximately 99% of the variance 
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Figure 1: Training Accuracies as a Function of the Num-     Figure 2: Test Accuracies as a Function of the Number of 
ber of Features in the LOOC -DBFE Analysis. Features in the LOOC-DBFE Analysis. 

in the data was preserved in 11 features, and about 96% 
in 6 features. The maximum likelihood algorithm (ML) 
for Gaussian data [4] was trained on the LOOC-DBFE 
transformed data with a different number of input fea- 
tures. For each feature set, both the conventional sample 
covariance matrices and the LOOC estimated covariance 
matrices were used in classification. The classification re- 
sults for the LOOC-DBFE are shown in Figures 1 (train- 
ing) and 2 (test). From the figures it can be seen that 
there was about 4% decrease in overall training and test 
accuracies when 11 input features were used instead of 22. 
Then, the classification accuracies stayed approximately 
the same when the data were reduced to 8 features. How- 
ever, the performance decreased again about 4% in terms 
of training and test accuracies when 6 features were used 
instead of 11. From Figures 1 and 2 it is clear that sim- 
ilar results were achieved for using the LOOC method 
in classification as the commonly used sample covariance 
method. The main reason for this could be that in the 
experiments reported here there was not truly a paucity 
of training samples. 

5.  CONCLUSION 

An extension to decision boundary feature extraction (DBFE) 
has been proposed. This extension is based on using leave 
one out covariance (LOOC) estimation. The proposed ap- 
proach will make the DBFE method more robust and is 
especially useful in hyperdimensional spaces where limited 
training data are available. Here this approach was tested 
on a multisource remote sensing and geographic data set. 
The approach showed promise but should be more appro- 
priate on hyperdimensional data which can be assumed 
to be truly Gaussian. 
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Abstract -- We have compared NDVI and the Feature 
Mixing Model as a practical semi-quantitative measure of 
daily vegetation. In the comparison, we used AVHRR data for 
a warm, humid and relatively flat eastern China. While NDVI 
only gives a general trend, the results obtained using the 
Feature Mixing Model directly gives a more plausible picture 
of the vegetation of the corresponding terrain. 

INTRODUCTION 

Daily broadcasting of global land-cover information with 
weather forecasts is the best way to inform global 
environmental changes to the general public. Of the many 
satellite remote-sensing data, NOAA-AVHRR data is best 
suited for this purpose because of its long term operation, 
wide area coverage, short revisit cycle, affordable data 
processing loads, and data availability, 

NDVI is often used to describe global changes in 
vegetation, but how its values correspond to the physical 
terrain is not very clear. While NDVI is relevant in 
investigating biomass, precipitation and some ecological 
phenomena in arid and semi-arid areas [1], its values in more 
humid areas vary day to day. Maximum compositing partly 
removes atmospheric effects [2], but the original GVI weekly 
composites sometimes need to be composited over a longer 
period (3-4 weeks), which sacrifices time resolution. 

On the other hand, the Feature Mixing Model [3,4,5] 
operates on a simple concept. Since it directly relates to 
terrain features, the model is independent of atmospheric 
conditions as long as their effects are linear. In previous 
studies, we investigated the potential of the Feature Mixing 
Model as applied to AVHRR data for eastern Asia [6,7]. We 
found that daily vegetation ratios calculated by the Feature 
Mixing Model using the sum of all daily scattergrams instead 
of individual daily scattergram were more plausible than daily 
NDVI values. In this study, we further investigated the 
method by applying it to a relatively flat area of eastern China 
in three periods of six consecutive days in May and July, 1995, 
•and compared the results with NDVI. 

FEATURE MIXING MODEL 

We often observe a typical triangular pattern in scatter- 
grams of visible and near IR terrain spectra of various optical 
sensors, including AVHRR. A corner high in IR and low in 
visible spectra corresponds to thick vegetation, a second 
corner high in both visible and IR spectra to inorganic 
materials, and a third corner low in both visible and IR spectra 
to dark objects such as water bodies and shadows. According 
to the Feature Mixing Model, a radiance space defined by two 
spectral bands is transformed into a triangular space defined 
by the linear sum of "vegetation," "inorganic materials," and 
"dark objects" as shown schematically in Fig. 1. The observed 
digital count T, and T2of channel 1 and 2 are given as follows 
using the digital counts and proportions of "pure" vegetation 
Vj, a, "pure' 
objects D„ y. 

inorganic materials /, , ß, and "pure" dark 

where 

T2=aV2+ßI2+yD2 

a + ß + y = 1. 

ß=0   /<x=l 

-y=l 

Channel 1 

Fig. 1. Feature Mixing Model 

It is then possible to solve a and ß : 

a _ (h -DiYJy -A)-(A -AXr2 -D2) 

ß = 

ih-D2)(yx-Dl)-{i,-Dx)(y2-D2) 

(I, - A )(T2 - D2) - (72 - D2 )(T, - D,) 

(I2 -D2)(y, -£>,)-(/, -DX)(V2 -D2) 

(1) 

(2) 

(3) 

(4) 

(5) 
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We should note that (4) and (5) for observed digital counts 
and albedo are the same as long as the correction is linear. 

We further define the following normalized ratios, which 
are independent of shadows (or water), to compare the values 
of different locations: 

ß a =■ 
a 

a + ß 
and    j8' = 

a + ß 
(6) 

EXPERIMENT 

We used channel 1 and channel 2 data of NOAA-14 
AVHRR observed at University of Tokyo (See Fig. 2). The 
data were then radiometrically and geometrically corrected 
using 0.01° intervals. The test area was the relatively flat 
region of eastern China (114-124°E and 30-38°N). The test 
dates were May 4-9, May 22-27, and July 17-22, 1995. 

Cloud masks were created as follows: 1) threshold the 
channel 1 image at the values of 180, 160, and 140; 2) take 
areas above 180 as core cloud areas; 3) include point-like and 
line-like features above 160 attached to the core area; 4) 
include point-like and line-like features above 140 attached to 
the above area; 5) include small areas (tentatively set to less 
than 30000 pixels) enclosed in clouds; and 6) dilate the areas 
by 8 pixels to include the cloud shadows. Even applying this 
cloud mask, we sometimes observe the effect of clouds far 
outside the cloud mask. 

Vertices of the triangle in the Feature Mixing Model were 
defined as follows: 1) eliminate small noise from the scatter- 
gram of cloud screened channel 1 data through thresholding; 
2) eliminate isolated point-like features; 3) determine the dark 
object point D(D!,D2) from a reasonably populated pixel 
group among the lowest channel 2 pixel groups; 4) define the 
D-V line as the highest slope and the D-I line as the lowest 
slope to cover the main lobe; and 5) define the V-I line as the 
highest line roughly parallel to the bottom line of the main 

lobe. When it was difficult to define a triangle, the 
scattergram of the minimum channel 1 composite and the 
corresponding channel 2 composite spectra for the previous 
week or month was used. 

RESULTS AND DISCUSSION 

Fig. 4 and Fig. 5 are a' and NDVI of May 5, 1995. Since 
the day offered probably the best conditions of the year for 
NDVI, both show similar trends except for mixed forests in 
the bottom of the images (around 31°N) and a wheat growing 
region in the upper left of the images. The scattergram of the 
day could be referred to understand such a discrepancy (see 
Fig.3). Area A of the scattergram corresponds to the wheat 
growing region and area B corresponds to the southern forests. 
Using the thin triangle, it is easy to see in the Feature Mixing 
Model scheme that the proportion of the vegetation at B is 
higher than that at A. In the NDVI scheme (the dotted line 
corresponds to the highest NDVI value), as A and B are 
almost aligned on a line from the origin, they show us similar 
(actually NDVI values at A is slightly higher than those at B). 
Thus a' values directly gives a plausible picture where the 
vegetation in the southern forest is thicker than that of the 
wheat growing region of China, although verification with 
independent ground information is needed. 

The maximum NDVI during the period of May 4-9 is 
similar to the NDVI of May 5 because the day was so clear. 
We define the minimum channel 1 composite for a' to 
minimize the cloud covered area during the same period. The 
result from the minimum channel 1 composite for a' is also 
similar to the oc' of May 5 but with less cloud coverage. 

Among the observations in this study other than those 
above are: 1)   Daily NDVI tends to give poor results in July 
and in a more cloudy day in May. The maximum NDVI 

Fig. 2. Original spectra of May 5,1995      (a) channel 1 
(b) 

(b) channel 2 
Channel 1 

Fig.3    Scattergram of Fig. 2. 
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method gives much better results. 2) Daily a' for the Feature 
Mixing Model gives more stable results. 3) a' obtained from 
the minimum channel 1 composite method slightly improves 
the values but greatly reduces the cloud coverage. 4) Daily 
a' can be determined fairly consistently from the previous 
weekly or monthly composites of the scattergram. 

The concept of the Feature Mixing Model is very simple 
and straightforward. The key to using the Feature Mixing 
Model lies in how to define daily triangle when clouds cover 
the key areas. If we are satisfied with several levels of 
vegetation, we can calculate daily a' using the triangle 
obtained from the weekly (or monthly) minimum channel 1 
composite method instead of daily triangle. However, daily 
a' may not be even needed because, first, vegetation does not 
usually change such a short time span and, second, the 
variable cloud cover will create too many patches of missing 
information. Weekly vegetation can be estimated from the 
minimum channel 1 composite image and the corresponding 
channel 2 image. When applying the Feature Mixing Model 
to a much larger region, we need to define a triangle for each 
group of seasonally similar climate zones, and find 
conversion factors among the different groups. 

CONCLUSION 

We have compared NDVI and the Feature Mixing Model 
and obtained daily vegetation in warm and humid eastern 
China. While NDVI only shows a general trend and needs a 
further complicated analysis to relate to the amount of 
vegetation of the corresponding terrain, the results of the 
Feature Mixing Model directly gives a plausible picture, 
although there is a need to verify the results using ground 
data. Weekly minimum channel 1 composite image and the 
corresponding channel 2 image stabilize the results from the 
Feature Mixing Model and minimize missing information 
caused by clouds. 
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Fig. 4. Vegetation ratio a' for May 5, 1995. Roundish 
black areas which do not appear in Fig.5 are cloud masks. 
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Abstract - In a dense, discrete random medium, the 
propagation and scattering of waves are not only affected 
by the individual properties of the particles such as sizes, 
shapes and permittivities, but also by the group proper- 
ties such as the statistics of relative particle positions and 
relative orientations. In this paper, we investigate the in- 
teractions of electromagnetic waves with a dense medium 
consisting of spheroidal particles with random or aligned 
orientations. A multiple scattering formulation based on 
the volume integral equation and method of moments is 
developed. A shuffling process is used to generate the 
positions of densely packed spheroids within a cubic box. 
The scattering results are averaged over many realiza- 
tions. Numerical results are presented for the extinction 
rates to illustrate the polarimetric scattering properties 
and the differences of scattering properties between non- 
spherical and spherical particles. 

INTRODUCTION 

In microwave remote sensing, one often encounters 
densely packed media such as snow, soil, gravel etc. In 
a dense, discrete random medium, the propagation and 
scattering of waves are not only affected by the individ- 
ual properties of the particles such as sizes, shapes and 
permittivities, but also by the group properties such as 
the statistics of relative particle positions and relative ori- 
entations. In previous papers [1-5], we have studied the 
propagation and scattering of waves in densely packed 
spheres using analytical methods [1], Monte Carlo simula- 
tions [2,3], and experimental measurements [4,5]. In this 
paper, we perform Monte Carlo simulations of scattering 
by densely packed spheroids. In dense media that occur in 
nature, such as snow terrain, the ice grains are nonspher- 
ical. Scattering of electromagnetic waves by nonspherical 
particles also give important polarimetric signatures. 

We use a shuffling algorithm [6] to generate the posi- 
tions of densely packed spheroidal particles within a cu- 
bic box. The shuffling process consists of a succession 
of trial moves in which the coordinates and orientations 
of particles are selected and changed by the combination 
of random displacements and rotations. In the course of 
simulation, we have to know the size, shape, and posi- 

tion of each spheroid. Also, we have to know whether 
any pair of spheroids overlap each other. To do this, we 
have used the contact function for two arbitrary spheroids 
[7]. Given the centers, sizes, and orientations of a pair of 
spheroids, the numerical value of this function is less than 
1 if they overlap, otherwise they do not. The scattering 
of electromagnetic waves by a system of randomly dis- 
tributed and oriented spheroids is solved via the volume 
integral equation approach. The method of moments [8] 
is applied to convert the integral equation into a matrix 
equation which is then solved iteratively for each realiza- 
tion of spheroids. The scattering results are averaged over 
many realizations. Numerical results are presented for 
the extinction rates to illustrate the polarimetric scatter- 
ing properties and the differences of scattering properties 
between non-spherical and spherical particles. 

MULTIPLE SCATTERING FORMULATION 

Consider an incident electric field Einc(r) impinging upon 
N number of randomly positioned and oriented small 
spheroids (Figure 1). Spheroid j, centered at fj, occu- 
pies region Vj, and has permittivity €j, j = 1,2,...,N. 
The discrete scatterers are embedded in a background 
medium with permittivity e. 

The total electric field can be obtained via a volume 
integral equation 

E(r)  =  Einc{r) + tf 
N      . 

0? 9&npj(f) 

" w f & yjiLüp.^ -£v/ (1) 

where «/(r,^) is the scalar Green's function, and Pj(r) is 
the polarization density inside particle j, 

Pj(r) = (ej - e)Ej(r) (2) 

To solve (1) by the method of moments, we expand the 
eclectic field Ej (r) inside the jth spheroid in term of a 
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Figure 1: An electric field Einc(r) incidents upon N non- 
overlap, small spheroids that are randomly positioned and 
oriented in a volume V. 

set of Nt basis functions fia (r) 

Nb 

Ej(r) = Y,ajafja(r) (3) 
a=l 

where j is the particle index and a is the basis func- 
tion index. Since the spheroid is small, we can choose 
the basis functions to be the electrostatic solution of a 
spheroid. The first three basis functions are those of the 
dipole solutions and the next five are those of quadrupole 
solutions. If the particles are closely packed, the near field 
interactions have large spatial variations over the size of 
a spheroid that may induce quadrupole fields inside the 
spheroid. However, the non-near field interactions have 
small spatial variations over the size of a spheroid and 
only induce dipole fields inside the spheroid. 

Substituting (3) into (1), we get 

_ _ N    Nb 

E(f) = Einc(f) + E E aJ^ja(r) (4) 
j=l a=l 

with 

qja(r)  =  k2 f dr'g(r,r')Jja(r')(erj-l) 
JVj 

-  V / dr' V'g(f,f) • Jja(f')(erj - 1)   (5) 

being the electric field induced by the polarization Pj (r) 
of spheroid j, and erj- = ej/e. Of particular importance 
is the internal field created by Pj(f) on itself. Because 
of the smallness of the spheroid, an electrostatic solution 
can be sought and we have, for r in Vj, 

Qja(r)^Cjafja(r) (6) 

Note that an approximation sign is used in (6) to indicate 
the low frequency approximation. 

Applying Galerkin's method to (4), we obtain 

aiß  =   /  dfJl0(r)-E(f) 
JVi 

= (T^[/v^(f)'^c(f) 

N    Nb _ 

3=1 a=\ Jvi 
(7) 

Equation (7) contains full multiple scattering effects 
among the N number of spheroids under the small 
spheroid assumption. After the coefficients dtp, I = 
1,2,..., N and ß = 1,2,..., Nb are solved, the far field 
scattered field in the direction {0s,<t>8) is express as 

Akr 

47IT ' 

N    Nb 

Es{r)  =   k2—(v,va+hsh3) E E °i«(en ~ x) 
j=l a=l 

I, dr' e-
ik'r' fja{r') (8) 

where ks = sin0Scos</>s£ + sm6asm</)By + cos0„z, vs = 
cos 8S cos <j>sx+cos 9S sin (j>sy—sin 68z, and hs = — sin <f>ax+ 
cos <j>sy. 

PARTICLE PLACEMENT ALGORITHM 

In the simulation study of randomly placed objects, var- 
ious particle placement algorithms, such as Metropolis 
shuffling and sequential deposition, have been applied to 
generate realizations of particle positions [7]. In this pa- 
per, a shuffling process is applied to generate the positions 
of densely packed spheroids. 

We consider N spheroidal particles that are randomly 
placed in a simple cubic cell. Periodic boundary con- 
ditions are employed such that the central primary cell 
containing the JV particles is surrounded by the periodic 
images of itself. In our Monte Carlo simulations, the N 
spheroids in the initial configurations are placed in close 
contact and aligned, but without overlap with each other. 
In such an initial set-up, we are able to create cases of 
higher fractional volumes. The shuffling process consists 
of a succession of trial moves in which we attempt to 
change the coordinates and orientations of particles by 
the combination of random displacements and rotations. 
During the course of simulation, in order to select the al- 
lowed new locations and orientations of particles, we have 
to check if any pair of spheroids overlap. This is carried 
out via a contact function FAB for any two particles A 
and B with the following property [7]: 

f Kl 
FAB(rA,^A;rB,0,B)<   =1 

I >1 

if A and B overlap 
if A and B touch 
if A and do not overlap 

(9) 
where TA,&A and rB,^B are the positions and orienta- 
tions of particle A and particle B, respectively.  Such a 
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contact function for a pair of non-penetrable spheroids 
has been derived for the study of non-spherical molecular 
fluid [7]. In this manner, we proceed to create a series of 
non-overlap configurations of spheroids. The adjustments 
of random displacements and rotations is such that 50% 
of the attempted moves are accepted. 

SIMULATION RESULTS 

We perform Monte Carlo calculation of scattering from 
a random distribution of N spheroidal particles of the 
same size with semi-axes a = b and c = ea, where e de- 
notes the elongation of particle. The permittivity of par- 
ticle is eg = 3.2e0. In the simulations, iV = 1000 spheroids 
are placed within Nr = 50 test volumes according to the 
process described in the previous section. The spheroids 
can be randomly oriented or aligned. The scattered field 
is solved using (8). Through the computation of coher- 
ent field by averaging over Nr realizations, we can obtain 
the incoherent scattered fields which are thus applied to 
calculate the extinction rate [2,3]. 

In Figure 2, we illustrate the normalized extinction co- 
efficients as a function of fractional volume for a medium 
consisting of vertically aligned spheroids with ka = 0.2, 
and e = 2. In such a medium, a vertically polarized 
electromagnetic wave (results denoted by squares) has a 
higher scattering loss than that for a horizontally polar- 
ized wave (results denoted by circles). The extinction 
rates are also compared with those of media with ran- 
domly oriented spheroids (results denoted by triangles) 
of the same size and elongation, and media with spheri- 
cal particles (results denoted by crosses) of feo = 0.2, and 
e = 1. The medium with randomly oriented spheroids 
predicts an attenuation between vertical and horizontal 
cases. On the other hand, the spherical case predicts a 
much less attenuation than spheroidal case, since each 
sphere has a smaller volume compared with spheroid, 
even though the medium assumes same fractional vol- 
ume. Figure 3 demonstrates the extinction rates as a 
function of particle elongation for media with vertically 
aligned spheroids of ka = 0.2, and /„ = 20%. It shows 
that the spheroid with longer elongation ratio predicts a 
larger attenuation due to its larger particle volume. 
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SUMMARY 

A Finite Difference Time Domain (FDTD) simulation of 
electromagnetic propagation in partially conducting layers was 
performed. The simulation was constructed to model the case 
of a source antenna in close proximity to the earth's surface 
with receiving antennas both in the ground and on the earth's 
surface. The objective of the modeling and simulation was 
the prediction of the back scattered temporal and spatial wave- 
forms from various objects buried in the partially conducting 
subsurface layers of the earth. 

In our investigation we performed three primary modifica- 
tions to the simulation code. First, the code was ported from 
a mainframe computer to a Sun work station. This involved 
splitting the simulation into a data calculation phase and an 
interactive data display phase. During the calculation phase, 
all the simulation results are computed to create time histories 
of the total electromagnetic field in a region of space which 
included both the source antenna and all the receive antenna 
locations. The receive antennas were located both on the sur- 
face of the earth as well as buried within the subsurface layers 
of the earth. The calculation phase creates a large matrix of 
time histories of the transmitted, scattered and total electro- 
magnetic fields at all the sampled receive locations. An inter- 
active display module was developed using MATLAB on the 
Sun workstation to view the results of the simulation. 

The second extension of the simulation code was the incor- 
poration of coherent transmit and receive waveforms into the 
simulation. An analytic formulation of the transmit pulse into 
real and imaginary parts allows coherent signal generation and 
analysis. This permits the calculation of both amplitude and 
phase information for the incident, scattered and total electro- 
magnetic fields during the calculation phase of the simula- 
tion. 

The third modification to the simulation code was the in- 
clusion of the capability to place multiple scattering objects 
within the subsurface layers. The objects were allowed to be 
partially conducting and to have random statistical distribu- 
tions of both size and spatial location. This represents a first 
attempt at providing simulation results for a simple two me- 
dia model of an inhomogeneous layer. 

The simulation results to be shown include a variety of an- 
tenna and scattering object locations for various combinations 
of layered earth models. The results are shown as color plots 
of the two dimensional maps of the electromagnetic fields as 

well as a pseudo animation of the two dimensional spatial 
maps. These pseudo animation results were obtained by 
sampling the hard copy color outputs of the simulation and 
display and combining them into a temporal record which ap- 
proximates the time history animation results obtainable us- 
ing the interactive display module. 

The matrix of simulation results of the complex values of 
the vector E and H fields may be processed with signal pro- 
cessing algorithms to create detection maps and image recon- 
structions. The model produces time histories of the complex 
field values at all points in the simulation volume. Since the 
field values are coherent, the data created by the simulation 
may be processed with temporal and spatial signal processing 
algorithms to develop simulated results of particular earth 
models and scattering object geometries. This allows the cre- 
ation of performance predictions of candidate signal sensing 
and processing approaches for the detection of man made ob- 
jects buried in the earth. A proposed sensing and processing 
system is described which allows the detection and imaging 
of man made buried objects. 

BASIC FDTD MODEL EQUATIONS 

The basis of the model equations to be used in this investi- 
gation are Maxwell's Equations expressed in a discrete repre- 
sentation so that numerical approximations to the various 
incident, reflected and scattered fields may be computed us- 
ing digital computers. These discretized Maxwell Equations 
form the foundation of the Finite Difference Time Domain 
(FDTD) approach to the solution of electromagnetic propaga- 
tion problems. The basic set of computer code which was 
used as a starting point for this investigation was provided as 
the output of the Doctoral dissertation of Roberts [1] from 
Ohio State University. The original work on the discretization 
of Maxwell's equations was accomplished by Yee [2]. 

EXTENSIONS OF THE FDTD MODEL 

For this investigation it was desired to characterize the elec- 
tromagnetic fields scattered from simple geometric objects 
in a multilayered earth with antennas in close proximity to 
the surface of the earth. The end objective of the investiga- 
tion was to determine signal transmission, reception and pro- 
cessing techniques for use with Ground Penetrating Radar 
when used to locate man made objects embedded in a layered 
earth. The extensions to the code were developed to allow the 
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investigation of possible test geometries and test equipment 
for a GPR experiment. The simulations were used to predict 
the potential for obtaining information concerning buried man 
made objects using multiple GPR transmitter and receiver 
locations. The signal generation and processing approach con- 
sisted of coherent pulse generation and received signal pro- 
cessing and optimum combination of the multiple received 
signals. 

ANALYTIC SIGNAL REPRESENTATION 

In order to represent transmit and receive signals as a com- 
plex quantities, we modified the FDTD code to include trans- 
mit pulses expressed in the form of narrow band complex 
signals, such that a transmit signal is defined as 
s(t) = a(t){cos[(0t+O(t)] +jsin[cot+0(t)]}. This allows a pulse 
at center frequency w to be generated such that there is an 
amplitude, associated with the envelope function a(t), as 
well as a phase O(t). All computations are performed as 
complex quantities and the outputs are available as complex 
values or as magnitude and phase. This enhancement of the 
FDTD code was included to allow the simulation and pro- 
cessing of coherent GPR data. The magnitude and phase in- 
formation is displayed using the interactive display module 
on the Sun workstation. The objective of this modeling was 
the prediction of the complex waveforms of the received back 
scattered electromagnetic.fields to allow the use of multiple 
antenna coherent sensing systems. Examples of this type of 
sensing system include beamforming systems and inverse im- 
aging systems. 

MULTIDIMENSIONAL VISUALIZATION MODULE 

In order to investigate the effects of changing test equip- 
ment capabilities, target geometries, earth electromagnetic 
propagation parameters and signal processing algorithms, we 
developed a multidimensional Visualization Module using 
MATLAB, implemented on a Sun workstation. This module 
allows analysis and visualization of the electromagnetic field 
data at a single point in space as a function of time, as well as 
at a single time or multiple times at several points in space. 
Screen displays and hard copy color plots are produced of two 
dimensional maps of the electromagnetic fields in operator 
selected horizontal or vertical planes. In addition, a three di- 
mensional spatial map may be output at an instant of time. 
The two and three dimensional maps may also be viewed as 
animated time histories of the electromagnetic fields. 

RESULTS OF SIMULATIONS OF WAVE 
PROPAGATION AND SCATTERING IN MULTI- 

LAYERED MEDIA 

Simulation results are presented for a basic experiment con- 
ducted in a volume which varied from 1.5 to 2.5 meters wide 
by 2 to 2.5 meters long by 2 meters deep.  Multiple layers, 

multiple object positions, multiple antenna positions and mul- 
tiple soil types were investigated. A typical sampled time his- 
tory of the results is shown in Figure 1. Additional results 
will be shown during the oral presentation. 

DEVELOPMENT OF A TWO MEDIA RANDOM 
INHOMOGENEOUS LAYER 

In order to model an inhomogeneous soil layer we modi- 
fied the FDTD code to include the capability to include sev- 
eral spherical scattering objects with a random distribution of 
both size and location. A common complex permitivity was 
assumed for all of these spherical scatterers. For our simula- 
tion we chose a case with all scatterers of the same radius and 
with a uniform distribution in location. Various complex 
permitivities were assigned to the scatterers. This provided a 
simple two media representation of an inhomogeneous layer. 
Sample results of this investigation are shown in Figure 2. 
Additional results will be shown during the oral presentation. 

CONCLUSIONS AND RECOMMENDATIONS 

The primary purpose of this investigation was the develop- 
ment of a tool for the planning and analysis of coherent GPR 
experiments to determine the location and imaging of size, 
shape and material properties of buried man made objects. 
Capabilities have been expanded in the areas of coherent sig- 
nal representation, transmit and receive signal multidimen- 
sional visualization and wave propagation and scattering in 
inhomogeneous layers. The tool is at a stage of development 
that can support experiment planning and development of novel 
image processing schemes, especially employing coherent 
GPR. Experiments are planned which will employ this simu- 
lation tool in the near future. 
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Figure 1. Time History of Scattering From a Cylindrical 
Object in a Layered Media of Sand, Intermediate, and Clay. 

The Cylinder is in the Top Sand Layer at 0.7m Depth. 
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Figure 2. Time History of 2 Media With a Cylinder Target at 
lm Depth. Spherical Scatters Have a = 0.0266, e = 6.83. 

Background Layer Has o = 0.0133, e = 6.83. Receive Antenna 
on Earth Surface, (c is conductivity, e is permittivity) 
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Abstract Complex permittivity measurements in the 
frequency range 1-10 GHz of two conifers, a 5.0 m high 
Balsam Fir and a 1.9 m high Spruce, are presented. With 
the large amount of measurement data it is possible to es- 
tablish representative average values for the various parts 
of the considered trees. 

INTRODUCTION 

Measurements of the complex permittivity 

er(w) = e'r(w) - jer (w) (1) 

of two conifers, a 5.0 m high Balsam Fir and a 1.9 m 
high Spruce, were performed in the frequency range 1 - 
10 GHz, within the frame of a polarimetric scattering and 
imaging experiment conducted in June 1996 in the Euro- 
pean Microwave Signature Laboratory (EMSL) [1]. This 
also comprised a careful measurement of the trees' geom- 
etry by R. Landry of the Canadian Centre for Remote 
Sensing (CCRS), which will serve together with the com- 
plex permittivity data to construct 3D computer models 
of the trees. The huge set of data thus collected will be 
used to test microwave forest backscatter models, forward 
attenuation algorithms, and 3D reflectivity imaging algo- 
rithms. 

This paper shortly describes the complex permittivity 
measurement method and presents measurement results 
for the various tree parts, such as new and first year nee- 
dles, branches from different tree heights, and trunk sec- 
tions. For the branches and trunks different layers from 
the phloem into the xylem were measured. Representative 
average values are also proposed. 

MEASUREMENT METHOD 

Set-up and procedure 

A HP8510B Network Analyzer (NA) based reflection co- 
efficient measurement method with an open-ended coaxial 
probe - a piece of 3.6 mm semirigid coaxial cable without 
flange - was used. The probe was connected to a HP85134 
Test Port Cable which allows flexion without loss of accu- 
racy. The position of cable and probetip, against which 
the tree samples were pressed, remained unchanged dur- 
ing the measurements. The small diameter of the probetip 

was advantageous in assuring a good contact with hetero- 
geneous or small sized samples. Each measurement was 
repeated three times in a row, with interruption of the con- 
tact probetip-sample, and was accepted only if the stan- 
dard deviation was sufficiently small. The time needed for 
such a sequence was typically 30 s. 

Prior to the measurements a standard Sn calibration 
(short, open, matched load) was performed at the end of 
the flexible Test Port cable. Parasitic reflections at the 
cable-probe connector interface were gated out with the 
time gating feature of the NA. The resulting reflection co- 
efficient measurements were referred to a measurement of 
the probe open into air. Measurements of known reference 
liquids were done from time to time as a check during the 
tree measurements and also served for the determination 
of the probetip capacitance. 

Complex permittivity extraction 

Lumped element models.for the probetip-material dis- 
continuity have been discussed abundantly in the litera- 
ture, e.g. [2, 3, 4]. We use a frequency dependent shunt 
capacitor C(w)er, where the value of C(w) is determined 
at each frequency of interest by means of a calibration 
with known reference liquids. 

The ratio T of the complex reflection coefficients for 
the probe terminated by the material and by air is then 
expressed as 

(l-juZ0Cer\ (l+juZ0C\ 
\l+jwZ0CerJ \1-JUJZOCJ ' l ; 

where ZQ — 50H is the line impedance, and er is given by 

er = 
l-r+juZpCjl + T) 

juZ0C[l + T + jwZ0C{l - T)]" (3) 

Small relative errors in the factor LJZQC lead to equally 
small relative errors in er when WZQC <C 1. 

Neglecting the second order terms in (2) yields a sim- 
plified expression, used by some authors (e.g. [5]) 

er = 1 + 
(i-r) 

juz0c{i + r) (4) 

However, using this approximation introduces significant 
differences even at frequencies lower than 10 GHz for 
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tree parts with high water content such as needles, active 
xylem and phloem. In this paper all complex permittivity 
results were obtained with (3). 

Determination of probetip capacitance 

For the determination of C(UJ) we have used (2), where 
r(w) are measured values and where er(u) is a model for 
the reference liquid. Writing (2) as a second degree equa- 
tion in C 

er(l-T)oj2Z^C2+j(l-er)(l + T)uZoC + l-r = 0, (5) 

and solving the real or imaginary part for Cr(w) or Cj(w) 
respectively, or the complex equation for a complex Cc(w), 
one expects to find values which are in close agreement if 
(2) and the reference liquid model are sufficiently accu- 
rate. Values for Cr, C{ and Cc obtained from experimen- 
tal data using methanol show a close agreement (Table I); 
when using butanol, the values show differences of 20 %, 
probably due to uncertainties on the butanol model. In 
this paper we use the real part of Cc with methanol as 
reference liquid. 

Freq. 
[GHz] 

Ref. 
liquids [fF] 

Ci 
[fF] 

Cc 
[fF] 

1 
5.5 
10 

methanol 21.5 
20.2 
20.9 

21.1 
20.3 
20.8 

21.2-j0.15 
20.25 + jO.03 
20.9 - j'0.06 

1 
5.5 
10 

butanol 22.7 
20.2 
22.7 

25.9 
27.0 
30.1 

24.0 +jl.6 
24.5 + j'3.3 
27.6 + j3.5 

Table I: Probetip capacitance at 1, 5.5 and 10 GHz with different 
computation schemes 

For methanol we used a Cole-Cole dispersion model [6] 
with temperature dependent expressions for the LF and 
HF limit permittivities er,s(T) and eri00(T) and for the 
relaxation time T(T), 

€r,met. (4.95 - 0.022T) 
(39.2 - 0.22T) - (4.95 

(6) 

+ 0.022r) 
1 + jw!0-3(80.5 - 1.17T)0-964 

where the frequency is expressed in GHz, the relaxation 
time in ps and the temperature in °C. The time dependent 
expressions were obtained by a linear fit to the data of [7] 
in the temperature range 10-40°C. For butanol we used 
the two component Debye dispersion model reported in 
[5]. 

MEASUREMENTS FOR TREES 

The 5.0 m high Balsam Fir was approximately 21 years 
old and the 1.9 m high Spruce was approximately 6 years 
old. Both trees were bought planted in pots. Prior to 
the complex permittivity measurements they were kept 

for some time in an artificial environment (the EMSL ane- 
choic chamber) for the scattering experiments, with expo- 
sure to a constant artificial illumination (thus no day-night 
cycle). The Balsam Fir had been watered abundantly 
during 2 weeks. The complex permittivity measurements 
were done in parallel with the tree vectorization, a proce- 
dure of complete geometric inventory which requires the 
destruction of the tree. For the Balsam Fir this destruc- 
tion was spread over 2 days - with the removal of the 
branches on day one and the sawing up of the trunk on 
day two -, while for the Spruce everything was completed 
in one day. Measurements were always performed imme- 
diately after the removal of the sample from the tree. An 
overview of the samples, their height above ground and 
dimensions is given in Table II. Results for these samples 
are now discussed. 

Tree Part Height Length Diameter 
[mm] [mm] [mm] 

Balsam Fir 
Needles various «21 « 1.2 

br97 420 1275 13.6, 4.5* 
br75 1280 1012 19.5,5.2* 
br67 2090 1000 15.6, 6.5* 
br66 3800 590 9.5, 6.2* 
trO 0 - 110 
trl 1300 - 80 
tr2 2300 - 58 
tr3 3300 - 37 

Spruce 
Needles various «13 «0.6 

br36 250 550 8.0,2.9* 
trO 0 - 31 
trl 500 - 23 
tr2 1000 - 13 
tr3 1500 - 8 

Table II: Position and dimensions of the tree samples (* values for 
bottom and top of branch) 

Trunks 

A conifer trunk consists of a bark, a phloem and a 
cambium layer surrounding the active and passive xylem 
[8], see Fig.l. The cambium is a thin reproduction layer 
which generates new active xylem on its interior side and 
phloem on its exterior side. The active xylem is several 
annual rings wide and is made of tracheids (spindle-shaped 

Figure 1: Schematic cross-section of a trunk 
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cells) for transportation of water in the upward direction. 
The width of these cells is larger for xylem formed dur- 
ing spring (early wood) than during autumn (late wood). 
The phloem, typically a few mm thick, transports wa- 
ter with assimilates downward. Since sections were sawed 
from the trunks, the transportation of liquids in phloem 
and xylem was stopped, but the water content remained. 
Measurements were performed a few cm away from the 
sawing sections - which were drier - with the probe in the 
radial direction (pointing to the trunk center) and going 
progressively inward by carefully pealing off layers. 

For the Balsam Fir the complex permittivity as a func- 
tion of the distance from the trunk center at 1 GHz is 
shown for section trl on Fig.2. These data are mean val- 
ues of three subsequent single measurements and the error 
bars are the standard deviations. The maximum value for 
er occurs - also for the other trunk sections of the Balsam 
Fir as well as for higher frequencies - at the interface be- 
tween phloem and active xylem. This interface was mea- 
sured by applying the probe against a piece of phloem 
pealed off the xylem. For the xylem the data fluctuate 
over short distances varying from about er = 30 - j6 to 
er = 12 -j2 on Fig.2. This is probably due to the seasonal 
variations. We suggest mean values for the phloem, the 
part of the xylem which corresponds to about six outer 
annual rings and the inner xylem. For the other trunk 
sections less measurements were done inside the xylem 
but similar values are obtained as for trl. At 10 GHz the 
trend is toward lower values (about -10) for e'r and higher 
values (about +3) for el. 

For the Spruce the phloem permittivity increases with 
the height of the section (from about er = 40-j'9 to about 
er = 55 - jl7 at 1 GHz). Xylem data are available for the 

10 20 30 40 
Distance from trunk center [mm] 

50 

Figure 2: er across trunk section trl of the Balsam Fir at 1 GHz. 
Mean values for 3 concentric regions are indicated by plain and dot- 
ted lines 
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Figure 3: er (a) and e" (b) for phloem and xylem of 4 branches of 
Balsam Fir 

outer surface and at the center of each section, ranging - 
at 1 GHz - from er = 37.5 -j 10 to er = 44 - J12 and from 
er = 17.3 - j3.7 to er = 26 - j'5.7 respectively. There is 
no apparent dependence of these values on height, and a 
model for the xylem based on single mean values may be 
used. 

Branches 

The morphology of a branch is similar to that of a trunk. 
We performed measurements on both sides of the phloem 
and on the outer surface and at the center of the xylem, 
each time at the bottom, middle and top of the branch! 
Data for the outer surface of the phloem and for the center 
of the xylem of branches br97, br75, br67 and br66 of the 
Balsam Fir are presented on Fig.3. For the phloem er is 
higher for top branches than for bottom ones. The data 
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for branch br36 of the Spruce lie in the same ranges as 
those of the Balsam Fir. 

Needles 

Bright green new needles, which are located at the outer 
surface of the tree, and darker first year needles from dif- 
ferent tree heights were measured. Therefore, several tens 
were arranged in parallel in a circular clamp which was 
then tightened firmly. The upper or lower ends sticking 
out of the clamp were removed yielding a smooth mea- 
surement surface and the superfluous liquid was wiped 
off. The effect of drying of the sample surface became 
important after roughly 5 minutes. 

Fig.4 shows complex permittivity data as a function of 
frequency for needles taken from three branches of the 
Balsam Fir, br75, br67 and br66. The plain curves, one 
for each branch, are the mean values of 3 subsequent sin- 
gle measurements, indicated by the dots. The new needles 
have significantly higher values than the old needles, and 
present together with the cambium the maximum values 
for this tree. On the other hand, variations from branch to 
branch are rather small such that we suggest to model new 
and old needles with single values regardless of their posi- 
tion in the tree. Such mean values and standard deviations 
at 1 and 10 GHz, derived from the 9 single measurements, 
are also indicated on Fig.4. 

For the Spruce measurements were performed for new 
and old needles from the top and bottom parts of the tree. 
Here no such clear distinction is present between new and 
old needles, although the new needles from the top have 
a little higher value. We suggest to use one single mean 
value: 31.8 ± 3 and 20.5 ± 2 for e'r at 1 and 10 GHz, and 
8.15 ± 0.7 and 13.6 ± 2 for zr at 1 and 10 GHz. The role 
of the needles in the tree scattering process is especially 
important for the higher frequencies. 

CONCLUSION 

Complex permittivity measurements of various parts of 
two conifers, a Balsam Fir and a Spruce, were presented. 
For the trunks data are available across layers from the 
phloem to the xylem center, at different trunk heights. 
There are similarities between the trunk data for both 
trees. Data for branches - measured in the same way as 
the trunks - and for new and old needles from different 
tree heights are also available. Representative ranges and 
mean values were proposed. For the Balsam Fir a signifi- 
cant difference exists between the values for the new and 
old needles, while this is not the case for the Spruce. 
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ABSTRACT 
The method of finite differences has been 

employed to solve a variety of 3D electromagnetic (EM) 
forward problems arising in geophysical applications. 
Specific sources considered include dipolar and 
magnetotelluric (MT) field excitation in the frequency 
domain. In the forward problem, the EM fields are 
simulated using a vector Helmholtz equation for the 
electric field, which are approximated using finite 
differences on a staggered grid. To obtain the fields, a 
complex-symmetric matrix system of equations is 
assembled and iteratively solved using the quasi- 
minimum method (QMR) method. Perfectly matched 
layer (PML) absorbing boundary conditions are included 
in the solution and are necessary to accurately simulate 
fields in propagation regime (frequencies > 10 MHz). For 
frequencies approaching the static limit (< 10 KHz), the 
solution also includes a static-divergence correction, 
which is necessary to accurately simulate MT source 
fields and can be used to accelerate convergence for the 
dipolar source problem. 

INTRODUCTION 
For too long the interpretation of frequency- 

domain electromagnetic data arising from complex 
geologic media has been limited by the lack of 
interpretation tools. It is only within the last few years 
that the ability to model and invert complex 3D EM data 
is emerging. A key reason for this development has been 
the application of efficient finite-difference methods to 
the forward modeling problem. 

Over the last five years, we have developed 
solutions to the 3D EM forward problem for frequency- 
domain applications ([1] and [2]). Progress has 
proceeded on several fronts, including the development 
of a fast 3D finite difference modeling code for both 
dipolar and MT or natural source (plane wave) fields. 
Key features of the forward modeling code is its ability to 
simulate fields from the propagation to diffusion regime 
(radar to inductive EM), the inclusion of the perfectly 
matched layer absorbing boundary conditions necessary 
to reduce the size of the model domain and accurately 
simulate wave propagation, and the ability to model 3D 
variations     in     electrical     conductivity,     dielectric 

permittivity and magnetic permeability. The modeling 
code also includes a static-divergence correction, which 
is necessary to insure accurate MT results. In this talk, 
we will review our efforts in forward modeling. 

THE FORWARD PROBLEM 
Theory 

Assuming a time harmonic dependence of eiat 

where ;'=V-1, the vector Helmholtz equation for the 
electric field given by [1] is written here as 

Ve x yj\x.V„xE + COH0(CT + /'coe)E=S (1) 

In this expression the electrical conductivity, magnetic 
permeability and dielectric permittivity are denoted by a, 
|x and e respectively, where ^ is the magnetic 
permeability of free space. Specification of the source 
vector S, which includes the appropriate boundary 
conditions, determines whether dipolar or natural source 
(MT) field excitation is to be simulated. For dipolar 
source fields we have, for a total-field formulation 

S = -m\i.D Jp - fro Vh x (Ho/u. Mp), (2) 

where Jp and Mp are current densities for the impressed 
electric and magnetic dipole sources, and Dirichlet 
boundary conditions are assumed with the tangential 
electric fields set to zero on the model domain boundary. 
Sometimes a scattered field formulation is desired 
because of accuracy considerations [2]. In this case we 
have 

S=-/coHo[(a-ap) + m (s-ep)]EpweouBVhx[(u,-u<))/uHp], (3) 

where p designates background or primary values which 
are easy and fast to compute, such as a whole space. With 
a scattered field formulation the electric field, E, in 
equation (1) is replaced by a scattered electric field, E„ 
where we impose the boundary condition that tangential 
E, be zero on the boundary of the model domain. The 
total electric field is then given by the expression Et = Ep 

+ E,. In order to simulate natural source fields, S is set 
to zero everywhere, except at points where tangential 
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electric-field boundary values are specified. These 
boundary values arise from vertically propagating plane 
waves in layered or 2D geologic media assigned at the 
boundaries of the 3D problem. 

The modified differential operators in equation 
(1) are defined by 

and 

V«, = i \lex d/dx+i \ley d/dy+ k lie, 8/dz 

Vh = i \lhx 5/5x+ j \lhy dldy+ k llhfld* 

(4) 

where e, and A, for j = x,y,z are complex coordinate 
stretching variables which stretch the JC ,y and z 
coordinates and define the PML absorbing boundary 
conditions originally developed by [5], but are in a form 
developed by [6] for ease of implementation. 

When equation (1) is approximated with finite 
differences using the staggered grid due to [7], a linear 
system results in which the matrix is complex symmetric. 
This system can be efficiently solved iteratively using 
Krylov sub-space methods, including the quasi minimum 
residual (qmr) method. The reader is referred to [1] and 
[2] for the details on how these solvers are implemented. 
Once the electric fields are determined, the magnetic 
fields can be determined from Faraday's law, by 
numerically approximating the curl of the electric field at 
various nodal points and interpolating either the electric 
or magnetic field nodal values to the point of interest. 

Even with the benefits of a staggered grid, 
which implicitly enforces the auxiliary divergence 
conditions on the current density, 

Vh . {(CT + /roe) E}= Vh . S/ m\i0 (5) 

it is often necessary to explicitly enforce this condition 
through a static-divergence correction at frequencies 
approaching the static limit. The correction adds a term 
to the electric field such that equation (5) is identically 
satisfied and is alternated with a series of qmr iterations 
on equation (1). All the details on how to implement this 
correction procedure for either scattered and total fields 
can be found in [8], [9] and [10]. 

MT Simulations 
In Figure 1, we demonstrate the 3D code's 

capability to simulate magnetotelluric fields which are 
useful in crustal investigations of the earth. The top part 
of the figure shows a conductive block, 2 km thick, 
residing in an earth with three layers. The 3D results are 
plotted at 1 Hz in terms of apparent resistivity and phase, 
given by the following formula 

pra=|IVHx|2/»Ho 

p™ = |Ex/Hy|
2%io 

(6) 

(7) 
and 

e™ =tan' [Im(Ey/Hx)/Re(Ey/Hx)] (8) 

9™ =tan-' [ImCIVHy )/Re(Ex/Hy)]. (9) 

The notation TE and TM stand for transverse electric and 
magnetic and denote responses produced by inducing 
electric and magnetic fields perpendicular to the strike 
direction of the model. For a half-space model, the 
apparent resistivity will equal that of the half space, 
while the phase will be 45 degrees. To verify the results, 
we have compared the 3D responses with two 2D codes; 
one based on finite elements [11] and the other on finite 
differences that we recently developed. In the 2D case the 
block model is assumed to possess infinite strike length, 
while in the 3D case it is 80 km. Comparisons between 
the different codes are quite good. It must be noted that to 
obtain accurate 3D results a static divergence correction, 
as discussed above, was required for this simulation. 

| no:. 
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Figure 1. Comparison between 3D and 2D codes for a 
MT simulation at 1 Hz at the earth's surface. 
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The Need for PML Boundary Conditions 
[1] has shown the need of the PML absorbing 

boundary conditions when simulating propagating fields 
in the frequency domain. To summarize the results, the 
complex stretching parameters are assigned a value of 1 
+ a • i b. On the internal portions of the mesh, a = b= 0 
such that the modified Helmholtz equation reduces to the 
normal form. Near edges of the mesh e, and A, are 
allowed to vary over several cells, but only in the 
direction that is perpendicular to the boundary. For 
example, along the +z boundary ex = ey = hx = hy = 1 and 
only er = h, are allowed values of a and b that differ from 
zero. Some guidelines for selecting the PML stretching 
coordinates can be found in [1]. 

Figure 2 shows a simulation where the 
horizontal and vertical magnetic field arising from a 
vertical magnetic dipole and calculated on a 120 x 120 x 
120 mesh for the three layer model is indicated in panel 
a). Resistivities of the layers are 1373, 76, 1000 n.m and 
6, 41 and 1 are their dielectric properties relative to free 
space. The thickness of each layer is 1.1 and 0.9 meters. 
The 3D results and have been plotted against the ID 
solution based on Sommerfield integrals. It is 
immediately evident in panel b) that the 3D solution 
without the PML boundary condition begins to break 
down at about 15 MHz, and we can assume that this is 
due to reflections due to the mesh boundaries 
contaminating the solution. Doubling the size of the cells 
along the mesh boundaries, that is using real grid 
stretching, does not help matters. Panel c) shows that 
poor results occur when a real stretching parameter a = 
1.0 is employed along 25 cells of each boundary. 
However, when complex grid stretching is employed the 
results are much better. Panel d) shows results that when 
a stretching parameter of b = -0.6 is employed along 25 
cells of each boundary, the fields calculated with the 3D 
solution match those of the ID solution almost exactly. In 
panel e) we demonstrate how absorbing boundaries can 
be applied to shrink the size of the mesh. In this case a 
72 X 72 X 72 mesh was used along with 6=-2.0 applied 
for 10 cells along each boundary. Notice that both the 3D 
and ID calculations coincide. This example fully 
illustrates the utility of the PML boundary conditions as 
they not only allow one to accurately simulate wave 
propagation, but also allow the mesh size to be 
significantly reduced and results in much smaller run 
times. 
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Figure 2. ID model used to verify the need for PML 
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ABSTRACT 
In large scale 3D EM inverse problems it may 

not be possible to directly invert a full least-squares 
system matrix involving model sensitivity elements. Thus 
iterative methods must be employed. For the inverse 
problem, we favor either a linear or non-linear (NL) CG 
scheme, depending on the application. In a NL CG 
scheme, the gradient of the objective function is required 
at each relaxation step along with a univariate line search 
needed to determine the optimum model update. Solution 
examples based on both approaches will be presented. 

INTRODUCTION 
Because of computational demands, inversion of 

frequency-domain electromagnetic data arising from 
complex geologic media has only been a dream. In fact it 
is only within the last few years that the ability to model 
complex 3D geology in a forward sense is now emerging. 
Since modeling complex geology is no longer a barrier, 
this has also opened up the ability to image it. Important 
applications of the new imaging technology are now 
arising in environmental waste characterization and 
resource exploration. 

Within the last two years, we have developed 
solutions to the 3D inverse problem for frequency- 
domain applications ([1], [2], [3] and [4]), where 2.5 and 
3D imaging codes have been used to reconstruct the 
conductivity within the subsurface. The inversion codes 
include an efficient finite-difference forward-modeling 
algorithm which is necessary to compute predicted data 
and model sensitivities at high discretization levels, and 
hence we are able to image complex geological media. In 
this talk, we will review our efforts in inversion 
employing iterative conjugate gradients methods. 

THE INVERSE PROBLEM 
Regularized Least Squares 

All least squares solutions begin by minimizing 
the difference between observed and predicted data, often 
subject to some sort of constraint needed to stabilize the 
inversion process. In underdetermined problems, which 
we consider here, stability is provided with Tikhonov 

regularization, where only smoothly varying models are 
sought. Let's divide the earth into M cells and assign to 
each cell an unknown conductivity value. Further let m 
be a vector that describes these values, which is of length 
M. We now form an objective functional, cp, which 
combines the data error and model smoothness in the 
following fashion: 

Cp = S{(dj' 
j=l 

obs dj)/ej}
2 + XmTWTWm.     (1) 

In equation (1) the terms that describe the observed and 
predicted data are djobs and dj, where the summation is 
over N data points. We also weight the data errors in 
equation (1) by the standard deviations of the observed 
data, e j. This gives noisy data smaller weight when 
forming cp. 

The parameters that dictate model smoothness 
are the regularization matrix W, which consists of a 
finite difference approximation to the Laplacian (V2) 
operator and the tradeoff parameter, X, which is used to 
control the amount of smoothness to be incorporated into 
the reconstruction. Different strategies for selecting X 
can be found in [1] and [5]. 

In small scale inverse problems it may be 
feasible to determine the minimum of equation (1) with a 
brute force search in parameter space. For large scale 
problems, such as ours, this is not an option. Instead, 
what is typically done is to set the gradient of the 
objective function, Vcp, with respect to the model 
parameters to zero, and find by some economical means 
those model parameters that satisfy Vcp =0. Because the 
predicted data depend on the model, m, in a non-linear 
fashion we are forced to solve Vcp =0 using an iterative 
method. 

Derivation of the Jacobian Matrix Elements 
Model sensitivity or Jacobian matrix elements 

play a critical role in the inverse solution and efficient 
manipulation of these elements is essential for a robust 
inverse solution. Following the derivation of [1], we 
derive the model sensitivity elements by first considering 
a single predicted data point, dj, consisting of either the 
electric or magnetic fields. Consider, for example, the x- 
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component of the magnetic field at location j, which 
be represented as 

HX| :hgj(*)E. 

can 

(2) 

In this expression E is an electric field vector arising from a 
3D earth model and has dimension of NTxl, where NT 
represents the number of electric field unknowns that are 
determined from the finite difference forward solution for a 
given source and discrete frequency [6]. The vector hgt

Kx) is 
an interpolator vector for the x-component of the magnetic 
field at the jth measurement point and is of dimension lxNT 
(t here denotes the transpose operator). This vector will 
interpolate the sampled fields on the forward modeling grid 
to the measurement point and numerically includes a curl 
operator that is applied to the electric field. With this 
definition an element of the Jacobian matrix is written for 
the x-component of magnetic field as 

aHxj/amk = Vj(x)5E/5mk. (3) 

From the forward problem [6] shows that the electric fields 
are determined from the linear system, 

KE = S, (4) 

where K is the sparse finite-difference stiffness matrix with 
13 non-zero entries per row and depends linearly on the 
electrical parameters we desire to estimate. Because the 
forward problem can specify boundary conditions and 
sources that depend on the model parameters, the source 
vector, S, can also depend on the model parameters. Thus 
differentiating equation (4) with respect to nik yields, 

öE/amk = K'VaS/dmfc - dK/dn^E). (5) 

The derivatives öS/öm* and dK/dn^ in equation (5) are 
rapid to compute analytically; the interested reader is 
referred to [1] for the specific details. Finally, an element of 
the Jacobian matrix for the x-component of magnetic field 
can be written as 

aHx/amk = hgt
j(x) K'VaS/ömk-dK/dmkE).  (6) 

Similar expressions can be derived for the other electric 
and magnetic field components. 

Inverse Solution via Conjugate Gradients 
Because of the size of the 3D inverse problem, 

direct methods cannot be used to repeatedly invert a full 
least-squares system matrix involving model sensitivity 
elements. However, gradient methods are feasible. The 
steepest-descent method is the most widely known of the 

gradient methods. Unfortunately the method usually 
converges very slowly near the minimum of the objective 
functional. A better approach can be the conjugate- 
gradient (CG) method. Linear and non-linear CG 
schemes are known and we have investigated both types 
for the 3D EM inverse problem. 

Linear Conjugate Gradients 
Minimization of equation (1) with respect to m , 

given a background model m® needed to linearize the 
problem for iteration (i), yields the model update, 

m = [(DA®)' (DA®) + KWffW)]-1 (DA®)' (D8d®)  (7) 

with 

5d® = (dob5-d® + A®m®), (8) 

where the weighting matrix, D, is diagonal and consists of 
the reciprocal of the data standard deviations. The Jacobian 
matrix is denoted by A® in the above expressions and its 
individual elements are given from the derivation above. 
The fact that the Jacobian matrix and the predicted data, 
d®, depend on the iteration count implies that they must 
be re-computed after each model step. 

Linear conjugate gradients can be applied 
directly to linear systems that are symmetric positive 
definite, including the least squares normal equations 
given by equation (7). In a linear conjugate gradient 
method, all one needs is one matrix-vector multiplication per 
relaxation step. However, because the matrix given by this 
operation is [(DA®)1 (DA®) + X(W)\W)], there are several 
other matrix-vector multiplications to be considered. First, 
the matrix product of (DA®)' with DA® requires two matrix- 
vector multiplications. In addition, the regularization-matrix 
product with its transpose requires two more matrix-vector 
multiplications. Since the latter matrix-vector multiplications 
are easy to implement and compute, no further elaboration 
will be given to them here. 

For the Jacobian matrix-vector multiplications, 
DA® and (DA®)', we have 

y = DA®u (9) 

and 
z = (DA®)V, (10) 

where u is an arbitrary real vector, known as a CG search 
direction vector. Because the data weighting and Jacobian 
matrices are real (we treat real and imaginary components of 
the data separately), the vector y is real with dimension 2N, 
where N is the number of complex data points used in the 
inversion. The vector z is real since the model parameters 
are assumed to be real valued.  [1] give compact and 
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computationally efficient forms for the two matrix-vector 
multiplications for dipolar source fields, which are also used 
to treat the matrix-vector multiplications given in equations 
(7) and (8), i.e. AV and (DA*0)' (DSd*0), which are 
needed to initialize the CG solver at each iteration of the 
inversion. 

In addition to the forward solutions necessary to 
determine E for each source and frequency, the 
matrix-vector multiplications in equations (9) and (10) 
require solving a series of forward problems corresponding 
to the total number of unique data measurements locations, 
where 

t _ „ t g/K1, 

or since K* = K[1], 

Kvj = i 

(11) 

(12) 

A unique measurement location comprises the interpolator 
vector gj, which is based on the measurement of a specific 
field component or data type made at the site, independent of 
the source. Thus the total number of forward solutions 
needed for each model update is given by N* + N„, where 
Nte and N« are the total number of sources and unique 
receiver positions used in the inversion at a given frequency. 
Note that multiple frequency data will require additional 
forward solutions for both the source and unique receiver 
positions. 

To launch the inversion using the linear CG 
approach, we assume an initial background model and 
compute the predicted data for all the different sources. At 
the first iteration the matrix-vector multiplications needed to 
solve the linear least-squares system of equations are 
computed and equation (7) is solved using the linear CG 
method. We proceed to the next iteration if the data error 
(sum of squared errors) is above the estimated noise of the 
data set If this is true the model is linearized again about the 
new model m, new predicted data and electric fields are 
computed from the updated background model, and the new 
model update is determined once the tradeoff parameter is 
specified. 

A 3D inversion scheme using linear conjugate 
gradients has been successfully applied to crosswell 20 
kHz electromagnetic data collected at the Richmond 
Field Station near Berkeley, California [2]. By comparing 
images of the data collected before injection of 50 000 
gallons of salt water, a 3D image of the plume has been 
developed, which shows the location of zones of 
maximum permeability surrounding the injection well 
through which the salt water has migrated (Figure 1). A 
resolution analysis has determined that the location of the 
plume  is  fairly  accurate.   As  this  example  clearly 

demonstrates, diffusive EM fields posseses the ability to 
map permeability changes in the subsurface. 

Nonlinear Conjugate Gradients 
We have found that the linear CG scheme 

discussed above is optimal when many sources are 
employed as in a crosswell survey. For natural source 
fields (magnetotelluric applications) there is, however, a 
better approach based on non-linear conjugate gradients. 

To use non-linear conjugate gradients for 
solving Vcp =0 demands that we make two subsidiary 
calculations at each iteration of the procedure. First we 
calculate the gradient of the objective functional in 
equation (1) 

Vcp = Vcpd + XVcp„ (13) 

where cpd and cpra are functionals that relate to the data 
misfit and the model constraint. Second we minimize cp 
along a specified ray, that is, find the value of a that 
minimizes the expressions cp(m + au) for specified model 
parameters m and conjugate search direction u. 

Consider first computing a specific element of 
Vcpd and let us define the difference between observed 
and predicted data as 

thus 

Adj = {(dj
obs-dj)/ej}, 

dcp d Id mk = -2 Z Adj 9dj/9mk. 
j-i 

(14) 

(15) 

Therefore, in general, we can then write from equation 
(6) 

N 

Scpd /dtOk = -2 ZAdj g} . K^SSi/ömk - dK/drt^E) (16) 
j-i 

where the interpolator vector g/ is based on the data type. 
Evaluation of Vcpm leads to 

Vcpn^W'Wm. (17) 

It is now possible to show that the number of 
forward solves needed to evaluate the gradient in 
equation (16) is only two for each source and frequency. 
One solve is needed to obtain the electric fields E of a 
specified source and another solve is needed to compute 
the fields arising from the following source 

g -2 ZAdjff/. 
j-i 

(18) 
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Fields for this source distribution are obtained following 
equations (11) and (12). 

Extension of equation (16) to include multiple 
sources is easy, where the gradients for a full set of data are 
just the sum of gradients for each independent source 
position and frequency. Thus the total number of forward 
modeling applications necessary to evaluate (16) is twice the 
number of sources at each discrete frequency. 

Because a line search is needed to minimize cp(m + 
au), this will require additional forward solutions. [7] 
provides a number of strategies to carry out the line 
search, where the number of forward modeling 
applications varies. A reliable approach to conduct the 
line search is to use both functional and derivative 
information at two points, fit a cubic through these 
points and step immediately to the minimum. The 
number of forward modeling applications required for 
this type of line search is four per frequency. However, 
half of the required information is already known due to 
the previous model update. Thus only two additional 
applications of the forward modeling code at each source 
and frequency are required. 

Listed below is an outline of the nonlinear CG 
method based on the algorithm [8] that will be used in 
this analysis: 

(1) choose n*(i) and select u(u = - Vcp( m(t)) 
(2) find a(i) that minimizes cp(m(i) + <x(i) u(i)) 
(3) set m(w)=iii(i)+a(i) u(i)) and r(W) =-Vcp(m(i +,,) 
(4) ß m = max{(r(i+1)

Tr(i+i)-r(i+i)
Tr(i+))/r(i)

Tr(ii), 0} 
(5) U(i+i) = r(i+i) + ß (i+i) U(i) 
(6) Stop when I r(i+i) I is sufficiently small, otherwise go 

to step (2). 

The convergence of this scheme can also be accelerated 
by including preconditioning. The interested reader is 
referred to [9] for the details. 
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Figure 1. Difference image between pre- and post- 
injection of 50,000 gallons of 1 Q.m saltwater near 30 m 
depth. Two views of the same reconstruction are included 
such that horizontal slices, showing how the conductivity 
has changed, can be shown at nine different depths, with 
the back and left-side panels showing how the change 
varies continuously with depth. The four observation 
wells are shown surrounding the injector well shown at 
the center. Vertical magnetic field receivers were 
deployed in the observation well from the surface to 60 m 
depth at 5 m intervals. An 18.5 kHz vertical magnetic 
dipole was used as the transmitter and was placed in the 
injector well. The transmitter was moved in 2.5 m 
increments from 5 to 60 m depth in the crosswell 
experiment. Refer to [2] for additional details. Notice that 
the salt-water plume is clearly observed in the difference 
image near 30 m depth. 
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Abstract 

In this paper, the Gauss-Laguerre method is 
used to perform the Sommerfeld integration for 
obtaining the response of 6FF40 in layered lossy 
media. The distorted Born iterative method is 
used to reconstruct the profile from the measure- 
ment data. The results show good agreement 
with those obtained by using other methods. 

2. Formulation 

2.1.  Forward Problem 

The induction tool is an axisymmetric measurement 
where no azimuthal variation of the conductivity is as- 
sumed. The 6FF40 is a coil array with three transmitters 
and three receivers as shown in Figure 1. 

1. Introduction 

The 6FF40 is a long-used industry-standard tool for the 
estimation of oil reserves [1,2]. This instrument can be 
used to measure the formation resistivity. It is based on 
the electromagnetic induction principle and uses a sym- 
metrical six-coil antenna array. The response of these 
arrays can be adequately represented by modeling the 
subsurface as a one-dimension horizontally layered me- 
dia. The main challenge is to calculate the Sommerfeld 
integration. Because of the damped kernels, we can use 
the Gauss-Laguerre method to perform the integration 
efficiently. By choosing the parameter properly, less than 
fifteen integration points yields accurate results. 

We are interested in the reconstruction of the formation 
from the measurement data. Since the receiver signal is a 
nonlinear function of the formation conductivity, we have 
to solve a nonlinear inverse problem. The solution can be 
found by using Newton's method. We first give the ini- 
tial values and then linearize the equation in each step. 
The Distorted Born Iterative Method (DBIM) can pro- 
vide this approach and has a second order convergence. 
In our case, even though the formation is complicated, 
the results converge after five to six iterations with error 
less than 0.1 percent. 

T3 

R1 

R2 

T2 

T1 

R3 

Fig.l The 6FF40 array 

Each transmitter can be simulated as a small electric 
current loop antenna and the EA, component satisfies the 
following equation [3] 

/did d2 

[dppdpP+ dz*+k) EA 
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where 

—iulp08{p — p')8{z — z'), 

k2 = iu>ß(cr — iue). 

(1) 

(2) 

The solution of Equation (1) can be written in the form 
of a Sommerfeld integral as : 

EA (-^)f^M 
xF(z,z',kp)dkp, 

fcß 

the EA field which is excited by the transmitter j and 
received by receiver i can be written as the following in- 
tegral equation [3,4] 

g(ri,r'j,e)=ginc(ri,r'j,eb) 

+ Jg(rhr",eb)g(r"yj,eb)8k2dr",       (7) 

where 

(3) 

where A is the area of the small electric current loop and 
F(z,z', kp) is a function which depends not only on the 

kp but also on Z and Z1, as well as the conductivity of 
each layer. Since only the field on the axis is of interest 
and the frequency is low, Equation (3) can be simplified 
as 

ok2 = u2p,(e — eb) o± iuß(cr — crb),       (8) 

9(r",r'eb) 
in'-    />°° f°° k 

"   Jo      Kz 

xF(z",z',kp)dkp. (9) 

E. <t> (-^)i 
00 *,V 

ZKr, 
F(z,z',kp)dkp.  (4) 

To obtain the response of the 6FF40, we evaluate the 
integration numerically. Because of the damped kernel, 
it can be done by using the Gauss-Laguerre method. For 
convenience, we let X = kp/c and rewrite (4) as 

EA = 
IAußp' 

87TC4 f-( x
3e xF(z,z',x) 

k 
) dx. 

(5) 
By properly choosing the parameter c, we can control 
the variation of the kernel, and hence, use no more than 
fifteen points to capture all the variations. 

The 6FF40 has three transmitters and three receivers, 
so the total response can be obtained by a superposition 
of nine transmitter-receiver pairs. In induction logging, 
we use the effective conductivity rather than electromag- 
netic field to describe the measurement data. By using 
the geometrical factor theory [2], we establish a linear re- 
lationship between the EA and the effective conductivity 

For convenience, we choose the effective conductivity as 
the variable which is given by 

cre = ^2tijg(ri,r'j,e). (10) 
i,i 

Consequently, we rewrite the integral equation (7) as 

&e = &e,b + iun I 5<j(r") 

J2 g(ru r", eb)g(r", r'j, e^ty dr". (11) x 
i] 

Since we already know the the position of each layer, 
the integration with respect to z" can be evaluated ana- 
lytically. If we assume 

N 

8a(z") = J2*nBn(z"), (12) 
n=l 

-47i-y 
<T„ = 

i^^EUEUW 
(6) 

where 

Bn(z") 
1,       -dn < z" < -d„_i, 

where V = 2TTP'EA. Tj and R{ are the numbers of 

turns wound on the mandrel of radius p' and L(j is the 
distance between the transmitter and receiver. 

2.2. Inverse Problem 

To reconstruct the profile from the measurement data, 
we use the distorted Born iterative method.   Generally, 

0,        otherwise, 

then the integral equation can be writen as 

i*    tin —1 

(13) 

"^ r—On-l POO 

n=l J-d" J° 

x^29(ri,r",eb)g(r"yj,€b)tij.        (14) 
»>j 
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The above measurement can be performed at different 
sonde locations, so we can write the discretized integral 
equation in a set of linear equations as 

c=0.5 

N 

&e,l = &b,e,l + 2_^ ClnCln, 

or in the matrix form 

8cre = c • a, 

(15) 

(16) 

where 8<re = cre — cre^. 
To solve the above equation, we use the Tikhonov 

regularization procedure and obtain the following equa- 
tion [3] 

CT • 8*e = (ff -c + XI) a. 

Equation (17) can be solved with the help of the conju- 
gate gradient method. A is the regularization parameter 
and can be chosen to be zero in our case. In the spirit 
of DBIM, the newly obtained conductivity can be used 
as the background for the next iteration, and the above 
procedure can be repeated until convergence is reached. 

3. Numerical Results 
To show the damping property of the integrand in 

Equation (5), we calculate it by using different c. The 
results are shown in Figure 2 and Figure 3, from which 
we can see that ten to fifteen points are enough to capture 
all the variations. 

c=0.3 

0.5 1 1.5 2 

Abscissas of Gauss-Laguerre quadrature 

Fig.2 The amplitude of the integrand with c = 0.3. 

Based on the above analysis, we calculate the re- 
sponse of 6FF40. The model we used is an Oklahoma 
benchmark resistivity profile and the results are shown 

0.5 1 1.5 2 

Abscissas of Gauss-Laguerre quadrature 

(17)      Fig.3 The amplitude of the integrand with c = 0.5. 

iio' 

Tl                          ft--N 

! '   •'                     '            ' ft      '   . 

.y           IT 
- Calculate*} response 
- Oklahoma benchmark resistivity profile 

4840  4860  4880  4900  4920  4940  4960 5000  5020  5040 

Depth (feet) 

Fig.4 The Oklahoma benchmark resistivity profile and 
the 6FF40 response. 

in Figure 4. Additional techniques with skin-effect cor- 
rection and three-point deconvolution [5] are also used to 
obtain the final results [1]. 

The results show good agreement with the data pro- 
vided by Mobil company and the code is two to three 
times faster than the one using the fast Hankel transform 
(FHT) method [1]. 

We have applied the DBIM to solve the inverse prob- 
lem for the 6FF40. First, the forward code is used to 
generate synthetic data for the Oklahoma benchmark re- 
sistivity profile and then give an initial guess of a homo- 
geneous formation. Finally, DBIM is used to obtain the 
correction to the initial guess. The newly obtained profile 
is used as the background conductivity and the same pro- 
cedure repeated again. After five iterations, the solution 
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converges with error less than 0.1 percent. The recon- 
structed profile at different iteration are shown in Figure 
5 and Figure 6. 

-id3 

e 
OK? 

2101 

«id».     —J 

Iteration number #1 

10" 

N — Real profile 
— Reconstructed profile 

m 
4840    4860    4880    4900    4920     4940    4960    4980    5000    5020 

Depth (feet) 
Iteration number # 3 

Lirui 
Real profile 
Reconstructed profile 

4840    4860     4880     4900    4920     4940    4960    4980    5000     5020 
Depth (feet) 

Fig. 5 The reconstructed profile at 1 and 3 iterations 

values should be removed before they are used in the next 
iteration as the background conductivity. 
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Fig.6 The reconstructed profile at 5 and 7 iterations 

We have also investigated another model with 7 lay- 
ers. The solution converges faster than the former one 
and only takes three iterations. 

4.  Conclusion 

We have demonstrated the use of Gauss-Laguerre in- 
tegration together with the DBIM to solve both the for- 
ward and inverse problem for the induction tool 6FF40. 
They are proven to be very effective in this case. When 
we solve the inverse problem, a negative conductivity pro- 
file sometimes ensues in the first several iterations. This 
is understood as Gibbs' phenomenon [4]. These negative 
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ABSTRACT 
Conventional finite-difference time-domain (FDTD) 

methods are very inefficient for simulations of elec- 
tromagnetic wave propagation in large-scale complex 
media. This is mainly because of the low-accuracy 
associated with the spatial discretization in the 
FDTD methods. As a result, even for a moderate size 
problem, a large number of cells (typically 10-20 cells 
per wavelength) are required to obtain reasonably ac- 
curate results. This requirement becomes much more 
stringent for large-scale problems since the dispersion 
error grows rapidly with the propagation distance. 
We recently developed a pseudospectral time-domain 
(PSTD) method which requires only two cells per 
wavelength regardless of the problem size. In terms 
of the spatial discretization, this method is an op- 
timal time-domain solution since it has an infinite 
order of accuracy in the spatial representation. For 
a problem of size 32 to 512 wavelengths in each di- 
mension, the PSTD method is at least 4D-32D times 
more efficient than the FDTD method (where D is 
the dimensionality of the problem). For larger prob- 
lems, the advantage of the PSTD method becomes 
even more profound. Therefore, the PSTD method 
is ideal for simulations of electromagnetic wave prop- 
agation in large-scale complex media. 

1.    INTRODUCTION 
Large-scale complex media are encountered in many 
applications. The simulation of electromagnetic 
wave propagation in such media is a great challenge 
even with modern supercomputers. For example, 
with the conventional FDTD methods, a large-scale 
3-D problem of size 128A x 128A x 128A is apparently 
still beyond the reach of modern supercomputers. 

This work addresses the important problem of sim- 
ulating large-scale three-dimensional problems for 
subsurface radar applications in complex media. The 
most popular method in simulations of subsurface 

'This work was supported by a Presidential Early Career Award 
for Scientists and Engineers (PECASE) through EPA and by Sandia 
National Laboratories under the SURP program. 

radar applications is the Yee's finite-difference time- 
domain (FDTD) method. In this method, the spatial 
and temporal derivatives in Maxwell's equations are 
approximated by finite differences within a staggered 
grid. Hence the FDTD method has a second-order 
accuracy in both spatial and temporal derivatives. 
Numerical experiments show that accurate results 
for even a problem of moderate size require a fine 
discretization of about 10-20 cells per wavelength at 
the highest frequency being simulated. This strin- 
gent requirement severely limits the size of problems 
solvable on a computer with a given memory and 
computation speed. 

We develop a pseudospectral time-domain (PSTD) 
method which allows a coarse discretization of only 
two cells per wavelength, drastically increasing the 
size of problems solvable. The PSTD method uses a 
fast Fourier transform (FFT) algorithm, instead of 
finite differences in the conventional FDTD method, 
to represent spatial derivatives. Since the Fourier 
transform has an infinite order of accuracy, it re- 
quires only two cells per wavelength as dictated by 
the Nyquist sampling theorem. The wraparound 
effect, a major limitation caused by the period- 
icity assumed in the FFT, is removed by using 
Berenger's perfectly matched layers. For large three- 
dimensional problems, the PSTD algorithm is orders 
of magnitude more efficient than the FDTD meth- 
ods in terms of computer memory and computation 
time. 

2.    THE PSTD ALGORITHM 
Using a coordinate-stretching variable en = av + i^- 
to incorporate perfectly matched layers for conduc- 
tive media [5], we derive the split Maxwell's equa- 
tions (rj = x,y,z) 

a„e- + (a„CT + w„c)EW + 0Jva  f EMdt 

= |(i)xH)-jM      (1) 
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^^^ + ^vn^ = -^-(fjxE)-M^,   (2) at 

where E =     YJ    E^' and similarly for other field 
ri=x,y,z 

components. Equations (1) and (2) consist of a total 
of 12 scalar equations, since both E^ and H^ have 
two scalar components perpendicular to fj. 

The FFT algorithm is used to represent the spatial 
derivative in (2) to yield 

axr(77) 
av^—gf- + /^HW = fj x F-^ik^lE]} - MW, 

(3) 
where Tn and T^ x denote forward and inverse 
Fourier transforms in the rj direction which are calcu- 
lated by FFT's. A similar result can be obtained for 
(1). As seen from above, the PSTD method is used to 
approximate the spatial derivatives of the tangential 
field components which are continuous even at the 
material discontinuities (except at the boundary of a 
perfect conductor, which requires further research). 
This smoothness guarantees the effectiveness of the 
PSTD method even for media with discontinuities. 

In contrast to the standard Yee's algorithm, the 
PSTD method uses a spatially centered grid where 
all field components are located at the same points. 
This provides an important advantage over the Yee's 
algorithm since the material properties are not al- 
tered by the presence of the staggered grid. The tem- 
poral grid, however, is staggered in the same way as 
in the FDTD method. In the PSTD algorithm, per- 
fectly matched layers are implemented at the outer 
edge as the absorbing boundary condition to elimi- 
nate the wraparound effect. 

For simplicity, we analyze the dispersion relation 
and the stability condition of the PSTD algorithm 
for a plane wave in a homogeneous, non-conductive 
medium. The dispersion relation for a propagating 
plane wave is given by the propagating wave as 

2     .   uAt 
sin    .   . 

cAt (4) 

According to the Nyquist sampling theorem, the 
FFT algorithm provides exact representation for 
\kn\ < TT/Ar), where Ar] is the cell size in the fj direc- 
tion. Therefore, as long as CJAt/2 < 1, (4) reduces 
to the exact dispersion relation for the plane wave. 
The stability criterion of the PSTD scheme can be 
derived from the dispersion analysis as 

cAt 2 
(5) 

where D is the dimensionality. Given the same cell 
size Ax, the stability criterion in (5) for the PSTD 
algorithm is more stringent than that for the FDTD 
method only by a factor of ir/2. However, consider- 
ing the fact that for the same accuracy, the FDTD 
method requires much finer cells than the PSTD al- 
gorithm, the time step for the PSTD algorithm can 
be chosen equal to or larger than that in the FDTD 
method. 

3.    NUMERICAL RESULTS 
Figs. 1(a) and 1(b) compare the dispersion relations 
in the FDTD, MRTD (multiresolution time-domain) 
[6], and PSTD algorithms with the exact dispersion 
relation for a one-dimensional problem. The rela- 
tive error in the normalized wavenumber K = k\min 
is shown as a function of the normalized frequency 
W = ijjXrnin/c (where \min is the minimum wave- 
length corresponding to the highest frequency). The 
grid density (number of cells per minimum wave- 
length Xmin) is 8 and 32 for the second-order FDTD 
algorithm in Figs. 1(a) and 1(b), respectively. How- 
ever, for the MRTD, PSTD, and the 14th-order 
FDTD algorithms, the grid density is 2 for both 
Figs. 1(a) and 1(b). It is seen that as the grid den- 
sity increases from 8 to 32, the second-order FDTD 
algorithm significantly improves the accuracy in its 
dispersion relation. The relative error in K becomes 
comparable to that in the 14th-order FDTD algo- 
rithm with a grid density of 2. The accuracy of the 
newly developed MRTD algorithm with a grid den- 
sity of 2 is comparable to that in the second-order 
FDTD algorithm with a grid density of 8. 

It is observed that among all the curves in 
Figs. 1(a) and 1(b), the PSTD algorithm with a grid 
density of 2 has the highest accuracy in dispersion. 
The small dispersion error comes from the approx- 
imation in temporal derivative. Indeed, the PSTD 
algorithm is an optimal time-domain solution in the 
sense that it requires the minimum spatial sampling 
rate while maintaining the highest accuracy in its 
dispersion relation. 

This advantage of the PSTD algorithm is impor- 
tant for simulating large-scale complex problems. To 
illustrate this point, the propagation of electromag- 
netic waves in a three-layer one-dimensional problem 
is simulated in Fig. 2. An air layer is surrounded by 
a dielectric background with er = 4, and the layer in- 
terfaces are at x — 3 and x = 6 m. A source exciting 
Ey is located at x = 9.6 m, and the propagation of 
waves is simulated over a long distance from x = 0 
to x = 153.6 m (or about 512Amjn). It is well known 
that for the FDTD algorithm to obtain accurate re- 
sults, the grid density has to be increased with the 
increasing size of the problem.  Figs. 2(a) and 2(b) 

943 



show that with a receiver at x = 15.0 m, or 468Amj„ 
away from the source, even with a grid density of 
16, the FDTD algorithm has a large dispersion er- 
ror. The maximum relative error in the waveform is 
about 26%. As also shown in Figs. 2(a) and 2(b), 
with an increased grid density of 32, the relative er- 
ror in waveform decreases to 8.5%, still too high to 
be acceptable for many applications. However, with 
the PSTD algorithm, even with a grid density of 2, 
the waveform is accurate to within 0.8%, as shown 
in Figs. 2(c) and 2(d). 

Earlier we found that for a moderate problem 
size of 32A in each dimension, the PSTD algorithm 
is about AD times more efficient than the FDTD 
method, where D is the dimensionality of the prob- 
lem. From the above example, it is seen that when 
the problem size is increased to 512 A in each di- 
mension, the PSTD algorithm is at least 32D times 
more efficient than the FDTD method. For a three- 
dimensional problem of size 512A x 512A x 512A, it 
suggests that the PSTD method is at least 30,000 
times more efficient than the FDTD method. 

4.     CONCLUSIONS 
We have developed a pseudospectral time-domain 
(PSTD) algorithm to simulate electromagnetic waves 
in inhomogeneous, conductive media. This optimal 
time-domain algorithm requires only two cells per 
wavelength because the Fourier transform (through 
an FFT algorithm) is used to represent spatial 
derivatives. The wraparound effect caused by the use 
of FFT is eliminated by using Berenger's perfectly 
matched layers (PML). Numerical experiments show 
that for a comparable accuracy, the PSTD algorithm 
is AD-32D times more efficient than FDTD methods 
(D is the dimensionality of the problem) for a prob- 
lem of size 32A to 512A in each dimension. The ad- 
vantage of the PSTD algorithm becomes even more 
profound for larger problems. The PSTD method is 
ideal for parallel computation of large-scale problems 
since both the FFT and the PML are well-suited for 
parallelization. 
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Fig. 1. Relative dispersion errors in the PSTD, 
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Abstract—A 3D finite-difference time-domain sim- 
ulation of ground penetrating radar (GPR) is de- 
scribed. The soil material is characterized by inhomo- 
gene! ties, conductive loss and strong dispersion. The 
dispersion is modelled by a 7V-th order Lorentz model 
and implemented by recursive convolution. The Per- 
fectly Matched Layer (PML) is used as an absorbing 
boundary condition (ABC). This formulation facili- 
tates the parallelization of the code. A code is written 
for a 32 processor system. Almost linear speedup is 
observed. Results include the radargrams of buried 
objects. 

I. INTRODUCTION 

Transient electromagnetic measurements usually re- 
quire large bandwidths to resolve structures of interest. 
In addition, at the operating frequency range of GPR 
(50MHz-lGHz), soil materials can be strongly dispersive. 
These two facts imply that any realistic numerical simula- 
tions of GPR on these conditions should include dispersive 
effects. 

Two recent developments in FDTD method make more 
feasible the direct simulation of the time domain response 
of EM fields in complex, dispersive media in open space. 
The first one is the family of techniques developed to in- 
corporate dispersion into existing FDTD schemes. One 
of these is the recursive convolution technique [1]. It re- 
duces the electric field convolution with the permittivity 
to a recursive relation which is updated iteratively. The 
dispersion is modelled by a Lorentz model which includes 
the Debye dispersion as a special case. The Lorentz model 
is causal, being consistent with the Kramers-Kronig re- 
lations. The second recent development on the FDTD 
method is the introduction of the Perfectly Matched Layer 
(PML) as an absorbing boundary condition (ABC) to sim- 
ulate an open space [2,3]. Apart form its numerical effi- 
ciency, one of the major advantages of the PML over pre- 
viously proposed ABCs when simulating dispersive media 
is that its absorption properties hold independently of the 
frequency, thus not requiring the knowledge of the disper- 
sive nature of the propagating field. 

This work is supported by Air Force Office of Scientific Research 
under MURI grant F49620-96-1-0025, Office of Naval Research un- 
der grant N00014 -95-1-0872, and National Science Foundation un- 
der grant ECS93-02145. 

In this work, these two developments are combined to 
achieve a more realistic simulation of GPR. The PML 
implementation is based on the coordinate stretching ap- 
proach [3]. 

II. FORMULATION 

The generalized Maxwell's equations [3] for a PML 
medium read as: 

V„x£ = iwB,        VCT x H = -iu)D + oE, (1) 

where V,, = x±dx + y±dy + z±dz, and sc«) = a{C) + 

t-jp- are the complex stretching variables. The vacuum 
is a special case of a PML. The interface between two 
PML media is reflectionless in the continuum space for 
all frequencies and angles of incidence [2,3]. The time 
domain equations are obtained after a field splitting as 
follows: 

-(oc9t+6c)j5sc =d(CxE, (2) 

(a^dt + bt)DS( + a^aE, -c + hi° / 
Jo 

EsAr)dT 

d<CxH,    (3) 

where £ stands for x, y and z. For an inhomogeneus, 
dispersive (non-magnetic) medium, Bs<. (r, t) = fj,Hs< (r, t) 

and DS((f,t) = e(f,t) * ES((f,t). A Lorentzian medium 
is modeled by a complex susceptibility [1] 

X(f,t) =J2i'Tp(r)e{~KpUp~ißp)tu(t)- (4) 

In  the  above,   P  is  the  number  of species,   ß%   — 

(1 - 4) a,', lp(f) = [C.(*0 - eoo(f)] ^gy, £jli Gp = 

1, and e(f, t) = eoe«, (»*)*(*) + e03?e [x(r, t)]. 
To characterize a Lorentz dispersion the condition KP < 

1 must hold. The Debye dispersion is a specialization of 
the above with KP > 1 and the conditions 5m(/3p) < 0 and 
5m(7p) < 0. It can be cast into a more familiar form: 

*(?,*) = [es(r) - eoo^E -*"*«(*), (5) 
p=i 
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100 150 200 250 300 350 400 450 500 
time steps (dt-8.53 ps) 

Fig. 1. Pseudo-analytical solution (dashed line) vs. FDTD solution 
(solid line). 

with Y,P=i K = l- By substituting (3) and the expression 
for e(f, t) in the constitutive relation and letting t = lAt, 
one arrives at: 

D^eoe^E'+eoYtKelxlQp}' (6) 
P=i 

where Q is an auxiliary vector defined as: Ql
p = El + 

fii-ie(-Kpwp-ißp)At> for i > o For i - o, Q° = 0. Re- 
placement of time derivatives by finite differences in (4) 
and subsequent rearrangement for time-stepping gives: 

g+i = -n-^AttoC x &) - a,;Bls( *], (7) 

3+1 

(8) 
n^[At(dcc x Hl+i)+ 
a<Dl

S( - <r&cAtFJ< - nce„J*c], 

where P'"1 = ££=i Ke [^<5jr1e(-"^-^)A«]> Fj, = 

Fj"1 + AtF^, ftc = ac + At&<, Öc = ficae0 + accrAt, 

and a = eoo + £p=1 3?e [*°] • The spatial discretization is 
done via the usual Yee scheme. 

III. NUMERICAL RESULTS 

To validate the 3D PML-FDTD algorithm, the field 
from an electric dipole above a conductive, dispersive half- 
space was solved pseudo-analytically by a numerical eval- 
uation of Sommerfeld integrals for many excitation fre- 
quencies. The resultant frequency domain solution was 
then multiplied by the source pulse spectrum and inverse 
Fourier-transformed. 

Fig. 1 shows the results using both formulations for 
a vertical electric dipole above a two-species Lorentzian 
half-space medium. The source and receiver coordinates 
are (25,25,35)AI and (15,25,25)Aa!, respectively (A* = 
4.24 mm). The interface is at z =30A*. The half-space 
has es = 50, e«, = 5, a = 0.3 S/m, and Lorentz fre- 
quencies uj-i./2-K = 2 x 108 Hz and u>2/27r = 5 x 108 Hz. 

Also, Gi = 0.4, m = K2 = 0.5. The PML has a 7 layer 
quadratic-profile. The excitation is a derivative of the 
Blackmann-Harris (BH) window function with fc = 1.0 
GHz. The Courant factor used is 0.8 for a time step 
of At = 6.53 ps. The total simulation domain (includ- 
ing the PML layers) is a 50x50x50 grid. The receiver is 
deliberately buried in the half-space to make the results 
more sensitive to its dispersive properties. The compar- 
ison shows a good agreement between the formulations. 
Any differences may be attributed to inherent modelling 
errors such as the finite size of dipole source, the discrete 
approximation of Maxwell's equations and reflections due 
to the discretization of the PML. 

The example of a GPR response consisted of a metal 
pipeline buried in soils with different moisture contents. 
The parameters for the dispersion model are obtained 
through a fitting of the experimental data by a two-species 
Debye model [4]. The experimental data used is the one 
reported in [5] for the Puerto Rico type clay loams. Table 
1 gives the model parameters for different moisture con- 
tents. The transmitting and receiving dipoles are parallel 
to the metal pipe, with the former located at (15,25,55) Ax 

(Ax = 5 cm). The response is taken at the same y and 
z coordinates, but with an off-set in x varying from 0.1 
m to 2.5 m. The interface is at z= 55A*. The pipe is 
buried 2 m deep and is 6 inches in diameter. The source 
pulse is the BH pulse with fc = 200 MHz. The dielectric 
constant and conductivity for the non-dispersive example 
were taken as those at fc = 200 MHz. Figs. 2-4 show 
that, as the moisture content is increased, the pipe echo 
appears later and is subject to a stronger attenuation. 

A version of the code has been parallelized to run on a 
32-processor SGI R10000. Fig. 5 shows the speed of the 
code (running a two-species dispersive model) for 1000 
time steps as a function of the number of active proces- 
sors. The speed is defined as the inverse of the real time 
on an empty machine (single-user). The problem size is 
50 x 50 x 50. An almost linear speed-up up to 12 pro- 
cessors is observed. For this problem size, not much more 
speed-up past 12-15 processors is expected due to the com- 
munication overhead and load imbalance between the pro- 
cessors. However, for problems sizes beyond 50 x 50 x 50, 
increased speed-up can be expected with a larger number 
of active processors on this 32-processor machine. 

Table 1 

% «oo e. <j(mS/m) Ai Ti (nsec) T2(nsec) 

2.5 3.20 4.25 0.397 0.71 2.71 0.108 

5.0 4.15 6.55 1.11 0.75 3.79 0.151 

10.0 6.00 9.50 2.00 0.79 3.98 0.251 

Debye-model parameters  of the Puerto Rico type  clay 
loams as a function of moisture content. 
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Number of Procmora 

Fig. 5. Speedup of the code for 1000 time steps for different number 
Pig. 2.   FDTD simulation of the common-source radargram of a      0f processors 
metal pipe buried on dispersive soil with 2.5 percent of moisture. 

IV. CONCLUSION 

Fig. 3.   FDTD simulation of the common-source radargram of a 
metal pipe buried on dispersive soil with 5 percent of moisture. 

0.9 1 1.5 2 
Receiver offset(m) 

A 3D PML-FDTD simulation of GPR on dispersive 
soils is described. The dipersive effect is modelled by 
Lorentzian and Debye terms and incorporated in the 
FDTD algorithm using recursive convolution. The PML 
implementation is based on the coordinate stretching ap- 
proach. The results show that dispersion has a significant 
effect on the measured response, corroborating the need of 
its inclusion in realistic simulations of GPR on dispersive 
soils. The parallel version of the code shows an almost 
linear speed-up. 
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Abstract- Space programs are a global undertaking of 
humanity in which cultural diversities can flourish and 
produce innovative solutions to world problems. The 
International Space University was founded in 1987 to 
respond today's challenge in space sector. ISU is dedicated 
to the development of space technology for peaceful 
purposes by offering its unique programs such as: Summer 
Session Program, (SSP) Masters in Space Studies, (MSS) 
and Professional Development Program (PDP), and 
International Symposium. With its innovative approach 
and unique programs, ISU educates the space professionals 
required by the international space community. Its mission 
continues to expand through employing new teaching 
methods through the publication of educational material, in 
various media, growing from its unique programs. 

INTERNATIONAL SPACE UNIVERSITY AND ITS 
MISSIONS 

activities for peaceful purposes; the improvement of life on 
Earth, and the expansion of life into space by inspiring 
those leaders and innovators who will promote the 
application of space technology in areas such as 
communication, education, science, health care, 
meteorology and management of resources for initiating 
sustainable development of all nations, and who will guide 
humanity beyond the next frontier.1 

ISU as an international, non-profit organization 
founded inl987 by Peter Diamandis, Todd Hawley and Bob 
Richards. Its programs began with 10-week Summer 
Sessions, the first of which was held in 1988 and which 
are now well established, successful annual events. 

ISU's Central Campus is located in Strasbourg, 
France, operating within a network of 25 Affiliate 
institutions in 14 countries and in partnership with 
numerous governmental agencies and industry around the 
world 

The future development of any country depends on 
its ability to engage in successful partnership with other 
countries around the world. The International Space 
University (ISU) is an innovative, global, 
interdisciplinary, international and intercultural space- 
oriented educational institution devoted to: 

• the education, in space-related fields, of 
professionals of all discipline, (education and 
training) 
• the creation and expansion of knowledge 
(research and advanced studies) and the training of 
researchers 
• the exchange and dissemination of knowledge 
and ideas (outreach) to serve the world community 
dedicated to: the development of space-related 

PROGRAMS, OBJECTIVES AND DISCIPLINES 

ISU education and training programs cover all 
disciplines relevant to space programs and their 
applications with a strong emphasis of interdisciplinary 
studies. The necessary fundamental knowledge in technical 
and non-technical and the interactions between these 
disciplines makes ISU programs unique. Various skills in 
the field of communication, teamwork, research, problem 
solving, decision making in multicultural environment are 
very important part of Summer Session Program and the 
Master of Space Studies. These programs also include 
theme days, seminars and workshops which bring together 

1 ISU Mission 
Accepted by the ISU Board of Trustees 
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international experts from industry, government and 
academia to discuss contemporary and future issues and 
developments in the space arena. Visits to industry, 
research establishments and the centers of professionals 
interest offer opportunities for first-hand observation of 
space applications and hardware. 

Objectives 

The Summer Session Program (SSP) 

It is an intensive ten-week course offered since 1988 
is hoisted by institutions in different countries each year, 
covers the fundamental aspects of all major space-related 
disciplines, both technical and non-technical. Till now 
1055 individuals from 65 countries have participated in the 
SSP. The 1997 SSP will be held in Houston, Texas. 
Moreover the curriculum reflects: 

Bearing in mind these requirements, the curriculum 
MSS treats all major space-related disciplines - both 
technical and non-technical - and their inter-relationships 
within the framework of an integrated program. With its 
distinctive interdisciplinary, international and intercultural 
character and global perspective, the MSS program offers a 
broad and challenging course for personal and professional 
development. For experienced professionals, the MSS 
program strengthens both management and technical skills 
potentially leading to career advancement, a career shift 
within the space sector, or a career move into the space 
sector. Building upon the individual's current knowledge 
and past experience, the MSS also enables students to 
develop new expertise in a second field of space activity. 

Disciplines: 

• Business and Management of space programs 
• Command, control and communications 
Systems 
• Earth Observation (Remote Sensing, 
Geographic Information Systems) 
• Earth-oriented Space Applications 
(telecommunications, Global Positioning 
Systems, Global Navigation Systems) 
• Launch Vehicles and Transportation Systems 
• Law and policy of space activities 
•Mission Analysis and Systems 
• Orbital Systems 
• Space and Society (education, ethics, history, 
philosophy) 
• Space Architecture 
• Space Life Sciences 
• Space Physical Sciences 
• Space Resources and processing under 
Microgravity 

All these elements are adapted to fit the 
structure and time-frame of each program. 

• the need in the future development of space 
activities to promote interdependence and 
cooperation as the driving forces for future 
accomplishments in space 
• the importance of integrated and interdisciplinary 
learning, 
• the development of space applications fro the 
benefit of all humanity 

The curriculum includes workshops to develop skills 
in specific areas, with hands-on experience and case-studies. 
Each year SSP Design Projects, completed by the 
participants, offer innovative solutions to international 
conferences around the world. 

The academic program has evolved over the years 
and will continue to develop and change as space activity 
progresses. 

The ISU network, which developed through the 
Summer Sessions, provides an invaluable resource of 
highly skilled and enthusiastic individuals. Many alumni 
have benefited from the network on obtaining 
employment. 

The ISU SSP has proved to be an exceptional 
opportunity for students and faculty to network with 
professional colleges and international leaders in space 
research, development and applications. The Summer 
Session alumni, faculty members, visiting lecturers and 
members of the host community have contributed to 
creating a professional network facilitating access to 
information and exchanges which have been successful in 
advancing various projects.SSP also provides a uniquely 
rich human experience by learning about and appreciate the 
cultures of their colleagues. 
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The Master of Space Studies (MSS) Professional Development Program (PDP) 

The First Master of Space Studies began on 04 
September 95 with students from around the world to 
Strasbourg, France to accomplish an 11-month graduate 
course. The international space programs require 
participants with adequate knowledge to deal with the 
issues that arise when developing, operating and using 
such programs-political, legal, financial, social, 
technological and scientific. They must be able to 
collaborate in a context where many national and 
disciplinary perspective may be in conflict. 

The MSS   is  a unique  degree  course  preparing 
graduates and young professionals to respond to the current 
and future demands of the space sector, especially in the 
applications of space technology. 

The Master of Space Studies (MSS) is an eleven- 
month program which takes place at the Strasbourg 
Central Campus. From September 1997, the program will 
be offered in modules, which may either be taken in one 
academic year, or built up over two or a maximum of 3 
years. A twelve week professional placement period at ISU 
Affiliate or at another institution, in different parts of the 
world is a very important part of MSS as a regular 
individual guidance and advice from an academic adviser is 
provided. The aim is to enable students to pursue original 
work in their main field of interest as well as contribute to 
a project in their host institution during their professional 
training. The Team Design Project enables to develop 
teamwork skills in a multinational environment. It gives 
an opportunity to propose innovative solutions to current 
problems. 

The Annual International Symposium, focusing on 
the same topic as the Team Project, is an important 
opportunity fro MSS students to develop professional 
networking contacts. The first ISU International 
Symposium, an annual event, was held in Strasbourg in 
February 1996 on the subject of "Space of Service t o 
Humanity" and the theme of the 1997 Symposium is 
"New Space Markets", which is to held in Strasbourg from 
26-28 May 97. 

A newly-established Professional Development 
Program (PDP) offers short courses, seminars for more 
senior professionals in the field of space and its 
applications. Participants gain an understanding of how 
different countries and cultures operate in the space arena. 
These courses emphasize the international and 
interdisciplinary components of the chosen theme. Five 
courses were offered to 100 participants in 1996. Some 
short courses and workshops offered by ISU provide an 
opportunity to meet and learn with people from many 
regions of the world who wish to broaden their outlook and 
deepen their understanding of key issues. The goal of the 
Professional Development Program is to provide with a 
full understanding of the space arena: policy, regulations, 
and business, as well as marketing, finance and 
technology. Further, the aim is to stimulate creative 
thinking and provide the tools and information necessary to 
develop and maintain new space-related products 

The PDP is an outgrowth of ISU experience over 
the last decade, drawing expertise from over 400 
international and government partners, as well as a network 
of 25 Affiliates in recognized institutions of higher 
learning from 14 countries. The expertise of the people in 
these organizations is packed into the Professional 
Development Program, along with new and innovative 
approaches to enhance the productivity and cost- 
effectiveness. 

ISU Network 

The network of ISU participants has produced a 
cacophony of global interaction, collaboration in business, 
research, and projects. Using the internet as a forum for 
discussion and flow of ideas, global ties are made and 
maintained. Companies regularly send ISU alumni to 
manage their branch offices around the world and there by 
capitalize on the ISU Network. 

Through all these activities ISU is helping to 
develop a body of internationally-minded professionals 
with the breath and depth of knowledge needed for 
leadership and management of current and future space 
endeavors. ISU recognizes the importance of such 
individuals in creating, implementing and using space 
activity for practical applications, for scientific exploration 
and for the spirit of human adventure. 
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BACKGROUND 

Project SUN was initiated via a small grant from 
NASA's Mission to Planet Earth. It was designed to be an 
educational program that was driven by scientific 
requirements. The basic science aim is to produce long 
term, scientifically valid, time resolved, survey data of 
Earth surface solar radiation in both the visible and 
erythemal UV (see below) ranges. At the same time, this 
data is correlated with detailed local weather information. 
The student teams aim to produce data good enough to 
allow eventual peer reviewed publication. 

Educationally, Project SUN's goal was to allow students 
to learn science via on-the-job training; that is learn science 
by doing real science. In addition to the survey effort, 
students are encouraged to use the data collected for their 
own research interests. Project SUN also sought to elevate 
the appreciation of scientific research in the minds of 
teachers and students. 

APPROACH TO SCHOOLS 

Interested teachers and their classes are given a brief 
presentation on the need for the long term study of both the 
visible and ultraviolet solar surface radiation. If they wish 
to join the project, it is suggested that it be done via a 
"research team" that will be long term, just as the athletic 
teams are. However, above all, the scientific data they will 
produce must be of "professional" quality or the project 
will be a failure. 

If they request to become part of Project SUN, they are 
given further hands-on training, a SUN kit (visible light 
pyranometer, special filter UV sensor, interfaces, software, 
test instruments and handbook). The school must supply 
old computers that can be used as dedicated data loggers 
(Apple, Macintosh, soon PC). The school is then allowed 
all the time they feel they may need to develop their skills, 
with periodic support calls to the teacher. 

DEVELOPMENT OF A RESEARCH TEAM 

The key to success for the school and Project SUN is the 
teacher. If the teacher is "hands-on" i.e., an amateur radio 

operator, amateur astronomer, computer buff, etc.,then he 
or she will be able to solve the problems that always arise 
in research (broken wires etc.) and the team will succeed. 
The time it takes for school teams to be able to start 
contributing data varies from a few weeks to many months, 
again depending usually on the teacher. 

INSTRUMENTATION AND SOFTWARE 

Visible Light Pyranometer 

Visible light is detected using a Silicon Cell 
Pyranometer that was designed by G. Yanow [1] [2]. 
While the instrument is made for the project, its 
commercial cost would be less than $75. Test units have 
been sent to the National Renewable Energy Lab., U.S. 
Dept of Energy, for evaluation. This instrument was 
judged to be able measure the visible light spectrum to an 
accuracy of 4.2% [3]. Other types of pyranometers that are 
in the price range of $2000 have a typical accuracy of about 
3.5%. An instrument that can measure within 5% is 
considered acceptable. In practice, each school is given a 
refurbished and re-calibrated unit each year. 

UV Sensor 

The measurement of surface ultraviolet light is a far 
more complicated problem than the visible. It was decided 
to measure the UV radiation in the same manner that the 
UV Index is predicted. That is, based on the research done 
on how humans are effected by radiation in the UVA and 
UVB spectral regions [4]. The results of this research are 
illustrated in Fig. 1. 

The curve shows the importance of the various UV 
wavelengths in their damaging effects on humans. The 
most sever injury comes from the UVB region (290-315 
nm). However, the Earth's ozone, water vapor, smog, etc. 
greatly attenuate this radiation before it reaches the surface. 
There is much more UVA (315-400 nm) than UVB at 
ground level. The result is that during the summer months 
the UVA radiation can contribute 15-20% of skin damage 
[5]. It should also be noted that the published "UV index" 
is based on this Erythema Action Spectra curve. 
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Project SUN uses a filter type UV sensor made by Vital 
Technologies, Bolton, Ontario Canada, their model BW20. 

320 340 360 380 400 

Wavelength (nanometers) 

Fig. 1    Erythema Action Spectra 

The B W20 was designed for Project SUN, but also now 
serves a wide global market. The transmission function in 
the filter of the BW20 very closes matches this response 
curve. In addition, tests at the National Institute for 
Standards and Technology (NIST) have shown the Vital 
filters to be very stable. The BW20's are also re-calibrated 
annually. 

Calibration 

The visible light pyranometers are calibrated against a 
Yankee TSP-1 Total Solar Pyranometer. The BW20 UV 
sensors are calibrated against the Vital Technologies 
Laboratory model BW100. 

The calibration procedures are the same for both the 
visible and UV instruments. Data is taken comparing the 
SUN units against the standards every two minutes from 
the time period of 10:00 AM to 2:00 PM, on relatively 
clear days, for five days. An average calibration constant is 
then determined for each instrument. The standard deviation 
of the data must be the order of a few percent or less or the 
procedure is repeated until the correct tolorance is met. 

The visible light is calibrated in units of watts/square- 
meter and the UV in milliwatts/square-meter. Note: a UV 
index of 1 is 25 milli watts/square-meter--a data recording of 
250 milliwatts/square-meter is therefore a UV index of 10. 

However, there is currently a problem in the world of 
UV calibration. The Canadians first came out with a 
calibration based on detailed data they had taken. NIST 
now has also presented a calibration standard. 
Unfortunately, the two standards differ by about 25%, with 

the Canadian giving a higher reading of UV index. The 
current UV index predictions are based on the Canadian 
standard. Since this daily prediction is one of the "reality 
checks" used by the SUN research teams, the project has 
opted to stay with the Canadian standard for the time being. 

Interfaces and Software 

When the computers that are used as dedicated data 
loggers are old Apple He's, (two needed) modified Vernier 
Software (Portland OR.) VIU interfaces are used. When the 
data logger is made from an older Macintosh (one needed), 
the Vernier Serial Interface is used. Both of these units 
give 12 bit accuracy in the range of 0-5 VDC. In the 
future, researchers will be able to used older IBM's or 
compatibles with a Vernier serial interface. 

The datalogger programs, in all cases, are from Vernier 
Software. Yanow[2] has written conditioning software that 
combines the solar and UV data with a location header and 
local weather conditions of the day. When the data is 
posted in graphical form on the Home Page, four curves are 
presented with the locale and weather data; the visible light 
profile, the erythema UV profile, a profile of the ratio of 
visible to UV (to illustrate the skewing of the black body 
curve) and the predicted profile of the solar zenith angle for 
the location. 

OPERATIONS 

Overall Project 

As said, Project SUN was started as a NASA/JPL pilot 
program. The Physics and Astronomy Dept. of the 
CSUN, has now formed a partnership with JPL to improve 
and expand the effort both in the U.S.A. and 
internationally. CSUN will take the lead in maintaining 
the Home Page and managing the data. JPL will support 
the instrumentation, the calibration and continue to develop 
the experimental protocols. JPL and CSUN will jointly do 
the training and analyze the data. 

Current Status 

At the time of presentation, Project SUN has six schools 
in the Los Angeles area, one in the San Diego area, one in 
Michigan, one in Western Australia, one in Indonesia and 
one in Japan. With the help of CSUN and additional 
financial support (to be developed jointly by CSUN and 
JPL) the number of schools could greatly be increased over 
the next and following years. 

Research Protocols 

The obligation of each research team is to take SUN data at 
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least two days per week during the school year (special 
arrangements are made for the vacations times). The other 
days of the week, the teams are encouraged to carry out 
research programs of their own. Examples of this 
independent research have been projects to determine if a 
locale could develop enough electricity via photocells to 
support themselves, studies to determine the types of 
clouds that produce enhanced surface effects via cloud 
optics, and the correlation between humidity and UV 
reading. Examples of data are shown in following four 
figures. The conditions for the day were a maximum 
temperature of 97.7 degrees F, 30% relative humidity, a 
clear sky, with a 18 mile per hour wind from the west. 
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The CSU-Chill Fully Polarimetric S-Band Weather Radar Facility: 

Providing Research Experience to Undergraduates 

V. N. Bringi and V. Chandrasekar 
Colorado State University 
Fort Collins, CO 80523 

Abstract - For the past six years Colorado State University has 
been providing research experience to undergraduates in 
electrical engineering using the CSU-CHILL radar facility as 
a focal point. Typically, 8-10 sophomore/junior students from 
various universities in the U.S. are selected for the ten-week 
summer program which is funded by the National Science 
Foundation. This paper describes briefly the capabilities of the 
CSU-CHILL radar and the chase van validation efforts 
conducted during the summer of 1996. The CSU-CHILL 
radar is a national facility for advanced research in remote 
sensing of weather phenomena and is open to investigators 
from all universities. 

INTRODUCTION 

The CSU-CHILL radar is operated by Colorado State 
University as a national facility for conducting advanced 
research in remote sensing of weather phenomena, and for 
providing educational experience to students in Electrical 
Engineering (EE) and Atmospheric Science (ATS). The radar 
facility is funded via a cooperative agreement with the U. S. 
National Science Foundation and, currently, we are in our 7th 
year of a ten-year continuing agreement which began in 1990 
with total funding of $5.0 million. The radar facility is unique 
because of its fully polarimetric/Doppler measurement 
capabilities largely developed during the last two years. It is the 
only one of its kind operated by a university in the United 
States. 

DATA SOURCES 

CSU-CHILL Radar 

The radar facility is located near Greeley, CO about 
30 miles from the main campus of Colorado State University. 
Table 1 gives the system characteristics of the radar. The radar 
is designed as a two transmitter/two receiver system. The use 
of two separate channels, one for horizontal polarization and 
one for vertical polarization, avoids the use of a high power 
polarization switching device to switch the transmitted 
polarization state between H and V states on a pulse-by-pulse 
basis. The use of two receivers permits the simultaneous 
measurement of the copolar and cross-polar backscattered 
signals. Thus, by alternately transmitting H and V-polarized 
pulses, the backscatter matrix is measured: 

S = 
hh 

The radar processor, computes in real-time, the following 
quantities: radar reflectivity at H-polarization (Zh), the 
differential reflectivity (Zdr), and the copolar correlation 
coefficient (AV) between the HH and VV returns. In addition, 
the terms <Shh Svh*> and <SVV Shv*> are computed where angle 
brackets denote time-averaging. In summary, the processor 
computes three real terms of the polarimetric covariance 
matrix, i.e., <|SJ2>, <|SJ2> and <|Shv|2>, and three complex 
terms, i.e., <|SwShh*|>, <ShhSvh*> and <SwShv*>. 

REU Experience 

The Research Experience for Undergraduate (REU) 
program is funded by the National Science Foundation and is 
currently in its sixth year at Colorado State University. During 
the summer of 1996, students were involved in an intensive 
effort to gather in-situ data on hydrometeors within storm cells 
that could be compared against simultaneously measured radar 
parameters such as Zh, Zdp LDR, <pdp, and p^. One goal was to 
assess the accuracy of (pdp as a measure of rain intensity, and 
the other was to assess the utility of Zh, Zdr, LDR and phv in 
detecting hail and estimating hail severity. Two chase vans 
were especially instrumented to collect hydrometeor data. 
Students assisted with various aspects of the instrumentation. 
The first van (see Fig. 1) called "Hailstone" was installed with 
a roof-mounted hail collection funnel (lm in diameter) for 
manual collection of hailstones which were "quenched" in cold 
hexane and placed in dry ice. The hailstones were later 
photographed with a digital camera and special software was 
written to analyze the size and shape distributions. A large 
number of time-resolved samples were collected with sizes 
ranging from 1-5 cm. The Hailstone van was also equipped 
with a Young capacitance raingage which was interfaced to a 
PC. Rain accumulations were recorded every few seconds. 

The second van (see Fig. 2) called "Austria" was 
installed with the 2D-video disdrometer obtained on lease from 
Joenneum Research, Graz, Austria. This instrument is a newly 
developed precipitation gage working on the basis of two line 
scan video cameras. Particles falling through the 10 cm x 10 
cm opening on the top of the van appear as a dark silhouette 
against a bright background. Fig. 3 shows a sample from the 
display program that is available in real-time to the operator. 
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Students were trained to operate the instrument, to calibrate it 
using calibration spheres, and to trouble-shoot the optical 
alignment under rather adverse conditions. 

Both vans were equipped with GPS receivers 
interfaced to a laptop computer and a transceiver unit which 
transmitted the lat/long data to a base unit at the radar. Van 
tracks were overlaid on the radar PPI displays. 

Examples of Data Collected 

On 6 July 1996, the two vans were directed by the 
radar operator to intercept a severe storm cell containing 
intense rain mixed with hail up to 1.7 cm in diameter. Each 
van was manned by two students. Based on radar-based storm 
cell movement and speed, the vans were directed to locations 
that would intercept the storm core. On this day the van 
operators had only a few minutes to set up the instrumentation 
and start data collection. Students were thus exposed to a 
stressful environment and had to make, at times, critical 
judgement calls to ensure that high quality data were collected. 
Fig. 4a shows the rainfall accumulation profile using the Young 
capacitance gage. Fig. 4b shows the rainrate profile computed 
using a finite impulse response (FIR) filter designed by one of 
the students (Mr. Andy Shroyer). The data show intense 
rainrates up to 150 mmh"1 maximum. Fig. 5 shows sample 
photographs of the collected hailstones. Time-resolved 
hailstorm samples were collected at approximately two minute 
intervals over the duration of this event. Such datasets are 
invaluable in testing radar-based algorithms for rainrate and 
hail severity. 
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Table 1. System Characteristics of the CSU-CHILL Radar 

Antenna 
fully steerable, prime focus parabolic reflector 

size 8.5 meters in diameter 

feed scalar hom 

3 dB beamwidth 1.0 degrees 

directivity 45 dB 

sidelobe level (any $-plane) £ - 27 dB 

cross-polarization level (any <{f-plane) £-30db 

polarization radiated horizontal or vertical 

Transmitter 
klystron, modernized FPS-18 

wavelength 10.7 centimeters 

peak power 700 -1000 kW 

pulse width steps of 0.1 us up to a maximum of 1.0 us 

PRT 800- 2500 us 

max. unambigous range 375 kilometers 

max. unambigous velocity ± 34.3 m/s 

Receiver 

noise figure 0.7 dB 

noise power -U4dBm 

typical bandwidth 750 kHz 

transfer function linear 

dynamic range 90 dB, 0 - 60 dB IAGC in 12 dB steps 

Variables Available 

• Reflectivity at Horizontal Polarization (Zh) 

• Differential Reflectivity (Zdr) 

• Mean Doppler Velocity (v) and Spectral Width (o„) 
• Differential Phase between Horizontal and Vertical States (Vdp) 

• Copolar Correlation Coefficient (ph«(0)) 

• Linear Depolarization Ratio (LDR) 

• Doppler Spectra from r*;i Processing 
• I 0 and log(P) for every pulse in time series mode (up to 150 gates) 

Fig. 1 Hailstone van with Andy Shroyer 
and Scott Graham 

Fig.2 2-D video distrometer 
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Using the World Wide Web for Distributed Learning:   Two Examples 

J. W. Skiles*. Johnson Controls World Services, NASA Ames Research Center (ARC); Kenneth D. Kennedy, College of 
San Mateo (CSM), William B. Rundberg, CSM; and David L. Peterson, Ecosystem Science and Technology Branch, ARC. 
♦Corresponding Author: Mail Stop 239-20, NASA Ames Research Center, Moffett Field, CA 94035-1000 USA. tel: 

415/604-3614; fax 415/604-1088, e-mail: jskiles@mail.arc.nsas.gov 

Abstract - This paper details two projects that use the 
World Wide Web (WWW) for dissemination of curricula 
that focus on remote sensing. 1) Presenting grade-school 
students with the concepts used in remote sensing involves 
educating the teacher and then providing the teacher with 
lesson plans. In a NASA-sponsored project designed to 
introduce students in grades 4 through 12 to some of the 
ideas and terminology used in remote sensing, teachers 
from local grade schools and middle schools were recruited 
to write lessons about remote sensing concepts they could 
use in their classrooms. Twenty-two lessons were 
produced and placed in seven modules that include: the 
electromagnetic spectrum, two- and three-dimensional 
perception, maps and topography, scale, remote sensing, 
biotic and abiotic concepts, and landscape change. Each 
lesson includes a section that evaluates what students have 
learned by doing the exercise. The lessons, instead of 
being published in a workbook and distributed to a limited 
number of teachers, have been placed on a WWW server, 
enabling much broader access to the package. This 
arrangement also allows for the lessons to be modified after 
feedback from teachers accessing the package. 2) Two-year 
colleges serve to teach trade skills, prepare students for 
enrollment in senior institutions of learning, and more and 
more, re-train students who have college degrees in new 
technologies and skills. A NASA-sponsored curriculum 
development project is producing a curriculum using 
remote sensing analysis and Earth science applications. 
The project has three major goals. First, it will implement 
the use of remote sensing data in a broad range of 
community college courses. Second, it will create 
curriculum modules and classes that are transportable to 
other community colleges. Third, the project will be an 
ongoing source of data and curricular materials to other 
community colleges. The curriculum will have these 
course pathways to a certificate; a) a Science emphasis, b) 
an Arts and Letters emphasis, and c) a Computer Science 
emphasis. Each pathway includes course work in remote 
sensing, geographical information systems (GIS), 
computer science, Earth science, software and technology 
utilization, and communication. Distribution of products 
from this project to other two-year colleges will be 
accomplished using the WWW. 

UNDERSTANDING THE BIOSPHERE FROM THE 
TOP DOWN 

The National Aeronautics and Space Administration 
(NASA), because of its mandate, has a particular way of 
viewing the earth. The office at NASA Headquarters 
responsible for actually studying our planet is called 
Mission to Planet Earth (MTPE). The perspective of 
MTPE is to use sensor technology and instrument 
platforms, be they satellites or aircraft, to gather vast 
amounts of information about Earth without physically 
touching the Earth. Thus, this is called "remote sensing". 

The information so gathered is used to infer how the 
mechanisms and processes of the earth system work. 
Judicious surface observations (ground truthing) are carried 
out to verify the inferences. In this way local-to-global 
studies are done, but they are unique because only rarely are 
measurements made on the ground. 

Project Purpose 
In proposing this project, the project team had one 

major question: Can the biosphere (that part of our planet 
where life is found) be viewed pedagogically from space 
down to the surface using lessons, designed for grade- 
school students, to teach children about the earth system? 
The answer was thought to be "yes" especially if teachers 
were involved in writing the lessons. The project team 
thought that by presenting the study of the biosphere as a 
whole, from the top down, using remote sensing 
technology, students would perceive the biosphere as 
containing interlinked environments and organisms. This 
structure, the team expected, would aid students when they 
are introduced later to concepts like, for example, trophic 
levels and energy flow within an ecosystem and in the 
biosphere. It was also expected that students would learn 
the elements of the physics involved in remote sensing, the 
ideas of measuring things from a distance, the difference 
between two and three dimensional representation, and the 
other ideas and concepts the lesson authors specify in their 
exercises. 

Eight teachers from culturally diverse areas of the 
communities near Ames Research Center produced 22 
lessons for this curriculum with the help of NASA staff. 
The lesson topics were fit into seven different topical 
modules that include the electromagnetic spectrum, 2- 
dimensional and 3-dimensional perception, maps and 
topography, scale concepts, remote sensing, biotic and 
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abiotic concepts, and landscape changes. A diagram of the 
modules is shown in Fig. 1. 

begin 

EMS 
2D&3D 

maps & topography 
scale concepts 

remote sensing 
blotlc & abiotic 
landscape changes 

Fig. 1. A conceptual chart of the modules included in the 
Understanding the Biosphere from the Top Down project 

While each lesson and each module may be used 
separately and generally stands alone, students without a 
remote sensing understanding should start with one or more 
of the lessons devoted to the electromagnetic spectrum 
(EMS). Then students should do the lesson devoted to 2- 
dimensional and 3-dimensional perception. A lesson on 
maps and topography should follow and then students 
should study the concept of scale. 

The teachers who wrote the lessons in this package 
were greatly intrigued by remote sensing. As such, they 
wrote a number of lessons that deal with aspects of that 
discipline. In order to understand what one sees in a 
remotely sensed image, one needs (in part) to know what 
features on the ground are or were alive and what features 
never were alive; this is the difference between biotic and 
abiotic and one of the modules in the package has students 
determine what is abiotic and abiotic in a school-yard 
scene. The last module deals with landscape change. 

Instead of producing a workbook for teachers that would 
have limited distribution and be difficult to revise, the 
twenty-two lessons have been converted to hypertext 
markup language (html) for inclusion on a World Wide 
Web (WWW) home page making them accessible to 
teachers worldwide. Remote sensing imagery, graphics, 
and figures that accompany the lessons have been scanned 
or digitized and placed in the appropriate lessons. The 
URL for the WWW page is: http://geo.arc.nasa.gov. Click 
on "What's New!" and then on "Top Down Education 
Project". The package may also be accessed from NASA's 
Spacelink maintained at Marshall Space Flight Center 
under the heading "Additional Resources". 

The lessons were written by teachers for teachers, so 
many contain instructions about advanced preparation and 
planning that must be done before the students are given 
the tasks to perform. The lessons are not a specific set of 

instructions, but rather are guidelines to be used and 
modified as needed by each teacher to fit into unique 
classrooms. It is up to each teacher to use these lessons at 
appropriate places in their school's curriculum. Teachers 
with motivated students may wish to have those students 
download the lessons and work directly from the computer. 

Benefits Of World Wide Web Distribution 
By implementing a World Wide Web on-line 

distribution of the Top Down teacher guides and by 
counting the number of hits to the web page, it is possible 
to determine who is visiting the material. By examining 
the IP numbers of those who hit the page, it becomes 
obvious that the guides can be accessed from people around 
the world. (To date, the web page has been visited by 
persons in Japan, Germany, the Netherlands, Austria, Great 
Briton, Canada, and the United States.) 

Further, by placing the materials on the web, updates 
and corrections can be made to exercises without printing 
the guides over. Teachers may visit the site repeatedly, 
downloading only those lessons for which they have need 
at the time. 

Grade school teachers and advanced grade-school 
students are the customers for this product They can 
access the lessons as needed, check for revisions 
periodically, and because an e-mail address is supplied in 
the package for the project PI, ask questions about the 
lessons and the project. A further benefit is that NASA 
has not had to pay for printing 10,000 copies of the guides 
nor for distribution. Nor does NASA need to print 
corrections, updates, or revisions to the lessons as these are 
added to the source displayed on the World Wide Web. 

ACTES: AN ASSOCIATE OF ARTS IN 
COMMUNITY COLLEGES FOR TRAINING IN EARTH 

SCIENCE 
This project (sponsored in part by NASA) has three 

major goals. The first is the implementation of the use of 
remote sensing data in a broad range of community college 
courses. Second, it is creating curriculum modules and 
classes that are transportable to other community colleges 
via WWW technology. Third, at the end of the three-year 
project a WWW server will have been established that will 
be an ongoing source of data and auricular materials to 
other community colleges. 

The objectives for the project include the development 
of a teaching laboratory, a curriculum, transferable classes 
using remote sensing, technical reading and writing, an 
occupational certificate based on specified courses, and 
dissemination of the materials by publicly accessible 
techniques. 

An additional objective expected to be achieved is that 
as a result of taking the proposed sequence of courses, 
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students will show comprehension of and ability to use the 
scientific method in using data, forming testable 
hypotheses and constructing "ground truthing" 
experiments. This objective will be achieved through the 
use of mapping exercises for San Mateo County, and using 
Geo-Positioning System (GPS) techniques and 
Geographical Information System (GIS) data layering and 
display. 

The result of the implementation of this curriculum 
will be hands-on learning for students whether they are at a 
two-year college for an AA degree, retraining to improve 
their job skills, taking classes to satisfy requirements for 
four-year colleges, or any combination of these options. 
The expectation is that these students will be able to 
continue their education in the remote sensing/GIS area at a 
senior college, or move into entry level positions at local 
companies where remote sensing and GIS technologies ate 
used, or have valuable skills to append to their resumes. 

A sequence of courses has been established at CSM for 
students wishing to earn an AA in this area of expertise. 
Titles of each of the five courses and short descriptions of 
each follow: 

Introduction to Earth Systems Analysis - An 
introduction to several topics. Students learn about 
coordinate systems, scale, map projection systems, use of 
the Internet as a resource, remote sensing (RS), image 
manipulation, GPS concepts, and the construction of 
WWW pages. 

Spatial Analysis in Geographic Information - 
Students learn principles of cartography including 
coordinate systems, projections, scale, layering in maps, 
and the use of applications such as Arc View, NIH Image. 

GPS. GIS and Image Processing - Students gain 
extensive experience with software packages (ArcView, 
NIH Image, Vista Pro, Maplnfo, Photoshop, GPS software 
from Trimble) which they use to study GIS and GPS 
concepts. 

Remote Sensing Technology and Processing - 
Students learn about different remote sensing instruments 
(Thematic Mapper, Spectron), the remote sensing 
platforms on which the instruments are deployed (satellite, 
aircraft, hand-held), the resolution and scale of the images 
the instruments produce, and the features and limitations of 
each instrument. Students learn image classification 
techniques, classified image display and interpretation 
techniques, and explore the means, locations, and costs of 
acquiring sensor images. 

Laboratory Practicum - This is a laboratory 
activity or collection of activities where students use skills 
and concepts from the above listed classes in individual 
projects. A typical activity will be to determine a target 
and objective, examine images of the target with respect to 
the objective, construct conjectures as appropriate, ground- 
truth where possible, and develop a report of the project 
findings and conjectures and place the report on the WWW. 
The real applications addressed in this practicum, while 
based in San Mateo County in northern California, will be 
typical of communities almost anywhere in the country and 
perhaps across the globe. 

By taking this course sequence, students will be able to 
identify, use, and analyze basic data structures from the 
point of view of sensor data, data base organization, and 
data representation; students will be able to acquire data by 
a range of techniques including downloading from the Web, 
use of CD-ROM, scanner, and satellite transmitted data 
Students will also have a basic understanding of sensor 
technology and remote sensing concepts, and will be able 
to acquire and use data from remote sensing sources. 

Benefits Of World Wide Web Distribution 
The World Wide Web is an integral part of the ACTES 

project where it is used two ways in particular: 1) it is a 
medium for the distribution of materials that are products 
of the project and include items such as course materials 
and learning modules; 2), it is an instruction medium for 
students. 

At the completion of the project, colleges throughout 
the world will be able to download developed materials 
from the ACTES WWW site and use them for their own 
related course work and programs. These materials will 
include course outlines, classroom exercises, individual 
lessons, and supporting graphics and images. 

It is expected that instructors will be able to choose 
which lessons to use that will enhance existing courses or 
that they will download materials for entire courses. 
Revisions made to the project materials from feedback by 
users will be done quickly and allow anyone who can 
access the ACTES WWW site immediate updates to the 
curriculum. 

The ACTES materials may be accessed at the WWW 
URL: 
http://www.smcccd.cc.ca.us/smcccd/csm/actes/actes.html. 
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BACKGROUND 

NASA now requires every project have a public and 
educational outreach component. The educational side of this 
outreach must be based on the needs and requirements of the 
educational community. The NASA Scatterometer project, 
NSCAT, is one of the projects that has led the way in this 
approach to outreach. This was a major departure from what 
had been done before at JPL. NSCAT was the first JPL 
project to develop what they have called a "high density" 
educational product. The "density" of Winds of Change will 
become self evident in the reading of this paper. The NSCAT 
project came to the JPL Educational Affairs Office (EAO) to 
form a partnership in the development of this CD-ROM and 
associated plans. 

APPROACH 

The Core Team 
Initially the EAO formed what was called a "Core Team". 

This team was composed of active classroom teachers 
representing all the grade levels, university educational 
evaluators and teacher trainers, curriculum specialists and 
writers, media developers, educational consultants, 
representatives from the California State Dept. Of Education 
and NSCAT engineers and scientists. It took several 
meetings for this varied group to develop a common 
language, but once this was done (educators learned science 
and engineering terms and the scientists and engineers learned 
educational terminology), the design for the NSCAT 
educational product evolved. 

Basic Design 
The Core Team, based on focus groups inputs at teacher 

meeting and many private interviews, decided on the 
following design criteria: 
• Aim the product at middle school, with the subject 

matter of Global Climate, to have the widest audience,. 
• Write a teacher resource, but in a way that students could 

also use directly. 
• Use the "web" suggested by our educational consultant, 

Mr. Bruce Payne [1], to make sure the product was 
thematic and interdisciplinary. 

• Make sure the materials aligned with educational 
guidelines [2] [3] [4]. 

• Use a CD-ROM as a high density media, but with a very 

simple "point and click" interface. 
• The final product must be machine independent. 
• Develop   a   systems   approach   with   an   evaluation, 

distribution and follow-on strategy. 

EDUCATIONAL DESIGN 

Winds of Change Overall Structure 
The structure of Winds of Change is illustrated in Fig. 1. 

Theme "n" 

Fig.l Winds of Change Basic Structure 

The concentric ellipses are major themes that come from the 
educational references, slightly modified from focus group 
inputs. In the case of Winds of Change, eight major themes 
were-used, (1) Scale and Structure, (2) Measurement, (3) 
Energy, (4) Systems and Interactions, (5) Patterns of Change, 
(6) Evolution, (7) Stability and (8) Human Interaction. 

The radiating spokes are interdisciplinary subjects. Five 
were chosen for Winds of Change, (1) Atmosphere, (2) 
Weather, (3) Climate, (4) Living Things and (5) 
Oceanography. Wherever a topic and theme intersect, a major 
question is asked that will be the direction of a whole battery 
of resource materials. In the case of the intersection of 
Weather and Structure, the question asked was, "What is 
Weathers". 

Navigating Winds of Change 
The navigation system of Winds of Change is either menu 

or graphical, point and click. When Winds of Change is 
booted up (on either a Macintosh or IBM compatible 
machine) the user has three basic menu choices, to find out 
about how, why and who developed Winds of Change, to get 
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more background materials on the NSCAT project or to use 
the curriculum resource. If the curriculum resource is chosen, 
Fig.l, with all the eight themes and five topics appears on 
the screen. 

The user then points and clicks on the topic desired. The 
screen zooms in to this one spoke, allowing much more 
detailed examination. As the cursor is moved to the 
intersection of the chosen topic and theme, the major question 
appears. To zero in on a question, the user clicks on it. 

A resource panel then appears on the screen, allowing the 
user to pick from four types of information, (1) background 
materials, (2) classroom activities, (3) still images or (4) 
quicktime movies. All the resources may be electronically 
copied to an other media (disk, hard drive, etc.) or sent to a 
printer (color or black-and-white). The background and 
activities are in the form of PDF files. The images can also 
be expanded on the screen to be used for classroom 
presentations on a large monitor. 

In this way, the teacher can build up the materials needed to 
teach a unit based on the specific question in one of many 
ways. Students can use the materials directly as part of 
independent study research projects. When this the method of 
use of Winds of Change, it is suggested that students use a 
journal, printed or electronic, to record and present their work. 

The number of pages of background materials, activities, 
still photos and quicktime movies various from question to 
question. Usually, there are from 7-12 pages of background 
materials, 3-6 classroom activities, 5-21 still images and 
from 0 -9 movies. In the case of the example stated, "What is 
Weather", there are 7 pages of background, 5 activities, 21 
still images and 9 movies. 

For the three topics of weather, atmosphere and 
oceanography, there are a total of 194 pages of background 
materials, 106 activities, 247 still images and 80 quicktime 
movies. 

HELD RESULTS AND FORMAL EVALUATION 

Field Results 
The CD-ROM was released in two stages or versions. 

"Version I" had three "spokes" implemented, atmosphere, 
weather and oceanography. Approximately 5000 Winds of 
Change, Version I have been distributed over the last year. 
Version II is complete with all five topics and is at the time 
of writing being distributed. 

The main complaints from the users of the first version 
were to do with installation of Adobe Acrobat for the reading 
of the PDF files. These problems have been fixed with 
Version II. Users (educators, teachers and students) in 
response to the subject materials and content for both 
versions have been very positive. 

Formal Evaluation 
Version I was sent to the Mid-Continent Regional 

Educational Laboratory (McREL) in Aurora, CO, U.S.A. for 
formal evaluation. McREL did this evaluation on two levels: 
an evaluation by professional curriculum developers and a 
parallel evaluation by a group of mentor teachers. In 
addition, McREL did an alignment of a compendium of the 
various national standards with the materials on the first 
version of Winds of Change (only the topics of atmosphere, 
weather and oceanography). There were a large number of 
areas they examined, e.g. introductory materials, background 
information, classroom activities, images, movies, self- 
directed activities, most appropriate uses, etc. 

The teachers gave the materials, based on all the various 
parameters, a mean rating of 5.4 out of a perfect score of 7. 
The teachers commented that they especially liked the 
information, the organization, the activities and the 
supporting visuals. 

The Professional writers gave the first version of Winds of 
Change an average total rating of 4.5, but noted that the 
quality of materials in Winds of Change compares favorably 
with the quality of other middle school science curricula. The 
professionals liked the combination of text, visuals and 
activities, the organization and the consistency of format. It 
was also noted that Winds of Change would have application 
to high school science, especially 9th grade Earth Science. 

The professional evaluators expressed some concern that 
the teacher level vocabulary might be above the student users. 
However, the NSCAT project worked with many teachers 
who reported (about 50% of teachers) they had their students 
use the Winds of Change for self study. No teacher ever 
reported that their students had problems with the reading 
level. 

The alignment of the first version of the CD-ROM with 
the national standards was also reveling. The information is 
summarized in Fig. 2. 
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What was found surprising was the large amount of 
standards that Winds of Change covered beyond the targeted 
grade levels and subjects areas. At the present time McREL 
is doing the alignment for the last two "spokes", Climate and 
Living Things. The standards alignment will be even more 
impressive at that time. 

DISTRIBUTION PLAN 

The decision was made early in the development of Winds 
of Change that the CD-ROM that the distribution be done in 
a "targeted" manner. That is, be distributed, free of charge, at 
national or regional educator meetings with a large attendance 
of teachers representing the designed grade levels and subjects. 
Direct requests from teachers were also honored. 

Teachers who are given Winds of Change are requested to 
fill in a "No Cost Order Form" or register as an official user. 
This information will be used later for a long term evaluation 
of the product. NSCAT now has thousands of teachers in 
this database. 

ENHANCEMENTS OF WINDS OF CHANGE 

The Educators Information and Exchange Home Page 
As part of the CD-ROM section of the overall NSCAT 

Home Page [5] is the Educators Information and Exchange 
area. Educators who use this page can order Winds of Change 
electronically. The Standards Alignment is also presented on 
this page. Educators can "click" to one of the main 18 
McREL science standards. Once a major standard is chosen, 
the user clicks to a set of sub standards, based on details of 
subject and grade level (K-2, 3-5, 6-8 and 9-12). When a 
particular substandard is chosen, this page will reference all 
the background materials, activities, images and movies that 
can be used to teach this standard. In this way a teacher can 
decidea path of use of Winds of Change. In future this page 
will also allow teachers to exchange ideas and methods of use 
of Winds of Change via a password protected user forum. 

FOLLOW ON ACTIVITIES 

New Internet Student Activities 
Over the next year, several major activities will be 

instituted as part of the NSCAT Home Page that will make 
use of NSCAT data. Examples of these activities are "Sail 
the Seas". Using the wind data and "value added science 
products" of NSCAT coupled with ocean current data from the 
TOPEX/POSEIDON mission, students will plan a sailing 
voyage from Australia to North America. Part of this 
activity will be for the students to investigate what stops will 
be made on this trip and develop information about these 
ports and countries. 

"Wind and Weather" will be an investigation of correlating 
the NSCAT wind data with  weather maps and observed 

circulation patterns.   Students will gain an understanding of 
the ways the world's winds influence global weather. 

A World Wide Student Research Project on Possible Pre- 
cursor Effects of El Nino 

Working with research scientists, modified tables of 
NSCAT data for "sensitive" NSCAT" cells (50 kilometer 
squares of the ocean surface) of the tropical south Pacific will 
be presented on the home page. Schools, from anywhere in 
the world, that wish to participate with this project, will form 
long term research teams that will "adopt" specific NSCAT 
cells. These student research teams will carry out long term 
investigations of the time resolved wind direction, wind speed 
and ocean currents for these areas. The initial aim of this 
research will be to establish the range and observed behavior 
of these parameters during normal weather patterns. When a 
group of student research teams find data that falls outside of 
this norm, they will work with each other and the NSCAT 
project to see if these observations are indicative of a pre- 
cursor effect of a coming El Nino. 

tl] 
[2] 

[3] 

[4] 

[5] 

Private Communications 
Project 2061, American Association for the 
Advancement of Science (1993), Benchmarks for Science 
literacy. 
National Research Council (1996), National Science 
Standards. 
California Department of Education (1990), Science 
Framework for California Public Schools: Kindergarten 
Through Grade 12. 
http://winds.jpl.nasa.gov 
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Abstract - The objective of this project is to study the change 
in land cover of the Sentosa island and to assess the condition 
of the vegetations existing on the island using SPOT images. 
Two SPOT multispectral sub-scenes of the island acquired in 
Feb 94 and Aug 96 were used in the study. The two images 
were first co-registered using common ground control points. 
For each image, the vegetation was characterized by the 
normalized difference vegetation index (NDVI). The change in 
the state of vegetation was assesed by the change feature 
image. Unsupervised classification was done on the image of 
1996 and the change feature image separately. The land cover 
classes in 1996 and the changes between the two images were 
obtained from the classified images. 

INTRODUCTION 

Remote sensing provides a technique of mapping and 
mornitoring natural resources. It is a valuable tool in the 
detection and identification of landuse/land cover changes over 
large areas. Land cover changes are caused by natural 
processes and human activities. Much work has been done in 
analyzing and classifying land use/land cover and vegetation 
types using LANDSAT, SPOT, AVHRR AND ERS/JERS SAR 
data [1] [2] [3] [4]. The details that can be identified and the 
accuracy of such analysis depend on the nature of the analyzed 
region as well as the temporal, spectral and spatial resolution. 

The objective of this project is to assess the capability of 
multitemporal analysis of SPOT data, to identify land cover 
changes of the Sentosa island, a holiday resort island lying half 
a kilometre south of the Singapore main island, and to assess 
the condition of the vegetations existing on the island using 
SPOT images. Despite the rapid development of attractions, 
golf courses and theme parks on the island, a significant part of 
the island is still under the cover of dense tropical forest. 

METHODS 

Two multispectral SPOT images acquired in Feb 1994 and 
Aug 1996 were used in this study. The methods can be 
described as follows: 

1. Atmospheric correction: The atmospheric scattering 
causes haze and reduces the contrast ratio of image. To correct 
the haze effect in each band, the minimum value obtained from 
the histogram was substracted from all the DNs in the band. 

2. Registration: The two images were co-registered by using 
common set of ground control points, a first-order polynomial 
warp function and cubic convolution resampling. 

3. Masking: The sea around the island was masked out. 
4. Histogram matching: A grey level transformation was 

applied to all three bands in the 1994 image to match their 
histograms to tho respective bands of the 1994 image. The two 
images after histogram matching are shown in Fig. 1 and Fig. 2. 

5. Computation of vegetation index 
NDVI=(NIR-RED)/(NIR+RED) 

RVI = NIR/RED 
NDVI has been shown to be highly correlated with 

parameters associated with vegetation conditions such as 
vegetation density and cover[5], green leaf biomass[6]. In this 
study, the NDVI and RVI images were created from the 
histogram-matched images of 1994 and 1996, which were 
expressed as NDVI94 , NDVI96, RVI94 and RVI96. From 
these index images, the interpretability can be enhanced. RVI 
and NDVI values of nonvegetated, build-up areas are 
consistently low, while that of perennials are consistently high . 

6. Change feature extraction: The ratio NDVI96/NDVI94 
was used to generate change feature image. In this ratio image, 
values close to one indicate little or no change. Large positive 
values in the change image indicate an increase. Conversely, 
the pixels with low values indicate decrease. 

7. Unsupervised classification: The image of 1996 and the 
above change feature image were classified separately in order 
to identify the land cover classes in 1996 scene and the changes 
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between the two images. An unsupervised classification was 
performed using ISODATA clustering. The ISODATA 
clustering algorithm selects a set of original centroids evenly 
spaced along the range of the spectral values for the whole 
image. A 98% convergence threshold was specified for the 
unsupervised classification in this study. The statistics from the 
resulting clusters were used as training statistics for 
classification of the whole image using a maximum likelihook 
classifier. 

8. The result was checked by field survey. 

RESULTS AND DISCUSSION 

In the classification of 1996 scene, the image was classified 
using three XS band and RVI96. Seven main land cover classes 
were distinguished in the classified image (Fig. 3), which are 
forest, golf courses, reclaimation area, bare soil land, built-up 
areas, lake and beach. The change-detection image (Fig. 4) 
provides information about land cover changes. From the 
studies that had been done, some major changes can be 
observed in the classified image. The area used for golf course 
was increased in 1996 compared with 1994. The vegetation in 
the reclaimed area was increased. There are some minor 
changes in the bare land areas near the Fantasy Island, more 
vegetation are grown in that area ,comparing the 96 scene with 
the 94 scene. The changes can be observed from Fig. 4. 

CONCLUSIONS 

wish to thank the Principal of Swiss Cottage Secondary School 
for his support of the project. 
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The results indicate that multitemporal satellite remote 
sensing is an useful approach for identifying and monitoring 
the state of land use. Methods based on multitemporal NDVI 
features derived from SPOT data are viable in distinguish 
vegetation from nonvegetation area. 

Studies indicate that the technology can provide valuble 
information with respect to land use and change detection. 
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Fig 1. 1994 Feb Scene, histogram matched to 1996 Aug scene 
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Fig. 2 1996 Aug Scene 

Fig. 3    Classification map based on the three XS band and 
RVI96 band 

Fig.4 Classification based on NDVI Changes 
red: large increas, green: moderate increase, 
grey: no change, blue: masked out area 
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Abstract - Interferometric SAR is a stereoscopic method to 
obtain contours of ground elevation. A lot of studies have been 
done to derive the elevation map from SAR data, however, only 
few studies have been reported to examine the difference between 
the elevation map and DEM (Digital Elevation Model). In 
this paper, we compare the surface elevation map derived from 
interferometric SAR data with DEM, and evaluate the error 
distribution of the elevation map. The root mean squared error is 
found to be 33 m, and it agrees with the absolute vertical 
accuracy of DEM. The error distribution is also evaluated, and is 
verified to be approximately gaussian. The large errors tend to 
appear locally at shadowed or steep sloped area, where phase 
noise or phase unwrapping error is large. 

1.INTRODUCTION 

In recent years, a lot of studies have been done about 
interferometric SAR (Synthetic Aperture Radar) data processing. 
As the ground elevation is calculated by exploiting the phase 
difference between two SAR images of the same site, the phase 
unwrapping is the indispensable process for interferometric 
SAR. It is also suggested that the accuracy of elevation map 
depends crucially on the phase unwrapping algorithm [1] [2] [3]. 
Two popular techniques for phase unwrapping are the least 
squares approach [4] and branch cut method [5] [6]. The least 
squares approach is fast and fully automatic ,but errors can be 
large because of its sensitivity to noise and the assumed 
boundary condition used. The branch cut method sometimes 
requires manual operation, but this algorithm has a great 
advantage of the small error compared to the least squares 
approach [7]. 

In this paper, the elevation map is derived from ERS-1 
(European Remote Sensing Satellite) SAR images using the 
branch cut method. The algorithm is modified to automate and 
reduce the elevation error. The elevation map is compared with 
DEM (Digital Elevation Model) and the error distribution is 
evaluated. 

2. THE SURFACE ELEVATION MAP 

The process of interferometric SAR to derive the elevation 
map consists of three steps. These are the registration of two 
images, the calculation of an interferogram, and the phase 
unwrapping. An example of the interferogram is shown in 
Fig.l. 

The phase unwrapping is required because the phase 
difference of an interferogram is moduro 2n, and phase field 
must be unwrapped to obtain its absolute value at every pixel 
before it is used to retrieve the ground elevation. As there are 
two popular techniques to phase unwrapping, the least squares 
approach and the branch cut method, we adopted the latter one 
because of the small error. 

The branch cut method search the points where the phase 
inconsistency occurs. These singular points have the values of 
+/-1, and are called "residues" on the analogy of the theory of 
complex functions. The residues with opposite sign are paired 

" Range 

Figure 1. Interferogram. 
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and joined to draw a "branch cut" line. Then the phase 
unwrapping is carried out by integrating the phase along a path 
without crossing any branch cut lines, and the phase of each 
pixel is defined uniquely. However, errors occur due to the 
ambiguity of the residue connection. It is not easy to find the 
appropriate connections, when a large number of residues appear 
in the image, and the manual operation is sometimes required. 

The algorithm is improved to automate the process and to 
reduce the error. First, the residues are paired using the nearest 
neighbor method. And then, the simulated annealing is applied. 
The residues are re-connected on the basis of a sum of the length 
of branch cut lines. The single residues are driven away from the 
center of the image, and are connected to the boundary. 

The surface elevation map is derived from ERS-1 SAR 
images over an area of Philip Smith Mountains, Alaska. The 
parameters of the images are shown in Table. 1. The size of the 
image is about 37 km by 28 km. The phase is unwrapped using 
the modified branch cut method, and converted to the elevation 
map as shown in Fig.2(a). 

3. THE ERROR DISTRIBUTION 

The elevation map derived from interferometric SAR is 
compared with DEM, and the error distribution is evaluated. 
Before comparing, the elevation map has to be converted into 
the same format as that of the DEM, because the elevation map 
contains not only foreshortening distortion and vertical offset, 
but also differences from the DEM in position, direction, and 
spatial resolution. The foreshortening distortion is compensated 
on the basis of the elevation map itself, and the others are 
adjusted using a small area of the DEM. The registration is 
conducted to minimize the root mean squared error of height 
between the surface elevation map and the DEM. 

We use a 1-degree DEM supplied by USGS (United States 
Geological Survey). Its horizontal spacing is 3-arc seconds by 
6-arc seconds, and the absolute accuracy of elevation data is 30 
m. The contourmap of the DEM is shown in Fig.2(b), and the 
parameters are shown in Table 2. 

Fig.3 shows the elevation error between the surface elevation 
map by interferometric SAR and the DEM. The large errors tend 
to appear locally at shadowed or steep sloped area, where phase 
noise or phase unwrapping error is large. It means a special 
merit of the branch cut method not to propagate the local error. 

The root mean squared error is evaluated, and is found to be 33 
m, which agrees with the absolute vertical accuracy of the DEM. 
The error distribution is also evaluated, and is verified to be 
approximately gaussian as is shown in Fig.4. The evaluated 
results are summarized in Table 3. 

Table 1: SAR data parameters. 

Orbit number 1029,1072 
Site position 68.7 N , 150.9 W 

Repeat interval 3 Days 
Baseline 233.5 m 

Image size (Az. x Rng.) 12800 x 2048 pixel 
Resolution (Az. x Rng.) 3.9m x 19.5m 

Table 2 :    DEM parameters. 

Data spacing South-North 3 arcsec (90.9 m) 
East-West 6 arcsec (62.2 m) 

Data size South-North 1201 
East-West 601 

Accuracy Horizontal 130 m (90%) 
Vertical +/-30 m (90%) 

100 200 300 
South-North [pixel] 

400 

(a) Map derived from the interferometric SAR 

100 200 300 
South-North [pixel] 

400 

(b) Map from the DEM (Courtesy of USGS) 
Figure 2.    Contour maps (Interval: 100m). 
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4.C0NCLUSI0N 

The accuracy of the surface elevation map derived from 
interferometric SAR is evaluated The phase of the 
interferogram is unwrapped using the modified branch cut 
method, and the elevation map is compared with the DEM of 
USGS. 

The error distribution of the elevation map is evaluated, and is 
verified to be approximately gaussian. The root mean squared 
error is also evaluated, and is found to be 33m, which agree with 
the absolute vertical accuracy of DEM. 

These results show the effectiveness of the interferometric 
SAR approach to derive the ground elevation map. However, we 
still have some points to be improved in the phase unwrapping 
algorithm, because the cost of calculation is too large. 
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Table 3:    Evaluated results. 

Size 36.9 x 27.5 km 
Evaluated area Minimum height 460 m (DEM) 

Maximum height 1220m (DEM) 

Average 4.2 m 
Elevation error Standard deviation 33.4 m 

Prob, of under the 30m 74.9 % 
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Abstract - The authors tested the applicability of 
category decomposition method based on the linear 
mixture model for the fusion of multiple-resolution 
satellite data such as Landsat-TM and NOAA-AVHRR. 
The goal of the application of this method is to estimate 
the mixing ratio of different categories within one pixel of 
the lower-resolution data using the classification result of 
the higher-resolution data, which is considered to be 
useful for the extrapolation of the information from the 
higher-resolution data over the wider coverage of the 
lower-resolution data. The authors tested the estimation 
accuracy by two kinds of decomposition methods, the 
maximum likelihood estimation and the minimum distance 
estimation and also by the multiple regression method. 
The experimental results showed that the most adequate 
estimation was obtained by the category decomposition 
based on the minimum distance estimation. 

1.INTRODUCTION 

Data fusion using plural images with different ground 
resolution is one of the promising method for the practical 
application of satellite remote sensing data because the 
latest and future satellites such as current ADEOS, IRS 
and next SPOT board multiple-resolution sensor systems. 
One of the merits of multiple-resolution sensor data is that 
they can complement each other in resolution and 
coverage. One of the feasible approach using this 
complementary aspect is the method called "scaling", in 
which the information on the mixing ratio of different 
landcover categories obtained from the higher-resolution 
data is extrapolated in a wider area which the lower- 
resolution data may cover. 

The authors studied the feasibility of this scaling using 
a category decomposition approach together with a 
multiple regression approach. As the category 
decomposition method, two kinds of estimation methods, 
the maximum likelihood estimation and the minimum 
distance estimation based on the linear mixture model 
were used. As the test data set for multiple-resolution, a 
simulated data set using Landsat-TM and a real data set 
using TM and NOAA-AVHRR were used to evaluate the 
estimation accuracy of the occupation rate of mixed 
categories within one pixel of the lower-resolution data. 

2. METHOD 

2.1 Category Decomposition 

Resent studies (i.e. Matsumoto et al) have reported the 
effectiveness of the maximum likelihood estimation based 
on the assumption for the normal distribution of the 
multispectral data belonging to each land cover category. 
This method considers the variance of the training data as 
well as their mean vectors. The authors applied this 
maximum likelihood estimation (ML) together with the 

minimum distance estimation (MD), in which only the 
mean vector is considered. 

As the spectral mixing model of plural landcover 
categories, the following linear mixture model is used, 

/, = ZÄ*^       2>* = 1 (2.1) 

where Ij is the observed variable of band i of the mixel, 
Bk the occupation rate of category k in the mixel and Ay 
the representative value of category k in band i. 

In ML, Ij is supposed to be the normal distribution with 
the mean Aj and the variance  0 j2 as follows, 

4=iu  ^=1>*V*< (2.2) 
k = \ 

where Aki* and o ki
2 are the mean value and variance of 

category k in band i respectively. The optimal 
combination of Bk can be estimated by minimizing the 
following likelihood Q(I), 

2(/)=-£ In />(/,) 

exp{-(/,-4)2/2o?} 

(2.3) 

(2.4) 

Due to the assumption of (2.2), the spectral band should 
be non-correlated each other. Therefore the original data 
are transformed to an orthogonal spectral data by the 
principal component analysis (PCA). 

In MD,   the optimal combination of Bk is estimated 
by minimizing the following Euclid distance D , 

ß2=i(/,-4)2      (2-5) 

The MD does not consider the variance of the training 
data and only the mean vector is used. 

In both of above two category decomposition methods, 
the optimal combination of Bk was estimated by searching 
all the possible combinations of Bk with the step of 10 
percent occupation rate. 

2.2 Multiple Regression 

Another approach for the estimation of mixing ratio of 
landcover categories is the direct estimation by the 
multiple regression (MR) using the linear combination of 
multispectral data as follows, 
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(2.6) 

where aki is the regression coefficient for category k and 
band i and Ck is the constant. 

3. EXPERIMENTAL RESULT 

3.1 Test Data Set 

Two kinds of data sets were generated at the Kanto 
Plain including Tokyo Metropolis which coverage was 
about 70 Km by 70 Km. 

One was the simulated TM data set, in which the 
lower-resolution (LR) data were generated by averaging 
TM data. The higher-resolution (HR) data was TM data 
itself with 28.5 m resolution. The resolution of the LR- 
data is 684 m, which is nearly same as that of OCTS of 
ADEOS. By considering of the spectral bands of AVNIR 
of ADEOS, only first four bands of TM were used for 
simulation. In this simulated data set, the spectral bands 
are identical between the LR and HR data. 

The second data set was the combined data of two 
real data, Landsat-TM and NOAA-AVHRR observed on 
the same day. AVHRR data were used as the LR-data with 
1.1 Km resolution. As the spectral bands of AVHRR are 
different from those of TM, the spectral bands are 
different between the LR and HR data. As the spectral 
bands for the LR-data, the first two AVHRR bands 
(visible and near-infrared bands) were used. 

3.2 Landcover Classification 

Landcover classification was performed to the HR- 
data (TM data) by the maximum' likelihood classifier 
(MLC). The original TM four bands data were 
transformed to two principal components by PCA. The 
landcover categories were Urban, Bare-soil (abbreviated 
as Baresl), Grass (including agricultural fields), Forest 
and Water. After the classification, the numbers of 
existing categories were counted within the area 
corresponding to one pixel of the LR-data to get the 
occupation rate for each category within one pixel of the 
LR-data. 

3.3 Generation of Training Data 

The training data which represent the spectra of each 
landcover category are quite important for category 
decomposition. For the simulated TM test data set, two 
kinds of training data sets were tested, one was the same 
training data set as that used for MLC of TM and the other 
was the training data set which was generated using the 
classified image by MLC. In the latter training data set, all 
the pixel values of TM data (after PCA) corresponding to 
the same category were collected in the classified image 
and the mean vector and variance were re-computed. 

The above two training data sets were tested with ML 
and MD. The result was that the estimation error by the 
second training data set was always smaller in both ML 
and MD. This result suggests the importance of the 
representativeness of the spectra of training data. 

mixed landcover categories by ML, MD and MR using the 
simulated TM test data set. Water 1 and Water2 
correspond to sea water and river water respectively. As 
Urban and Forest were sometimes confused with Waterl 
or 2, another case which neglected Water category was 
also tested. From Fig.l it is clear that the worst one is 
ML. For MD and MR, it is difficult to select better 
method only from the result of Fig. 1. 

A possible reason why ML resulted in the worst errors 
is that the variances of the training data were not 
estimated accurately because the training data were 
collected from whole test areas where the spectral variety 
exists due to many subsets of the same landcover category. 
This spectral variety will reduce if one landcover category 
is divided into several sub categories according to their 
spectral variations. However, in this case, the number of 
categories to be decomposed increases, which may cause 
bigger errors for the estimation of their occupation rate. 

3.5 Result by Real Data Set 

Only MD and MR were tested using the real TM- 
AVHRR data set. One reason to abandon ML is the result 
of Fig.l. Another reason is the difficulty to generate 
proper training data set for ML. As the spectral bands are 
different between the HR and LR data, it is necessary to 
reconstruct training data using the LR-data. As almost of 
the pixels of the LR-data are mixel condition, it is 
considered difficult to estimate accurate variance from the 
mixel-like spectral data. 

The mean vector was estimated from quasi-pure pixels 
which occupation rate for same category is more than 90 
percent. For some landcover categories like Grass, it was 
still difficult to find such a pure pixel. For these categories, 
the regressive estimates was computed using the following 
residuals of band values, 

*,,„ = /,-(! A,,*** ) (3.1) 

3.4   Result by Simulated Data Set 

Fig. 1 shows the estimation results of occupation rate of 

where Rin is the residual of band i for category n and m 
means the major categories which mean vectors can be 
estimated from pure pixels. By the regression between R n 
and B„, Rin when Bn is 100 percent is the mean value of 
band i for category n. However, the category with very 
small occupation rate like Water2 was still impossible to 
estimate the mean vector by the regression and it was 
neglected finally. 

Fig.2 shows the result for the real TM-AVHRR data set 
by MD and MR. As Water2 was neglected, the water 
category was only one (Water). The case in which Water 
was neglected was also tested. For both cases, MR was 
slightly better than MD. 

3.6 Distribution Pattern of Occupation Rate 

Although the previous result suggests the slightly better 
result for MR than for MD, the actual distribution patterns 
should be also considered. According to the inspection of 
the distribution patterns of estimated occupation rate by 
MD and MR, it was clearly verified that the estimated 
patterns by MR always resulted in fuzzy patterns with less 
contrast compared with the estimated patterns by MD. 
This fuzziness is considered to be the fundamental 
characteristics of the regression in order to get the 
smallest error. Therefore, by considering this fuzziness of 
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MR, MD is considered to be the best method among 
ML.MD and MR. 

3.7 Effect of Step for Occupation Rate 

In ML and MD, the step of 10 percent occupation rate 
was used to estimate the optimal combination of Bk. This 
step value seems to be large and actually the step value 
brings quantization error. However, actual quantization 
error for 10 percent step is theoretically 2.89 percent, 
which is relatively smaller than the actual estimation 
errors. In addition the test with a reduced step of 5 percent 
was performed and the result was only 0.4 percent 
reduction of the estimation errors. This result suggests that 
the step value has less effect on the estimation errors. 

4. CONCLUSION 

The above experimental results suggest the feasibility 
for applying category decomposition approach for the 
fusion of multiple-resolution sensor data obtained from 
current and future Earth observation satellites. For 
practical utilization of the scaling technique described in 
this paper, it is still necessary to evaluate the effect by the 
variety of spectra due to wide coverage of the LR-data. 
Especially the effect of atmosphere should be corrected to 
obtain uniform spectra over whole area of the coverage of 
LR-data. These studies should be continued to obtain a 
practical methodology to utilize the multiple-resolution 
sensor data effectively. 
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Fig. 1 Estimation accuracy by Maximum Likelihood 
(ML), Minimum Distance (MD) and Multiple 
Regression (MR) for simulated TM multiple- 
resolution data set. The upper graph shows the 
result for six categories and the lower graph 
shows the result for four categories excluding 
Water. 

Fig.2 Estimation accuracy by Minimum Distance 
(MD) and Multiple Regression (MR) for the 
real TM-AVHRR multiple-resolution data set. 
The upper graph shows the result for five 
categories and the lower graph shows the result 
for four categories excluding Water. 
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Abstract - The topographic effects in Normalized Vegetation 
Index (NVI) data obtained from Landsat TM data and NOAA 
AVHRR data are estimated. It is assumed that the 
topographically induced radiance variations can be estimated 
by the cosine of the angle, y, between the direction of the sun 
and the local surface normal. Digital terrain data sampled with 
the grid width 50m are used to evaluate y. By comparing NVI 
data derived from satellite data with y-data, the following 
results were obtained: (l)The correlation between NVI and VI 
data derived from Landsat TM data and y-data is high. (2)The 
correlation between NVI data derived from NOAA AVHRR 
data and y-data is also significant. 

INTRODUCTION 

The global vegetation index data (GVI data) produced from 
NOAA AVHRR data have been utilized by many researchers. 
However, in attempting to derive the vegetation index related to 
the intrinsic properties of ground objects from satellite-level 
data over mountainous terrain, the problem is more complex, 
because solar illumination conditions vary remarkably one 
target to another due to the topography. Since the vegetation 
index is obtained from the ratio of radiance values in two 
channels, visible and near infrared channels, in general, it is 
considered that topographic efFects, which are radiance 
variations caused by the topography, will be reduced when the 
optical thickness of the atmosphere is thin [1]. However, the 
sensor receives the radiance due to multiple reflections of light 
by adjacent terrain [2]. And shadows cast by adjacent terrain 
are contained in the range of one pixel of low resolution 
satellite data. This indicates that the global vegetation index 
data will be modulated significantly by topographic effects. 

In this study, we estimate the topographic effects in 
Normalized Vegetation Index (NVI) data obtained from 
Landsat TM data and NOAA AVHRR data. It is assumed that 
the topographically induced radiance variations depend on the 
cosine of the angle, y, between the direction of the sun and the 
local surface normal [2]. The influence of topographic effects 
on the NVI data derived from satellite data can be evaluated by 
comparing spatial variations of NVI data with those of y. We 
use digital terrain data (DTD) sampled with the grid width 50m 

to evaluate the values of y. 

VEGETATION INDEX 

The vegetation index (VI) is defined as the ratio of radiances 
received by the sensor in two channels, visible and near infrared 
channels, i.e., VI = X2 / XI, where XI is the radiance value at 
the visible channel and X2 the radiance value at the near 
infrared channel. The normalized vegetation index (NVI) that is 
usually called the normalized difference vegetation index 
(NDVI) is also defined as NVI = (X2 - XI) / (X2 + XI). If the 
optical thickness of the atmosphere is very thin, and the ground 
cover is a three-dimensionally varying surface with Lambertian 
reflectances, then XI and X2 would be proportional to yAl and 
yA2, respectively, where Al and A2 are surface reflectances at 
the visible and near infrared channel. In this case, we see that 
VI and NVI do not depend on y, that is, they are not modulated 
by the topographic effect. However, the radiances recorded by 
satellite sensors involve the additive path radiance and the 
diffusely transmitted radiance reflected off the background 
outside the target object because of the scattering of light in the 
atmosphere. Therefore, VI and NVI will be a function of y. 

VARIATIONS OF TOPOGRAPHICALLY INDUCED 
VEGETAION INDEX 

Digital terrain data and y -data 
We used digital elevation data produced by Geographical 

Survey Institute of Japan whose grid width is 50m. For study 
site, we selected the mountain region near Kanazawa city in 
Japan. The terrain elevation in this region is lower than 3000m. 
The values of y, which is the cosine of the angle between the 
direction of the sun and the local surface normal, were 
computed at every grid point of DTD. Thus obtained data set 
will be referred to as y -data. 

VI and NVI estimated from the reduced Landsat TM data 
The NDVI derived from NOAA AVHRR data is commonly 

used in monitoring the vegetation in the global environment. 
The instantaneous field of view (IFOV) of NOAA AVHRR is 
coarse and the received signals by AVHRR will  include 
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radiances reflected by surface objects at different slopes. On the 
other hand, the high resolution Landsat TM image is very 
useful in observing the local change of vegetation. Therefore, 
the radiance variations in one pixel of AVHRR data will be 
inferred from the averaged TM data over the corresponding 
area to the IFOV of the NOAA AVHRR. This is why the 
Landsat TM image is transformed to the reduced image with 
the almost same resolution as the NOAA AVHRR data. 

We first extracted a 512*512 pixel area from Landsat TM 
data taken on October 10, 1987. The azimuth angle of the sun 

0 0 
was 50 and the azimuth angle 145 . Since the grid width of 
DTD we used is slightly coarse, as compared with the ground 
resolution of TM data, we interpolated the grid width of DTD 
to the 30m grid interval to compute y -data. The Landsat TM 
image was accurately registered to the y -data by means of 
geometric transform using ground control points. Next, we 
computed the averaged count levels over the 37*37 pixel area 
in the original TM image to create the reduced TM image, and 
obtained VI and N VI from the values of TM bands 2 and 4 in 
the reduced TM image. The values of y were also averaged 
over the 37*37 pixel area in y -data. Hereafter, this reduced y - 
data will be referred to as T-data. Figs. 1 and 2 show the shaded 
relief images of NVI data and T-data, respectively. We can 
see from Figs. 1 and 2 that two images show the similar pattern. 
A plot of the values of VI, NVI and T-data from a traverse of 
13 pixels along the 315th line in Fig. 1 is shown in Fig.3. In 
Fig.3 the values of NVI and T are multiplied by 127 and those 
of VI by 24. As seen from Fig.3, the variations of NVI and VI 
are strongly correlated to those of T. This means that the 
values of NVI and VI obtained from the reduced TM image are 
significantly modulated by topographic effects. Fig.4 shows the 
variations of count levels of bands 2 and 4 in the reduced TM 
image and T-data at the same line as shown in Fig.3. We can 
see that the count levels at TM band4 are large and show the 
strong correlation with the variations of T, while the count 
levels at TM band 2 are not enough large to contain the 
variations of T. 

can see from Fig. 5 that two images show similar shaded 
patterns in the same as Figs.l and 2. The variations of NVI, VI 
and T at the 10th line in Fig. 5 are also shown in Fig.7. As seen 
from Fig.7, the values of NVI and VI vary correlatively with 
those of F. This means that the values at channel 2 are enough 
large to involve the variations of T. On the other hand, the 
reflectance of vegetation at channel 1 is small and so the values 
of channel 1 do not include the variations of T as shown in 
Fig.8. 

CONCLUSIONS 

We obtained the following results, by comparing NVI and 
VI data derived from satellite data with y-data obtained from 
digital elevation data. 
(l)The correlation between NVI and VI data derived from 
Landsat TM data and T-data is high. 
(2)The correlation between NVI and VI data derived from 
NOAA AVHRR data and T-data is also significant. 
This means that the count levels at the near infrared channel in 
Landsat TM and NOAA AVHRR data show the high 
correlation with T-data, while the count levels at the visible 
channel are not enough large to show the variations of T. 

This study was supported by the Grant-in-Aid for Scientific 
Research on Priority Areas (No. 08241222) of the Japanese 
Ministry of Education, Science, Sports and Culture. 
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VI and NVI obtained from NOAA AVHRR 
We used the DTD covering 40km* 5 0km mountainous area 

to compute T-data, and used the channels 1 and 2 of AVHRR 
data taken on May 10, 1990, August 19, 1991 and November 
30, 1991 to evaluate NVI and VI. The zenith angles of the sun 
at the corresponding date were 28, 34 and 66 degree. The 
values of the computed VI and NVI were normalized by using 
maximum and minimum values of VI and NVI, i.e., normalized 
N VI=25 5 *(N VI-Min(N VI))/(Max(N VI)-Min(N VI)). Figs. 5 
and 6 show the shaded relief images of NVI obtained from 
AVHRR data on Nov. 30, 199land T-data, respectively. We 
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Fig. 1 NVI data obtained 
from the reduced TM data 

Fig.2 T-data in the test area 
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Fig. 5 Shaded relief image of NVI obtained from AVHRR data 
on Nov. 30, 1991 
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Fig.8 Count levels of channels 1 and 2 in NOAA AVHRR data 
and T-data at the same line as shown in Fig.7 
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Abstract — Extracting significant features is essential for 
processing and transmission of a vast volume of hyper- 
spectral data. Conventional ways of extracting features 
are not always satisfactory for this kind of data in terms of 
optimality and computation time. We present an object- 
oriented feature extraction method designed for super- 
vised classification. After all the data are reduced and or- 
thogonalized, a set of appropriate features for prescribed 
purpose is extracted as linear combinations (fused chan- 
nel) of the reduced components. Each dimension of hy- 
perspectral data is weighted and fused according to the 
extracted features, which means the generation of new 
channels from hyperspectral data. Results of feature ex- 
traction are applied to evaluating the performance of sen- 
sors and to designing a new sensor. 

INTRODUCTION 

Recently the dimension of remotely sensed data be- 
comes higher and higher because of higher spectral reso- 
lution, increasing number of sensors, and multi-temporal 
observations. Airborne Visible Infrared Imaging Spec- 
trometer (AVIRIS), for example, has 224 spectral bands 
in the 0.4-2.5/Ltm region [1]. In order to efficiently ob- 
tain necessary information from these hyperspectral data, 
or to transmit the data through a communication chan- 
nel, the quantity of data must be reduced. This can be 
achieved by extracting significant features. 

We present here a feature extraction method designed 
for object-oriented supervised classification. In classifica- 
tion of data we have some kind of objectives or intention. 
Therefore we introduce subjective significance explicitly 
into feature extraction. The purpose of our feature ex- 
traction is to extract a set of features which optimally 
separate one class from another among a particular set of 
important classes. 

One of the conventional methods of feature extraction 
utilizes an exhaustive search for selecting the best sub- 
set of sensor channels [2]. However, when it is applied 
to hyperspectral data, astronomical computation time is 
required to evaluate all the combinations of channels. Hy- 
perspectral data contain useful information in many chan- 
nels at the same time. Therefore it would be better to fuse 

the data from many dimensions and generate new chan- 
nels to extract important information. Principal compo- 
nent analysis [3] or canonical analysis [4] are the methods 
which can be used for fusing many dimensions of data. 
Though they extract features which yield high average 
separability among classes, they are not always suitable 
for object-oriented classification, because they are not se- 
lected from the viewpoint of particular discrimination. 
Our method extracts appropriate features as linear com- 
binations of reduced and orthogonalized components ob- 
tained by principal component analysis. Each feature is 
determined successively by considering the distance from 
the significant classes until the distance satisfies a condi- 
tion. 

The results of feature extraction can be applied to eval- 
uating the current sensors' efficiency and/or designing 
new sensors for a specific purpose. We will also show 
an example of evaluation and designing of sensors. 

PRINCIPLE OF FEATURE EXTRACTION 

Description of Data 
We assume that we can get training data for almost all 

the classes in an image and can estimate the characteris- 
tics of the classes. 

We denote N dimensional hyperspectral data by a vec- 
tor y = {y\,- ■■ IVNY and suppose that they are classi- 
fied into one of, say, n classes. Then, y can be decom- 
posed into class mean ya and within-class dispersion ye 

as yij = yai + yeij (i = 1 ~ n, j = 1 ~ nn) , where y^ 
is j-th data of class i. We write the covariance matrix of 
y, ya and ye as Cyy, Ca and Ce respectively. Here, we 
assume that Ce of each class is identical. 

Feature Extraction 
Here, we consider a case where several important classes 

should be discriminated from all the other classes. We use 
a measure of separability between two classes and extract 
the features which maximize the separability of a partic- 
ular pair of classes that we wish to discriminate. 

Our method consists of two steps of processing: pre- 
processing and feature extraction. In the pre-processing, 
hyperspectral data y = (j/i, • • •, j/jv)' are reduced and nor- 
malized to m (m < N) components z = (zi, • • •, zm)* by 
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a linear transformation z = A*y\ From the assumption on 
Ce that the within-class dispersion is the same for all the 
classes, they are normalized into m dimensional spheres 
after transformation. This makes the space uniform: this 
means that the distance measured in terms of variance 
does not have directionality in the space. 

In the second step, features are successively extracted [5] 
until there remains no class which has distance from the 
particular classes less than the minimum distance ob- 
tained so far. Feature extraction is done by determining 
sub-space in the feature space: that is, by making a lin- 
ear combination of z as a* z, where a is an m dimensional 
weight vector which we call here feature vector. The pro- 
cedures for determining successive feature vectors is as 
follows: 

(1) Set an optimal feature vector ai between the two 
nearest classes among the prescribed classes. 

(2) Evaluate the separability on ai for all the combina- 
tion of the prescribed classes. 

(3) If there is any pair of prescribed classes which does 
not have enough separability, set an additional fea- 
ture vector a2 perpendicular to ai between them. 

(4) Features are successively extracted until all the dis- 
tance among the prescribed classes are larger than 
the minimum distance obtained so far. 

(5) Apply the procedures (2)~(4) to the distance among 
the prescribed and the other classes. 

A feature a;*z is equivalent to (AaJ'y , because 
z = A*y, where (Aa*) means the factor for weighting 
each dimensions of the spectral data. Each dimensions 
are fused according to the extracted features (A a*) to 
generate new channels for object-oriented classification. 

EXPERIMENTAL RESULTS OF 
FEATURE EXTRACTION 

We acquired data for four growth-stages of tree leaves 
(A~D: from young to fallen), soil, stone and concrete 
by using a ground-based imaging spectrometer which we 
developed. We obtained 411 dimensional data from the 
sensor and used for the experiments. For estimating the 
mean and the variance of each class, 45 training data were 
used for each class. Averaged relative reflectance is shown 
in Fig. 1. In the following, the covariance matrices of the 
classes are assumed to be identical. 

After reducing and normalizing the data to 7 orthogonal 
components, features were extracted from one to another. 
Here we selected classes A and B as those significant to be 
classified. Two features shown in the form of the weight- 
ing factors in Fig. 2 are extracted. This figure shows how 
we weight and fuse the data and generate new channels 
sufficient for classifying classes A and B. The first feature 
is set between A and B, and the second is set between A 
and C. 

The test data of 196 samples for each class were clas- 
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sified by using linear discriminant functions. The classi- 
fication accuracy was compared with that by canonical 
analysis. Fig.3 shows the accuracy for classes A and B 
in terms of the number of features, which is about 35% 
(one feature) and 18% (2 features) higher than that by 
canonical analysis. 

APPLICATION TO SENSOR EVALUATION 
AND SPECTRAL BAND DESIGN 

We applied the result of feature extraction to the eval- 
uation of performance of sensors, which are evaluated by 
classification accuracy of significant classes. 

Hyperspectral data acquired are separated into two 
groups, and object-oriented features are extracted using 
the first half of the data. The other half of the data 
are classified by using the extracted features and by us- 
ing the spectral bands of a sensor under consideration. 
The performance is evaluated according to the accuracy 
of classification. 

In order to show the method, we picked up the subset of 
the bands from the Coastal Zone Color Scanner (CZCS). 
Because of the limited coverage for wavelength of acquired 
data, only three out of the six CZCS's spectral bands 
(bands 2,3 and 4) were used for experiments. Fig. 4 shows 
the classification accuracy by the three bands of CZCS, 
and by the extracted features. The former was lower than 
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the latter by about 9% when the number of bands was 
three. Thus, we can know that the performance of the 
three bands of CZCS is not sufficient for classifying the 
classes A and B. 

We also applied the extracted features for designing 
spectral bands. The features indicate how we give the 
weight and fuse the data as we mentioned before. The 
magnitude of extracted features are suppose to be sug- 
gesting informative spectral regions. Therefore, it is rea- 
sonable to allocate spectral bands to the regions where 
the magnitude of extracted features is high. 

An example of bands allocated to the prominent regions 
of extracted feature is shown in Fig. 5. Classification ac- 
curacy using these bands is shown in Fig. 6. When the 
number of bands is three (band 3, 4 and 5 in Fig. 5 were 
used), the accuracy of classification was as high as by the 
extracted features themselves. 

CONCLUSIONS 

We have proposed a feature extraction method for object- 
oriented classification of hyperspectral data. By extract- 
ing features, hyperspectral data are fused and new chan- 
nels are generated. The method was tested using 411 
dimensional hyperspectral data for two prescribed signif- 
icant classes. It was found that classification accuracy 
of the particular classes increased compared with classifi- 
cation using the features extracted by canonical analysis. 
We have showed a method to apply the extracted features 
to evaluating the performance of current sensors and to 
designing band of new sensors. It was shown that the 
spectral bands of sensors can be improved for a specific 
purpose by designing them according to the extracted fea- 
tures. Extension of this method to extracting quantitative 
information efficiently and accurately from hyperspectral 
data are subjects for a future study.. 
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Abstract - Remotely sensed imagery data from various 
satellite sensors are now available for environmental 
monitoring. However, due to the difficulty in surveying, 
it is not easy to obtain a sufficient number of training data 
for classifying these high dimensional imagery data. In 
order to make use of these imagery data, it is necessary to 
develop a classification method which can attain a high 
classification accuracy only using a limited number of 
training data. In this study, we have tested the bayesian 
approaches which integrate feature selection and model 
averaging in the classification process. The experiments 
are conducted using bayesian neural networks, gaussian 
process, and maximum likelihood for classifying wetland 
vegetation types using multi-temporal LANDAT/TM, 
JERS1/SAR, and ERS/SAR data. The results shows that 
the bayesian approaches work well for classifying these 
imagery data, and especially the gaussian process has a 
very high accuracy which outperforms other methods for 
classifying the sensor fusion data using JERS1/SAR and 
LANDSAT/TM. 

INTRODUCTION 

In order to accurately classify the multi-temporal sensor 
fusion data, it is necessary to use many training data to 
determine the parameters of the classification model. 
However, the number of training sample is often limited 
for the environmental studies such as wetland monitoring 
due to the difficulty in field investigation1)2). 

Feature extraction and selection method is often used 
to circumvent this problem3'. By using these methods, 
with the process of cross validataion4), we can reduce the 
parameters of the model. However these methods are not 
free from underfitting problem. Namely, there is a 
danger that the model is so simplified that it can not 
describe the difference between the classes sufficiently. 
The selected model also has an uncertainty because the 
choice is depending on the training data. Thus the model 
might not be optimal for real data classification. 

In stead of selecting a model, bayesian approach 

integrate the process of model selection and model 
averaging5'6'. Bayesian model calculate the posterior 
probability of each model with different parameters and 
integrate the model estimations by using these posterior 
as the weight for the model. Thus bayesian approach is 
free from overfitting and underfitting without reducing 
the features. As we need not separate the training the data 
for cross validation, we can make use of the limited 
number of training data without loosing the generality of 
the model. 

In this study, in order to see how the bayesian 
approach enhance the classification performance, we 
have conducted classification experiments using bayesian 
methods and compared with the conventional maximum 
likelihood method. Here, bayesian neural networks7' and 
gaussian process8' were employed as the bayesian 
classification method. These methods are tested for 
classifying the wetland vegetation types using multi- 
temporal LANDSAT/TM, JERS1/SAR, and ERS1/SAR 
data. 

DATA AND METHODS 

In the experiments, 13 scenes of LANDSAT/TM (Fig.l), 
JERS1/SAR (1993/4/3,1996/5/21,1993/6/30,1993/8/13), and 
4 scenes of ERS1/SAR (1993/4/29, 1993/6/3, 1993/8/12, 
1993/10/21) data were used for the classification after the 
geometric corrections to 20m resolution. 

Classification were conducted for 9 classes of 
wetland vegetation types (Alder, Alder/Reeds, Sphagnum, 
Pools, Trifoliata, Reed, Sedge/Reed, Sedge). 100 training 
data for each class were sampled and the accuracy was 
tested using 100 test data. 

The classification were conducted using the following 
3 methods, 
1)   Maximum Likelihood 

Multidimensional gaussian distribution with different 
covariance matrix was assumed for each class, and the 
matrixes were estimated from the training data and the 
class of the test data were predicted using maximum 
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likelihood method. 
2) Bayesian Neural Networks 

One hidden layer of the neural networks with the 
nodes of twice the number of input variables were used. 
All the parameters are given the priors and the posterior 
are calculated for the training data. The model prediction 
were then integrated over the parameter space with the 
posterior as weights. 
3) Gaussian Process 

By introducing the latent variables yW tyW>   for 

classes, the classification problem can be transformed to 
a regression problem. Then, the latent variables are 
modeled using gaussian process which is defined by the 
«»variance function. 

Cov[yi",yH = 7]t
2exp(- -iptä W+V 

where, *«> is the p input variables, i,j is the over the 

training data, nk and p^are hyper parameters, and the J is a 

jitter term to stabilize the calculation. 
Then the prediction for the test data can be calculated as, 

E[yri)\yk
m V^k/cvV* 

Finally, using the bayesian approach, the predictions are 
integrated over the parameter space by the Markov Chain Monte 
Cairo methods as, 

jP(ytl)\x^l\9)P(a,D)de = -fjP(y^\xi''tl\BM) 
" 1=1 

RESULTS 

1) The 13 LANDSAT/TM scenes were classified 
separately by the 3 methods and the accuracy 
(classification error %) were compared. The result 
in Fig. 1 shows that the gaussian process was 
superior to the maximum likelihood in 9 cases and 
the accuracy was higher more than 5% in 6 cases. 

2) Multi-temporal JERS/SAR and ERS1/SAR have been 
classified by changing the speckle noise filter. The filters 
used were FRS(Frost), Lee, MAP, MED(Median). The 
result in Fig. 2 shows that the MAP and MED filter 
perform well for both JERS1/SAR and ERS1/SAR data. 
Both of gaussian process and bayesian neural network 
were superior to the maximum likelihood in 6 cases, 
however the increases in accuracy were less than 3 %. On 
the other hand the accuracy was greatly improved for the 
sensor fusion data of JERS1 and ERS1. The accuracy of 

gaussian process and bayesian neural network was higher 
than the maximum likelihood around 10%. 

3) The classification accuracies are compared for the 3 
combinations using LANDSAT/TM, JERSl/SAR, and 
ERSl/SARdata. 
a) The 3 TM scenes acquired in June, August, and 

November are overlaid successively and classified. 
The result were shown in the left hand side of Rg.3. 
This shows that the gaussian process performed 
better as the number of the scenes increases. 

b) NDVI(Nc>rmalized Difference Vegetation Index) 
were calculated for 13 LANDSAT/TM scenes and 
was also combined with both the JERS1/SAR and 
ERS1/SAR. The result in the middle of Fig.3 shows 
that the only bayesian neural network increased the 
classification accuracy for this combination. 

c) The scene acquired in August which showed the 
highest accuracy was overlaid with the JERSl/SAR 
and ERS1/SAR scenes. The result in the right side of 
Fig. 3 shows that the JERSl/SAR information 
greatly improve the accuracy more than 5% and 
especially the gaussian process attained the highest 
accuracy of all. 
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Abstract: Research trend in future years is oriented towards 
the   development   of   integrated   systems,   which   collect 
information on the forecasting and detection of high intensity 
rain on a given region. These information generally come 
from various sensors. 
In this paper a work based on different sensed data from 
satellite is presented. 
All satellite data immages are geometrically geolocated by 
both solving the actual orbit equations and by the means of 
polinomial maps and ground control points. |\ 

INTRODUCTION 
The rain rate comparison here reported takes into account 
data coming from Meteosat and DMSP satellite 
The rain rate algorithm use the threshold method in the case 
of the IR images while a whole lot of different techniques 
have been tested for the rain rate retrieval from SSM/I data. 
SSM/I data have been obtained directly from NOAA-NGDC 
(National Geophysical Data Center) distribution archives 
while the Meteosat Images was received directly by the 
PDUS (Primary Data User Station) receiving station operated 
by University of Florence and PIN-Prato Ingegneria, This ** 
station is a twin digital receiver able to gather data also from 
polar satellites such as the NOAA serie. 
The rainfall results are compared with those obtained at the 
ground from a series of raingauges belonging to the the 
Italian  National  Hydrographie   Service  placed  along  the 
investigated area. 
Here follows a case study about the flooding of small rivers in 
the north of the Tuscany Region. This event is pretty 
interesting because the local orography encourage the 
formation of rapidly developing events with an hard intensity. 
These microclimatic behaviours are common especially in the 
summer time. 

PROCESSING SOFTWARE 
The AmEDIT software has been developed as a suite of 
computer programs in a modular way. Thus it is possible to 
add new functions just by changing or adding new modules. It 
may handle data coming from Meteosat MVIRI (Meteosat 
VISible and IR Imager) radiometer as well as NOAA 
(National Oceanographic and Atmospheric Administration) 
AVHRR (Advanced Very High Resolution Radiometer), 
DMSP (Defense Meteorological Satellite Program) SSM/I 
(Special Sensor Microwave/Imager) radiometers and ground 
rain gauges. The output of this software is represented as 
resampled and interpolated images with a common pixel grid, 
mainly in a standard projection map. 

COMMON MAP PROJECTION 
To obtain a map in a common cartographic projection the 
Mercatore one has been used. It has the advantages of being a 
conformal   transformation   with   perpendicular   grid.   The 
following formula is used: 

m = a0 ln(tan(7i/4 + lat/2)) - aj sin(lat) - a2 sin3(lat) + 
- a3 sin5(lat)   [min] 

where the coefficients are computed for an earth eccentricity 
taken by the WGS-84 ellipsoid: 

e=0.08181901 
a0 = 3437.74677078 [min]; 
a, =23.01348 [min]; 
a2 = 0.05135343       [min]; 
a3 = 0.00020626673 [min]. 

15 20 25 
Ion (deg) 

Fig. 1 - Trace of the subsatellite point relative to the analized DMSP 
orbit superimposed to a map of Europe sampled from a map by 

Italian Navy Idrographic Institute. 

The digital map used was produced by sampling coastlines of 
the Italian Navy Idrographic Institute, Map Number 340/INT 
301 scale 1:2,250,000 (41 deg 30' N) Mercatore projection, 
Datum ED50, after conversion to WGS84 (see Fig. 2) 

RAIN RATE ESTIMATION 
The rain rate comparison here reported takes into account 
data coming from Meteosat and DMSP satellites. 
In the case of the IR images from the Meteosat, the rain rate 
algorithm use the threshold method (NAWT) [1]. 
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Fig. 2 - The rain rate algorithm, in the case of the IR images 
from the Meteosat, use the threshold method (NAWT). It 
shows a precipitation area larger than the actual one and 

placed much more south. 

This method first extract the top of the clouds temperature 
from the IR Imagery and the temperature   histogram. Then 
consider a cloud with area A defined by the 235 K isotherm 
and with temperatures T50„/o, Tl0% and Tmin defining the 
coldest   50%   area,   coldest    10%   area   and   minimum 
temperature respectively. 
A whole lot of different techniques have been tested for the 
rain rate retrieval from SSM/I data [2][3]. 
The AmEDIT software has presently modules for up to 15 
different algorithms: 

- Grody; 
- Ferryday (2 versions): 
- Barrett: 
- Smith (2 versions). 

- Adler (2 versions); 
- Ferraro (2 versions); 
- Calval (3 versions); 
- Linear (2 versions); 

SATELLITE DATA SOURCES 
SSM/I data are not directly available but they have to be 
gathered from agencies such as NOAA. which submit data to 
a pre-processing and distribute them. The here used data are 
in standard XDF (external Data Format) and have been 
obtained directly from NOAA-NGDC (National Geophysical 
Data Center). 
Meteosat Images was received by the PDUS (Primary Data 
User Station) receiving station operated by University of 
Florence and PIN-Prato Ingegneria, This station is a twin 
digital receiver able to gather data also from polar satellites 
such as the NOAA serie. 
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Fig.3 - Example of the rain rate retrieval from SSM/I data. 
The algorithm is the Calval one. 

GROUND DATA VALIDATION 
The rainfall results are compared with those obtained at the 
ground from a scries of raingauges belonging to the the 
Kalian National Hydrographie Service placed along the 
investigated area, (see Fig. 4). The raingauges have provided 
reliable measurements over the whole investigated area and 
with no time gaps. 
A comparison between the numerical values has highlighted 
that the satellite estimation is far more lower than the gauge 
one even if in the SSM/I it is closer to the true. 
In the examples, see. Fig. 5, the precipitations mesaurement 
in the hours around 6 UTC at the gauge was 150 mm/h while 
the SSM/I one was 12 mm/h (Fig. 3) and Meteosat was 8 
mm/h (Fig. 2). it should be noted that gauge integrates over a 
small area and a long period of time, on the contrary 
satellites integrate over a large area in a short period of time. 
Our work at present and for the next future is oriented in 
build a data base of the various events that occourred. This 
for Meteosat, SSM/I and raingauges. It is useful for a correct 
interpretation of satellite data about the particular area under 
analysis. 
Results are of general interest also over differnt areas with 
different orographic characteristics. 

CASE STUDY: THE VERSILIA FLOOD 
Here follows a case study about the flooding of small rivers in 
the north of the Tuscany Region. This event is pretty 
interesting because the local orography encourage the 
formation of rapidly developing events with an hard intensity 
(see Fig. 5). These microclimatic behaviours are common 
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especially in the summer time when intense evaporation they 
cannot be scattered because of the presence of the mountains 
chain. Thus it can lead to the formation of cumulus clouds 
that can in turn deal to intense precipitation for little periods 
of time and over small areas. 

X10° 

ftOeJtfo rzano 

6.05       6.1       6.15 
XUTM 

6.25 

x10 
Fig. 4 - The Automatic recording stations placed in the north 
of Tuscany. The horizontal line is the 44th parallel. The grey 

shades show the orography of the region. 

In the case of the Versilia Flooding, the period of time was 
particularly long giving no time to rivers to waste the fallen 
water. More, SSM/I D-Matrix algorithm, showed no wind 
over the sea, so the clouds didn't move during the 
precipitation event. 

Pomezzana Stations • Precipitation's of the day 19 Jun 1996 
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Fig. 5 - Precipitation height recorded at the Pomezzana 

Station. It show a very high peak around 6:00 UTC (that's 
7.00 Local Time). Position of the station: 10°21'35" E, 

43°59'50" N 

CONCLUSIONS 
Result here reported confirm that with the microwaves data it 
is possible to obtain rain rate values accurate in both values 
confidence and location, but with poor spatial resolution. On 
the contrary, IR data give higher spatial resolution and a 

continuous monitoring of the observed area but with just 
qualitative values of both rain rate and location. It must be 
noted that the centers of the two area are displaced over about 
50 Km and only partially overlapped (see Fig. 6) this is due to 
the different phisical parameter measured by the sensor: Top 
of clouds temperature in the IR and the scatterig due to the 
micrometeores in the microwaves. Nevertheless the 
multisensor methods, applied regularly to the same region can 
give good forecasting of the high intensity, dangerous, events 
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Fig. 6 - comparison between the rain rates obtained from the 
SSM/I sensor and the Meteosat IR sensor. 
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Abstract -- NASA and NOAA are now sponsoring 
Advanced Geosynchronous Studies (AGeoS), technology 
work that will lead to the next generation of space sensors 
located in geosynchronous orbit. 

INTRODUCTION 

In the early 1990's, NASA commissioned a Geostationary 
Earth Observatory (GEO) team [1] to study the utility of 
environmental observations from geostationary orbit. This 
GEO study concluded that: "In many respects, the polar- 
orbiting instruments study the effects of processes, whereas 
the geostationary instruments can study the process itself." 

Indeed, research in climate change consists of determining 
how the long-term changes affect short-term processes, and 
how those altered short-term processes, in turn, establish 
new long-term behavior. Because the diurnal cycle drives so 
many energetic short-term processes, it is necessary to 
directly measure rapidly changing components like winds, 
clouds, aerosols and precipitation on a global scale. While 
a polar-orbiting satellite can observe the entire globe at 
high resolution, it cannot resolve the diurnal cycle. While a 
geosynchronous satellite can resolve the diurnal cycle, it is 
limited about one-quarter of the earth's surface. Therefore, a 
combination of remote sensing data from both platforms 
yields a synergistic system for studying both the processes 
and the resulting changes in weather and climate. 

For the last 25 years, National Oceanic and Atmospheric 
Administration (NOAA) has been flying Geosynchronous 
Operational Environmental Satellites (GOES) to observe 
weather. In the mid-1990's, a new generation GOES imager 
and infrared Sounder came on-line with accurate radiometric 
calibration and earth-location, with performance similar to 
the NOAA polar-orbiting instruments. 

Up to the early 1980's, NASA's Operational Satellite 
Improvement Program (OSIP) orchestrated changes in the 
NOAA satellites [2]. Since that time, there is a next- 
generation National Polar-Orbiting Environmental Satellite 
System (NPOESS) being planned, but there is no 
corresponding effort to infuse advanced technology into the 
GOES program for improved weather and climate 
monitoring, or to coordinate the polar- and geo-systems 
[3]. To deal with this issue, an AGeoS team has been 
formed to consider improvements in future GOES 
missions [4]. 

NASA's Mission to Planet Earth (MTPE) has developed a 
low earth orbit imager called the Moderate Resolution 
Imaging Spectrometer (MODIS) carrying 36 spectral 
channels from 0.4 to 13.3 pm in wavelength [5]. MTPE 

U.S. Government work not protected by 
U.S. copyright. 

will also fly, on the Earth Observing System (EOS) 
missions, microwave sensors that probe to lower levels of 
the atmosphere when clouds are present. With similar 
imaging and sounding data from geostationary orbit, 
numerical modelers would have access to the diurnal drivers 
of climate change. 

In addition to imaging and sounding, AGeoS will consider 
requirements for a lightning mapper, more efficient ground 
distribution and autonomous spacecraft control systems, 
spacebome architecture tradeoffs (i.e. constellation studies), 
and the science algorithms associated with all of these 
enhancements so they can be effectively used by the 
scientific community. To address all of these issues joint 
NASA/NOAA Management and Science Teams have been 
established to oversee the AGeoS effort. This report 
briefly describes the initial steps being taken to investigate 
the high priority geosynchronous measurement needs 
identified so far. 

IMAGER 

Using current technology, it is possible to build a GOES 
imager agile enough to provide continental U.S. coverage 
synchronized to the national weather radars and also several 
full-disk images every hour. NASA-Goddard Space Flight 
Center has studied the Geosynchronous Advanced 
Technology Environmental System (GATES) [6] as one 
way to deliver full-disk images in all the MODIS spectral 
window channels. 

The GATES imager study shows that recenüy developed 
technologies are sufficient to create a geosynchronous 
imaging system that will likely meet or exceed all known 
National Weather Service (NWS) next generation GOES 
imaging needs while simultaneously providing valuable 
climate imaging data. Some of the key technologies are 
photovoltaic long wave detectors, large focal plane arrays 
with high performance readout circuitry, wide field large 
aperture optics, stable and thermally conductive mirrors and 
composite structure, high-repeatability full spectrum 
calibration, reliable and low-vibration mechanical coolers, 
loop heat pipes, very high speed communication and 
processing systems, automated image registration and 
resampling algorithms, and highly autonomous operation. 

Many of these technologies are, however, unproven in 
space to the degree required by GOES. Of chief concern is 
the large degree of cost, schedule, and performance risk 
involved in integrating many new technologies into a 
precision sensing system. Demonstrating that these 
components will work together in a calibrated system and 
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provide the required quality of science and weather data is 
critical for infusion into an operational program. 

AGeoS is investigating the pros and cons of various 
geosynchronous imaging techniques through a series of 
trade studies that will be used to focus technology 
development and demonstration activities. A laboratory 
testbed will likely be developed that will integrate the 
technologies together as a first step in evaluating mutual 
compatability. This testbed will also be valuable in 
developing streamlined performance verification techniques 
to reduce the cost and risk of flight instrument integration 
and test. 

Certain system level technology issues such as proof of 
techniques to overcome the geosynchronous solar 
environment, and proof of sufficient performance and 
reliability to meet GOES operational needs must await 
actual demonstration in geosynchronous orbit to be truly 
resolved. 

INFRARED SOUNDER 

In 1996, the GATES-2 studies looked for a high spectral 
resolution infrared (IR) sounder design that could coordinate 
measurements with a microwave (MW) sounder from a 
single geosynchronous IR/MW platform. An MIT Lincoln 
Laboratory IR interferometer sounder concept uses a 65K 
6x6 photovoltaic HgCdTe Focal Plane Array. For 
compatibility with the microwave sounder, the GATES-2 
IR sounder concept used a 22 cm aperture with an internal 
nodding mirror. Nodding compensates for spacecraft scan 
motion that is being used to raster the infrared and 
microwave field-of-view over the earth disk. 

AGeoS will be taking a broader look at geosynchronous 
infrared sounding techniques and will be initiating 
technology development and demonstration activities. Key 
technology issues will be the evaluation of various types 
of interferometers and spectrometers for their viability in 
geosynchronous earth sensing, the use of large focal plane 
arrays to increase ground coverage rate, evaluation of 
calibration requirements and techniques, and issues 
surrounding synchronized operation with a microwave 
sounder. The latest subsystem technologies will be 
evaluated, some of which are being developed for NASA's 
New Millennium Program (NMP). NASA's Strategic 
Enterprise for Atmospheric Science at Langley Research 
Center will play a major role in this study. 

MICROWAVE SOUNDER 

The GOES satellites currently have no microwave 
frequency sounder on board. Thus, current IR sounding 
techniques are limited by clouds. In NOAA's vision of the 
future, co-registered infrared and microwave sounders will 
do the temperature profiling and water vapor tracking 
required   for   predicting   severe   storm   activity.      The 

Geosynchronous Microwave Sounder Working Group 
(GMSWG) has proposed a microwave sounder [7]. 

The least mature of the technologies being considered in 
the next generation geostationary platforms are related to 
microwave sounding. Feasibility studies for performing 
microwave sounding from a geostationary orbit were 
performed in the 1970's [8]. The study found that placing a 
large aperture antenna to realize reasonable spatial 
resolution and developing reliable low noise receivers 
sensitive enough for sounding measurements were of 
greatest challenge. Today, these challenges still represent 
the barriers to realizing a geostationary microwave sounder. 

The current strawman configuration being considered is 
derived from recommendations from the GMSWG. The 
design uses twelve channels centered about four frequencies 
at 118 GHz, 183.31 GHz , 380 GHz and 425 GHz. A two 
meter aperture provides a resolution of 20 km at the two 
highest frequencies, the maximum spatial resolution 
deemed useful by the GMSWG. Of particular challenge is 
obtaining 10 micron surface accuracy across the aperture to 
obtain better than 90% beam efficiency at the higher 
frequencies. Numerical modeling of the structural integrity 
of a composite antenna design is in progress. Determining 
the influences of thermal loading on aperture efficiency is 
of key consideration. 

The highest priority technology need is to develop low 
noise receiver components at the submillimeter wave 
channels of 380 GHz and 425 GHz. The previous work in 
space science [9] plus additional development of planar 
diode mixer components at 557 GHz have established a 
good approach to this challenge. A research grant has been 
provided to the University of Virginia to build breadboard 
front end devices and matching circuits to demonstrate low 
noise performance at 380 and 425 GHz. Precision 
machining for integrated feedhoms and resonant cavities 
will be made repeatable using a new plastic molding 
process developed by the University of Virginia. Flying 
these technologies on an aircraft instrument will provide 
relevant data for assessing these new channels. 

LIGHTNING MAPPER 

A low earth orbit lightning mapper, the Optical Transient 
Detector, is currently on orbit, and a similar instrument 
will be flying on board the Tropical Rainfall Measurement 
Mission (TRMM) scheduled for launch later this year. 
However, these measurements do not provide the capability 
to continuously monitor specific storms or storm systems. 
Clearly, geosynchronous orbit provides the best vantage 
point for continuous monitoring of regions of interest 
Data from a geosynchronous lightning mapper will be 
especially useful in concert with other measurements of 
water in the atmosphere. 
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Modem solid state mosaic focal planes have enabled these 
scientific instruments to be low impact on system weight 
and volume budgets. The prime technology challenge for a 
geosynchronous lightning mapper will be the development 
of the real time event processor that can extract the 
momentary differences in intensity of a lightning event. 
The Marshall Space Flight Center will be leading this 
investigation. [10] 

ADVANCED GROUND SYSTEMS 

The infusion of advanced instruments into the GOES 
program will significantly increase the downlink data rate 
to a level that is beyond the capability of the current GOES 
ground station and data distribution system. This study 
will investigate new ground station and data distribution 
architectures for delivery of advanced data products to users. 

The investigation of advanced ground systems must take 
into account synergism with the MTPE products acquired 
in low earth orbit A subset of the climate data must be 
compatible with the daily data requirements used by the 
National Weather Service (NWS) forecast models. A 
technology demonstration mission would allow NWS data 
products to merge with minimal disruption to the 
operational system. 

GOES CONSTELLATION STUDIES 

The GATES studies suggested that technology 
demonstrations should be accomplished with a series of 
small scale missions to minimize cost and risk. Perhaps 
this architecture is also best for the future fleet of 
operational satellites. Of prime concern for infusion of 
technology into the operational GOES program is how 
technology can be used to make the space segment as cost 
efficient and flexible as possible while providing improved 
and expanded measurements. This constellation study will 
investigate the issues and options surrounding large- 
satellite versus small-satellite versus hybrid architectures. 

SUMMARY 

The AGeoS team has used the mutual interest of the 
NASA/MTPE and NOAA/GOES programs to define the 
objectives of a technology infusion study. With the point 
designs that came from early studies sponsored by NASA, 
more system and technology trades have been uncovered. 
AGeoS technology mile-stones include laboratory testbeds, 
aircraft instruments, and flight demonstrations achieved 
through a NASA pathfinder program such as the NMP or 
the Earth System Science Pathfinder (ESSP) program. 
Investigations infusing new technology and measurements 
into the GOES program will come through constellation 
and ground system studies. 
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ABSTRACT 

This paper presents the results of a study 
carried out for ESA by Alenia Aerospazio, 
regarding the identification the future (2005- 
2010) Earth Observation (EO) market, 
requirement, concepts, architecture and 
technologies. 

the user via multimedia satellite or ATM 
backbone 

Direct data reception: users receive processed 
data directly from the satellite by a S-band 
link. 
The market analysis result shows that 
revenues for 600-2000 MECU/y can be 
captured if a suitable architecture of services 
is settled. 

1. INTRODUCTION 
With the aim to identify new concepts , 
architecture and technologies for the 
implementation of 2010 services, ESA 
assigned a study to a team of Industry and 
Universities leaded by Alenia Aereospazio. 
The consortium is composed of: Alenia 
Aerospazio (I), University of Naples (I), MDA 
(C)andESYS(GB). 

The study results are summarized in this 
paper, presenting how from the market 
analysis we are passed to the system design, 
the technology selection, the cost evaluation 
and the business plan preparation. The studied 
system is dubbed Future Earth Observation 
System (FEOS). 

2. MARKET ANALYSIS 
After the market study exploited by ESYS a 
set of services has been identified for FEOS: 

• On-demand near real-time data access: 
user can request a data set or a product 

and receive it after 7 hours. Typical 
applications are: all weather all time 
mapping, law enforcement, oil spillage 
detection, disaster detection and 
monitoring, pollution control, etc. 

• standard products: products can be 
accessed by selecting application and area 
of observation, then intelligent S/W agents 
find data and remote computing resources. 

• Continuos data delivery: special areas are 
routinely observed and product delivered to 

3. REQUIREMENT 
From the market analysis have been derived a 
set of mission and services requirements for a 
future EO system to be deployed in 2010 . 

Requirement Value/feature 
global access time (GAT) < 7 hours 
all          weather/day-night 
capability 

need SAR 

high     spatial     resolution 
(HSR) images 

<0.5 m optical 
<1 mSAR 

pointing accuracy < 3.8 10E-3° 
images geolocalization <1 m 

programmable     swath 
dimension 

>10   Km   for 
HSR 

3-D images in both optical 
and MW bands 

stereo+     SAR 
interferometry 

MTI capability option 
multispectral capability 0.4-2/3-5/ 

8-1 lum 
service life time 15-20 years 
direct access to satellite by 
users 

Xband 

direct gruond Rx • full       raw 
data 
(2Gb/s) 

• processed 
data (2Mb/s) 

service availability >0.95 
low   implementation   and 
operation cost 

commercial 
rules applicable 

The parameter GAT includes the time 
between the user request and the delivery of 
the information at the user facility. It is 
composed of: the time needed for mission 
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planning and commanding, the space segment 
revisit time (fixed lower than 6 h.) and the 
data processing and dissemination time. 

4. SYSTEM ARCHITECTURE AND 
TECHNOLOGIES 

The first comment to the requirement is that 
the global acceess and the high revist time can 
be achieved only by a constellation of satellites 
in LEO orbit. Than the all weather, around the 
clock observation need a microwave imaging 
sensor, tipically a SAR (Synthetic Aperture 
Radar). The future technology (the system is 
designed for 2010) shall permit the 
implementation of small satellite (< 300 Kg) 
embarching high resolution sensors. 
The system architecture, see fig 1. is based on 
the following ideas: 
- use small satellite in costellation 
- implement both optcal and SAR sensors 
- accomodate single payload on the s/c , so to 
minimize s/c weight and optimize 
constellation orbital planes 
- decrease optical satellite orbit altitude to 
reduce payload complexity. This choise is 
payed with an increase of the number of 
satellites in the orbit plane but it is supposed 
that what should be minimized is the cost of 
the sensor 
- use automatic remote stations for receiving 
the sats measurement data, process and 
transmit them via multimedia satellite the 
products. 
- command and control the constellation by a 
single station and multimedia sats as TT&C 
relay. 

ORBIT SELECTION 
Starting from the assumption to design an 
instrument which can access a field of regard 
comprised within the 15°-55°, then the SAR 
satellite selected orbit (-410 Km, dawn - 
dusk) gives a global access time of 14 hours 
with a single orbital plane and 5 satellites. By 
a second orbit plane shifted of 92.9° (noon 
orbit) the time is reduced to 7 hours. 
Altenatively, if both sides of the satellite 
nadir trace can be accessed by roll-axe tilting 
or two antennas, two orbital planes with four 
satellite allow a global revisit time of 6 hours. 
The optical sat orbit was selected to stay as 
low as 280 Km. With a +/- 35° sensor tilt 
capability, we need 5 sats to achieve 24 hours 
revisit time. 

SAR SENSOR DESIGN 
In order to explore new technical solution it 
was  studied  SAR design  at Ku  and Ka 
frequencies.    The   Ka    design    is    almost 

impraticable due to the high atmospheric 
attenuation but the Ku sensor is really very 
attractive . First it is possible to met the spatial 
resolution requirement without steering the 
antenna beam because of the reduced antenna 
dimension requirement (2m x lm) than we 
can implement single pass interferometry 
embarching two antennas on a single sat with 
a 60m lenght boom, now perfectly feasible. 
The transmit power is in the order of 4 Kw for 
a 20 dB sigma nougth. The use of advanced 
technology like: 
- ultralightweight panel 
- foldable/ inflatable structure 
- miniaturized T/R modules (HBT,pHEMT) 
- multifunctional structure 
- fotonic technology (OBF..) 
- smarts and MEMS 
- 3D MCM 
- advanced computer architecture with ASIC 
for dedicated functions like data compression; 
shall lead to an instrumet design with a weight 
of about 60 Kg and a power consumption of 
425 watts. 

OPTICAL SENSOR DESIGN 
Different concepts have been studied for the 
optical sensor design based on conventional 
and innovative approaches. At the end the 
most innovative has been selected whose 
main mirror is composed of a mosaic of 
deployable segments. Each segment is built 
with ultralightweight graphite and embedded 
with smart materials to compensate for 
distorsions. The budgets are: 30 Kg for weight 
and 60 watts for power. 
Enabling tecnologies are: 
- segmented deployable structure 
- improved crycooler 
- improved detectors and FPA 

SATELLITE DESIGN 
The future satellite design shall be performed 
around a single processing architecture to 
support the functions of sat control, 
navigation and attitude control. 
High on board autonomy shall permit faults 
detection and recovery, orbit maintenance, 
pointing, high tic level. This reduce the 
operation cost, the risks of errors and increase 
the payload operability. 
Of great importance is the on-board power 
generation obtained by more powerfull solar 
cells (multijunction, concentrators, etc.) 
deployed by inflatable or hybrid techniques. 
Electrical propulsion is a mandatory choise at 
280 Km because of high propulsion efficiency. 
An improved fuel efficiency of 25 times is 
expected in the near future. Our optical sat 

988 



need 350 Watts more for this propulsion 
system. 
Finally lightweight structure based on very 
high modolus CFRP will imply a 8-14% less 
weight. 

GROUND SEGMENT DESIGN 
The ground segment is based on a Central 
Mission Planning and Control Center which 
provides constellation control and plan the 
user requests. The satellite transmit the data to 
the Acquisition station distribuited along the 
World, 15 are enough to cover the lands. They 
receive the data automatically at very high 
data rate (2 Gbps) and retransmit or the data 
itself or the near real time elaborated products 
to the users via a multimedia sats or via the 
ground based B-ISDN with the INTERNET 
service. In pratice, it shall be possible for a 

single user receive the information via a 
cheap, standard portable multimedia terminal 
everywhere in the globe. Key technologies 
come from multimedia word and are: nomadic 
computing, intelligent agents and networks. 

7. CONCLUSIONS 

An overall mission cost has been estimated, 
based on previous experiences in 
GLOBALSTAR and COSMO programs, see 
figure 2. For a 15 years mission 4000 MECU 
are needed to settle the service but if the 
market expectations are maintained the 
mission is very profitable. 
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mission plannig 
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figure 1. Overall system architecture 
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OVERVIEW 

Two complementary future SAR instruments to be carried 
on separate platforms have been studied by the European 
Space agency (ESA). (1) CLIMACS, a modest-resolution, 
global monitoring SAR. (2) NGSI, a high resolution, flexible 
viewing SAR. CLIMACS will provide a long-term, 
uninterrupted global monitoring of land and ice surfaces 
with high temporal, high radiometric resolution. NGSI will 
be an all-purpose sensor providing synoptic views of selected 
scenes. The NGSI study goal was the definition of future 
technology developements. 

In parallel, the German Space Agency (DARA) is funding 
the development of an active antenna demonstrator (DESA) 
in order to promote further technological developments. 

NEXT GENERATION SAR INSTRUMENT 

System Aspects and Requirements 
The instrument is a fully polarimetric, dual frequency 

sensor operating simultaneously at X -and L-band and is 
suitable for long term repeat pass interferometry. The 
instrument is compatible with the ARIANE V launcher, the 
orbit altitude is 600 km. The most demanding requirement is 
the fully polarimetric operation in a high resolution imaging 
mode providing a swath width of at least 80 km at an 
incidence angle of 15 deg. The purity of the fully 
polarimetric image is defined via the Stoke Scattering 
Operator Bias (SSOB) required to be less than +/-10%. Due 
to international frequency band allocations, the system 
bandwidth is limited to 85 MHz resulting in a range 
resolution of 5m for incidence angles of 21 deg. and higher. 
During the study, the original azimuth resolution 
requirement of 5m was changed to 7.5m in order to improve 
the fully polarimetric swath width. The measurement 
sensitivity of the sensor is defined via the Noise Equivalent 
Sigma Zero (NEQSZ) being better than -21 dB at X-band, 
and - 29 dB at L-band. The radiometric stability is required 
to be less than 0.4 dB. In order to allow long-term repeat 
pass interferometry, the phase drift rate of the instrument 
should be less than 0.2 deg/sec. Basically, five different 
modes of operation are defined. High resolution (5m) images 
are required in the fully polarimetric mode, the co- or cross- 
polar mode, the alternating polarisation mode and the wave 
mode. 

Additional ScanSAR modes provide high (5m), medium 
(100m) and low (500m) resolution images. 

The maximum radar raw data rate from the 8-bit A/D 
converter of 4x 1.25 Gbps requires data reduction and 
compression schemes as well as on-board data processing. 

Trade-off Results 
For each of the investigated frequency band (X, C, S, and 

L-band), six different rf-power generation and distribution 
concepts have been traded-off with respect to power 
consumption, mass, complexity and calibration feasibility. 
The concepts are: (1) Central tx/rx signal generation and 
reception. (2) Central tx and Subarray level rx concept. (3) 
Subpanel level tx/rx concept. (4) Row level tx/rx concept. (5) 
Subpanel level tx and Subarray level rx concept. (6) 
Subarray level tx/rx concept. 

For the X-band, the fully active concept (6) with rf power 
generation and reception on subarray level via T/R modules 
has been selected. For the L-band, the row level concept (4) 
has been selected where each row is fed by a single transmit 
and receiving unit containing redundant HP As and LNAs. 

Antenna Design 
Each antenna is divided into 5 mechanical panel and into 

40 subpanel. The subarray length is 0.35m at X-band and 
0.7m at L-band resulting in a total length of the antenna of 
14m. In elevation, 32 rows are necessary to meet the fully 
polarimetric ambiguity ratio requirement of 20 dB and the 
Stokes Matrix Operator Bias requirement of +/-0.1. At X- 
band, each of the 1280 T/R modules provide about 6.5 W rf 
peak o/p power. At L-band, 450 W per T/R unit is required. 
In total, the instrument consumes 4.6 kW DC power. Due to 
a structural integrated design, the mass of the X-band 
antenna is 370 kg only. No structural integrated design has 
been performed for the L-band resulting in an antenna mass 
of 1177 kg. The X-band radiators are wave guides in 
metalled CFRP providing low loss (< 0.3 dB) and high 
polarisation isolation (35 dB). Similar performance can be 
achieved at L-band, where four stacked patches with 
suspended dielectric skins form one subarray. 

Instrument Performance 
With the chosen instrument design, all requirements 

could be met. The high resolution, fully polarimetric swath 
width (first swath) is 80 km and ranges from 15 to 22.5 deg. 
incidence angle. The correspondent first swath for single 
polarisation is 125 km wide and provides the- same 
sensitivity of NEQSZ < -21 dB. 
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Stokes Scattering Operator Bias 
Another demanding requirement is due to the SSOB. The 

polarisation state of a plane wave can be described by its 
Stokes' vector. The scattering process is described by the 
Stokes' Scattering Operator (SSO) relating the incident wave 
with the scattered one. The Stokes' Scattering Operator Bias 
(SSOB) is the difference between the SSO as expected 
exclusively from the scattering process and the measured 
SSO including instrument errors like antenna leakage in 
polarisation and channel imbalance. In the general case of 
an unique scatterer the 4*4-matrix of the SSO consists of 7 
independent variables, four amplitudes and three relative 
phases, resulting into nine relations among the elements of 
the SSO. Due to the assumed symmetry of the scattering 
process of HV and VH, the SSOB consists of seven different 
non-zero elements, including the normalised E0,0 element 
being unity in any case. An example of the elements of the 
SSOB is shown in fig. 1-1 for the first swath. 
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Fig. 1-1: Relevant elements of the SSOB 

The main contribution to the SSOB is due to polarisation 
leakage in the antenna mainlobe region. The requirement of 
SSOB<+/-0.1 could be met over the whole swath with a 
channel imbalance of 0.4 dB in gain and 5 deg. in phase for 
each, the tx and the rx path. The antenna cross-pol level is 
assumed to be -35 dB. 

DESA BASED SAR INSTRUMENT 

Background 
The objective of the DESA project (DEmonstrator SAr) is 

the definition and building of one flight representative 
electrical panel of an active antenna envisaged for an X-band 
SAR instrument. Necessary technologies will be developed 

and tested in order to reduce technological risks for future 
projects. Main emphasis is put on the T/R module and 
antenna radiator design. Based on the DESA technical 
parameters and the requirements drawn to current and 
possible future instruments as ERS-1, SIR-C/X-SAR, NGSI 
and CLIMACS, a reference SAR (SAR-R) is designed in 
order to demonstrate its performance. 

Antenna Design 
The SAR-R antenna is divided into 5 mechanical panel, 

each mechanical panel carries 6 electrical panel. An 
electrical panel consists of 30 subarrays with a length of 
0.4m resulting in a total antenna size of 12m x 0.7m. Two 
classes of T/R modules (high and low power modules) are 
connected to the subarrays in order to provide some fixed 
antenna amplitude taper in the tx case. In the centre region 
of the antenna (row 8 to 23), 16 high power modules are 
assembled whereas the outer rows 1 to 7 and 24 to 30 are fed 
by the low power modules. In total, 5.4 kW rf peak power is 
generated by the HP As. Due to the low loss of the active 
antenna, the radiated rf peak power is 3.8 kW. The receive 
path loss including all elements between the radiator and the 
LNA is 1.94 dB. The Noise Figure of the LNA itself is 1.1 
dB. 

Calculated Performance 
With respect to NGSI, the geometric resolution of DESA 

is increased to 5m x 6.5m due to the increased chirp 
bandwidth (100 MHz instead of 83 MHz) and the reduced 
antenna length (12m instead of 14m). The total difference in 
system gain is 2.83 dB. For this reason, the width of the first 
swath over which the sensitivity requirement is met is 65 km 
only. This is shown in fig. 1-2. 
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instrument performance is summarised in table 1-1 where 
the range of incidence angle over which the requirement is 
met is given. 

Ambiguity free 
Swath (23 dB) 

Sensitivity 
Swath (-21 dB) 

Ground 
Coverage 

Swath-1 15-25 deg. 17.8-24 deg. 65 km 
Swath-2 23-32 deg. 24-30.7 deg. 78.9 km 
Swath-3 30.2-39 deg. 30.5-38.2 deg. 102.4 km 
Swath-4 37.5-43.5 deg. 38.2-43 deg. 73.1km 
Swath-5 43-46 deg. 42.4-47 deg. 60.1km 
Swath-6 45.5-50 deg. 45.6-49.8 deg. 77.3 km 

THE CLIMACS INSTRUMENT 

The mission is intended for the Climate study of Land 
surfaces and Ice using Microwave ACtive Sensing 
(CLIMACS). Possible companion instruments for inclusion 
on the CLIMACS mission include a medium resolution 
imaging spectrometer and an along track scanning 
radiometer (ATSR). The CLIMACS initial performance 
requirements are reported in Table 1 

Table 1-2: Main requirements parameters 
Parameter Value 

Coverage Global within 3 to 5 days 
Orbit Polai 

km 
, sun-synch. Altitude 500-850 

Frequency 2 or 3 among P,L,C,X 
Polarisation HHandW 
Spatial resolution 250-1000 m 
ISLR >20dB 
PSLR >25dB 
Ambiguity ratio >20dB 
Radiometrie accuracy < 0.6 dB 
Radiometrie Stability < 0.3dB (image) 

< 0.5dB (mission) 
Channel imbalance < 0.5 dB 
Mass < 200 kg 
Antenna size 12 m* 2.6 m 
Power consumption <150w 
Reliability 0.9 
Platform ERS-1 or JERS-1 types 

Trade-off 
Many concepts were considered during the trade-off 

study, mainly: Conventional SAR, Multiple SAR, ScanSAR, 
Low PRF ScanSAR, Multiple Beam ScanSAR. The selected 
system is the ScanSAR mode which synthesises a good 
coverage with an easy implementation. 

Baseline 
The instrument baseline, selected from two options (4 and 

5- subswaths system) and two design concepts (Blass matrix 

or phase shifters), consists of a dual frequency instrument at 
L and X band. Dual pol mode (HH and W) is implemented 
at L-band; the X-band SAR implements a single pol mode 
(HH or W). The selected concept shall have a radiometric 
resolution of 0.4 dB with a spatial resolution of 2x2km2. A 
ScanSAR mode with a total swath of 420 km and four 
subswaths is selected. For L-band we opt for the 4 scan cycle 
system, which then reduces to 2 scans for each polarisation. 
For the X-band a single scan timing cycle is assumed. 

Instrument design 
The proposed instrument architecture consists of: 

1. centralised HP A plus Blass matrix for the X-band. 
The antenna is split in 12 electrical panel (grouped in six 
mechanical panels if accommodation in the Ariane 4 fairing 
is considered) each one with its Blass matrix. To synthesise 
the required beams and to avoid the losses due to the 
intrinsic non-orthogonality of the beams, the beams are 
grouped two by two and realised by two different Blass 
matrices for each electrical panel. 

2. the L-band antenna is split in six electrical panels 
(one HPA and LNA per panel; six mechanical panels). The 
required four beams are grouped two by two. Each group is 
realised by a Blass matrix. Polarisation switches are set 
between the Blass matrix and the radiator to select the 
required polarisation. 

CONCLUSION 

The study of the NGSI demonstrate that a fully 
polarimetric dual frequency SAR mission appears to be 
feasible from a technical point of view. Even the large size of 
the L-band antenna of 14m x 5.7m can be accommodated in 
the spacecraft. Nevertheless, mass, power and size are still 
the critical parameters. A structurally integrated design 
should be done in order to reduce the large mass of the L- 
band antenna as it has been done for the X-band antenna.. 
Higher dc to rf power efficiency for the X-band T/R modules 
as well as for the L-band SSPA units are required. 

For the DESA based SAR-R instrument, the geometric 
resolution is improved at the expense of the NEQSZ swath 
width. The single polarised and shortened active antenna 
saves mass and simplifies the spacecraft accommodation. 
The present X-band T/R module technology provides 
acceptable instrument performance. 

The CLIMACS study results give the design of a low 
resolution, wide swath, dual-frequency and dual-polarisation 
instrument. The semi-active ScanSAR design results in a 
total dc power consumption of 460 Watt only, the total mass 
is estimated to be 329 kg. Due to the fixed ScanSAR 
operational scenario, the instrument stability could be 
increased by the use of a Blass matrix. 
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INTRODUCTION RADAR DESIGN 

This paper summarises the system design aspects which 
can be incorporated in a future operational SAR instrument. 
This instrument will generate high resolution images useful 
for commercial applications, Earth science, civilian and 
military applications. The presented baseline concept 
considers a two frequency, multi-polarised instrument with 
combined h/w in the central electronics subsystem. 
Nevertheless, the modular design provides the flexibility to 
realise a stand alone instrument for each frequency band. 

Mission design summary 
• 600 km sun synchronous, near-circular orbit with high 
inclination. Complete coverage at the equator after 7 days in 
wide swath mode. 
• Swath selection within 15-55 deg. incidence angle. 
• L-band, fully polarimetric SAR with multiple resolutions 
and swath width capabilities. 
• X-band, dual polarimetric SAR with multiple resolutions 
and swath width capabilities. 
• Principle modes of operation: 

Spotlight 
High resolution Stripline 
Wide swath ScanSAR 
Wave mode 
Single, dual and fully polarisation 
Repeat pass interferometry capability 

• Antenna electronic beam steering in elevation and 
azimuth. 
• Digital chirp generation and digital filtering for 
optimised performance. 
• Antenna size and polarisation 

X-band 10m x 0.70m, 
HH,HV,W,VH (dual, pol.) 
L-band: 10m x 3.24m, 
HH,HV,W,VH (quad, pol.) 

• Data handling 
Data compression 
On board processing 
Solid State Mass Memory of 3x75 Gbit 
Typical data rate of 3x330 Mbps 

• Maximum DC Power 
X-band: 2850 W 
L-Band: 1050 W 

Mass 

The radar baseline design considers state of the art 
technology resulting in excellent instrument performance. 
Alternatively, certain technology developments can be 
expected in the next decade providing either further 
increased instrument performance and/or may result in a 
relaxation of the requirements to be drawn to the launcher 
and the spacecraft service module. Both aspects will impact 
the overall mission cost. For example, the manufacturing 
cost of an advanced dual polarised wide band patch radiator 
will be significant lower than a radiator realised with slotted 
wave guides. Furthermore, higher dc to rf efficiency of the 
T/R modules will reduce the required total dc power and 
hence will reduce the size and mass of the solar panels and 
batteries. These aspects are discussed in the following with 
respect to the baseline radar design. 

Baseline radar design 
In the transmit chain of the instrument, a digital chirp 

generator offers the required flexibility in terms of 
bandwidth and chirp characteristics for optimum 
performance. The maximum system bandwidth is 100 MHz 
resulting in a range resolution of better than 5m. 

The power loss in the transmit chain is mainly determined 
by the tx/rx drop-in circulator. Present state of the art 
technology guarantees a loss as low as 0.4 dB. 

In the receiver chain, two switchable analogue filters do 
account for different modes of operation, e.g. a high 
resolution stripline mode and a low resolution wide swath 
mode. An A/D converter with a maximum clock frequency 
of 200 MHz is followed by a programmable digital filter 
which matches the signal bandwidth to the radar 
measurement geometry and required resolution. Data 
reduction and on board processing capability is considered as 
baseline. The receive path loss is again determined by the 
tx/rx drop-in circulator plus the isolator and limiter required 
for LNA protection. A total loss of 1.3 dB is achievable. The 
noise figure of the LNA is measured to be 0.9 dB in X-band 
and 0.6 dB in L-band. 

The two SAR antennae comprise fully distributed T/R 
modules on subarray level (fully active antenna) in order to 
provide maximum antenna beam pointing and shaping 
flexibility as well as high instrument reliability. The dc to rf 
efficiency of the T/R module is >20 % in X-band and >25 % 
in L-band. 

X-band: 550 kg 
L-band: 650 kg 
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X-band antenna design 
The X-band antenna is a dual polarised phased array split 

into three mechanical panels. Each mechanical panel 
consists of 8x2 subpanels. The size of a subpanel is about 
42cm x 35cm and carries 16 T/R modules. In summary, the 
antenna consists of 24 subarray columns in azimuth and 32 
rows in elevation resulting in 768 high power efficient T/R 
modules of 7 W peak output power each. The subarray is 
made of slotted wave guide in CFRP technology with a 
subarray loss of 0.5 dB. The mass of this subsystem is about 
450 kg including structure and network. 

L-band antenna design 
The L-band antenna is a dual polarised patch array split 

into three mechanical panels. Each mechanical panel 
consists of 4x2 subpanels. The size of a subpanel is about 
84cm x 160cm and carries 9 T/R modules. In summary, the 
antenna consist of 12 subarrays columns in azimuth and 18 
rows in elevation resulting in 216 high power efficient T/R 
modules of 10 W peak output power each. As for X-band, 
the power loss of a patch array is 0.5 dB. The mass of this 
subsystem is about 550 kg including structure and network. 

Calibration 
Real time in orbit internal calibration of the instrument is 

realised via an optical delay line. A portion of the transmit 
pulse is coupled out at the output of each T/R module, 
summed up via the calibration network and delayed by a 
fibre optic delay line. The delay time is just the length of the 
transmit pulse duration which then allows to feed back this 
calibration signal into the T/R module front end for closed 
loop calibration. 

System Performance 
The following tables 1-1 and 1-2 summarise the system 

and instrument key parameters of the baseline design 
relevant for single look processing. Alternatively, multiple 
looks can be processed in order to obtain improved 
radiometric resolution at the expense of geometric 
resolution. 

Table 1-1: Instrument characteristics: 

TX pulse length 10..50 us 
TX bandwidth max. 100 MHz 
Range of PRF 1000...4000 Hz 
Antenna size (X-band) 10m x 0.7m 
T/R o/p power 7 W peak 
Total dc-power 2.65 kW 
Antenna size (L-band) 10m x 3.24m 
T/R o/p power 10W peak 
Total dc-power 865 W 

Total instr. mass: 1200 kg 
Total instr. dc power 3.9 kW 

The instrument performance tabulated below is derived 
for an incidence angle of 35 deg. and a single polarisation 
case as an example. 

Table 1-2: Typical instrument performance: 

Modes of 
operation: 

Spot- 
light 
mode 

High 
resol. 
strip 

Low 
resol. 
strip 

High 
resol. 
Scan 

Low 
resol. 
Scan 

range resol. [m] 3 5 22 35 100 
azim. resol.   [ml 3 5.6 22.5 33.5 100 
Noise equiv.a" 

-X   [dB] 
-L   TdBl 

-26 
-31 

-22.5 
-27.5 

-28.5 
-33.5 

Ambiguity ratio 
[dBl 22 25 

Swath width 
-X [km] 
-L [km] 

38x4 
54x28 

74 
64 

400 
400 

400 
400 

The calculated image performance over the swath is 
shown in fig. 1-1 and fig. 1-2 for the high resolution stripline 
mode at X-band. The distributed target ambiguity 
suppression is better than 25 dB over the range of incidence 
angle from 31° - 38°. The noise equivalent sigma zero 
(where snr > 0 dB) is better than -22.5 dB over a range of 
32.5° - 38.5°, resulting in a performance swath width of 74 
km. 

High Resolution SAR Ambiguity Ratio 

34 36 

Incidence Angle [deg] 

Fig. 1-1: Example of ambiguity ratio 
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High Resolution SAR Signal to Noise Ratios 

34 36 

Incidence Angle [deg] 

Fig. 1-2: Example of signal to noise ratio 

Interferometry 
The phase interferogram obtained from two SAR images 

of the same area relevant to two different look angles is a 
powerful technique for the generation of digital elevation 
models. The availability of multi-frequency information 
permits drastic improvements of the phase unwrapping 
procedure required to recover the original phase. In general, 
low frequency interferometric images (e.g. L-band) have a 
low decorrelation which leads to high coherence even for 
areas with dense vegetation. The phase unwrapping is 
considerably simpler as for high frequency images which in 
general show much better height resolution. 

In combination, high accurate digital elevation model can 
be efficiently processed. 

Operational considerations 
The application of high resolution SAR's should not be 

limited by the instrument raw data rate even for a system 
providing 3 receive channels, i.e. X-band (dual pol.), L-band 
(quad pol.). In general, the data rate impacts the system 
mass and dc-power as well as the operation time due to the 
required on-board data storage capacity. Considering an 
operational profile where about 15 scenes per orbit will be 
imaged, the typical amount of data per scene is 
approximately 3x5 Gbit only. A raw data compression factor 
of 2.5 is applied. 

The length of a scene is considered to be 100 km for the 
stripline mode. Typical ScanSAR data rates are between 25 
to 65 Mbps. Taking into account a defined loss in the image 
quality, higher raw data reduction factors (e.g. 5.. 10) can be 
applied such that continuous operation of the ScanSAR 
mode becomes possible with just one single down link 
opportunity per orbit. For this, the required on board storage 
capacity is below 3x60 Gbit. 

Further data reduction can be achieved by the 
compression of the on-board processed image data (on-board 
processing) leading also to a possible concept of small and 
flexible de-centralised ground stations. 

For continuous ScanSAR operation, the available primary 
power may become a limiting factor. If one considers only 
single polarisation operation at L-band and reduced 
sensitivity at X-band ( e.g. -23 dB instead of -28 dB), the 
total instrument dc power will drop from 3.9 kW to 1.7 kW. 

For the high resolution stripline mode, the average power 
per orbit is reduced by the relatively short operation times. 
Assuming the same operational profile as before, the average 
dc-power over an orbit of 100 min. is below 200 W including 
a stand-by power of approximately 60W. 

In order to reduce the effort and costs inherent with 
mission operation, the instrument itself can overtake some of 
this activities. For example, an automatic gain control 
(AGC) first tested during the SIR-C/X-SAR mission is one 
step towards autonomous operation. The AGC analyses the 
digitised radar raw data (square law detection) and controls 
the receiver gain in front of the ADC accordingly. 

At its end, only user defined requirements as for example 
the target location, instrument mode and ground station 
location will be up-linked to the satellite. The actual satellite 
and radar setting parameters as e.g. pointing and antenna 
pattern optimisation are derived and performed on-board. 

Further improvements 
As an alternative to this baseline design, the system 

bandwidth could be increased up to 500 MHz which would 
provide very high resolution images of about 0.5m x 0.5m 
resolution when combined with a spotlight mode. For this, 
the antenna radiator will be a patch array which offers the 
advantage of a wide bandwidth, low mass and low 
production cost. In order to compensate for the lower 
sensitivity inherent to wide bandwidth operation, either the 
T/R module peak output power or the total number of T/R 
modules can be increased for example by reducing the length 
of the subpanels. The increase in the total dc power can be 
compensated for by high efficient T/R module ( e.g. 
efficiency > 30% at X-band, > 35% at L-band). Applying 
those high efficient T/R modules to the current baseline 
design presented before, the total dc power saving would be 
32%. 
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Abstract - The mass balance of the Greenland ice sheet plays 
an important role in the rise of the Earth's sea level. Rising 
sea levels over the last century led to the initiation of a 
program by NASA to measure the surface elevation and 
thickness of the Greenland ice sheet. 

The University of Kansas with its radar depth sounder 
participates in the Greenland ice sheet measurements. The 
airborne depth sounder measures surface elevation and the 
thickness of the ice sheet. Over the past several years, we 
have made improvements to the depth sounder.   During the 
1996 field experiment the depth sounder performed to its 
theoretical limit. We collected a large volume of data and 
supplied the processed data to scientists worldwide. 

Having achieved the theoretical performance of the depth 
sounder, we wished to improve our measurements further and 
also to minimize the physical dimensions of the depth sounder 
system. We designed and built a Next-Generation Coherent 
Radar Depth Sounder (NG-CORDS) using today's 
technology to obtain a compact design as well as improved 
performance. We implemented the design using radio 
frequency integrated circuits (RFICs) and microwave 
monolithic integrated circuits (MMICs). The complete RF 
module is easily contained within a 8"xl0.17"x4" enclosure. 

Tests of the laboratory performance of NG-CORDS show 
the improved performance over the previous depth sounder. 
At the time of writing, the NG-CORDS will fly on a NASA P- 
3 over the Greenland ice sheet in May 1997. From the May 
1997 field experiments, we expect to see the improved 
performance of the NG-CORDS. One mark of improved 
performance will be the imaging of the ice sheet internal 
layers through the entire ice sheet. 

In this paper, we present the NG-CORDS system and 
experimental results. 

INTRODUCTION 

The mass balance of the Greenland ice sheet plays an 
important role in the rise of the Earth's sea level. The sea 
level has increased over the last century. NASA initiated a 
program to measure the surface elevation and thickness of the 
Greenland ice sheet. Remote sensing instruments, such as 
airborne altimeters and radio echo sounders, provide a safe, 
inexpensive, effective means of obtaining these ice 
parameters. 

RFICs and MMICs have become commercially available at 
affordable prices [1].   Advances in recent years resulted in 

faster, inexpensive computers and signal-processing chips. 
We designed, tested and built a radar depth sounder using 
RFICs, MMICs, and state-of-the-art computer and signal 
processing cards. We named this radar the Next-Generation 
Coherent fladar Depth Sounder (NG-CORDS). We use the 
NG-CORDS to measure the ice thickness of the Greenland ice 
sheet. Currently, we provide the best ice thickness 
measurements of the Greenland ice sheet known using the 
NG-CORDS. 

THE NG-CORDS SYSTEM 

NG-CORDS is a mirror version of the /mproved Coherent 
Arctic and Antarctic Depth Sounder (ICARDS) [2] that we 
used to measure ice sheet thickness over the past several 
years. NG-Cords uses ICs in place of connectorized 
components and it uses a state-of-the-art digital system. Its 
electrical performance is better than ICARDS, due to the 
availability of low-cost RFICs and MMICs and a wide 
selection of available IC specifications and packages. Table 1 
summarizes the basic radar parameters. Fig. 1 shows the 
block diagram of NG-CORDS. The entire system consists of 
three basic elements: 1) the antennas; 2) the analog section; 
and 3) the digital section. The antennas are the same as the 
ICARDS antennas. 

The analog section is contained within a rack-mountable 
chassis and performs all analog operation from transmit to 
receive. There are three user ports in the analog section: 1) 
test port; 2) STC port; and 3) PRF port. These ports are 
provided for ease of monitoring and understanding the real 
time display of radar data. The analog section generates an 
RF-chirp pulse of 1.6-us duration with a peak power of 200 
W for transmission through the transmit dipole array. The 
backscattered echoes are coupled to the analog section from 
the receive dipole array. These echoes are amplified, 
compressed and demodulated into video I and Q signals. 
These two signals, plus a system-oscillator-derived 37.5 
MHz clock signal are used as input signals to the digital 
section. The 37.5 MHz clock signal from the analog section 
and the PRF signal from the digital section synchronize the 
operation of the entire radar system. The analog section of 
NG-CORDS combines the transmitter and receiver, their 
triggering circuits, and the power amplifier of ICARDS. The 
transmitter, receiver and their triggering circuits are integrated 
into a module that we called the RF module. The transmitter 
consists of a CW generation and power-dividing subsection, a 
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limiting   subsection,   a  pulse   amplification   and   shaping 
subsection, and a power amplifier subsection. 

The digital system is contained within a rack-mountable 
chassis. Here, the I and Q signals are digitized by two 12-bit 
A/D converters sampling at 18.75 MHz. These sampled data 
are coherently and/or incoherently integrated. These, plus the 
display of the post-integration results in A-scope form and 64- 
level gray-scale radio echogram, are carried out in real time. 
GPS information, acquired through the COM1 port, and the 
digitized backscattered data are stored on the hard disk of the 
digital section for subsequent processing. The timing of NG- 
CORDS operation is essentially the same as ICARDS, except 
that the STC is sweeping from 0 to 1.2V. 

EXPERIMENTAL RESULTS 

Mapping internal ice layers is very important in radio echo 
sounding (RES) of ice. Internal ice layers are also important 
to glaciologists. Fig. 2 shows a radio echogram recorded near 
the NGRIP site. This radio echogram was used to aid in 
deciding the location for the Aforth Greenland Ice Core 
Project (NGRIP) drill site. The echogram shows there is no 
internal layer undulation [3]. Also, by following the layers, 
N. Gundestrup [4] believed he had identified the deepest 
visible layer to be 97 kyrs old, just a little above the 120- to 
130-kyrs-old Eemian layer. The Eemian layer is important in 
the potential solution of the controversial question of whether 
there was an abrupt warming during that time. 

Fig. 3 shows a radio echogram of the Petermann Glacier. 
The thickness, location of the grounding line and location of 
the calving front of the glacier can be identified from the 
echogram. This echogram merged with the airborne Altimeter 
Topographic Mapper (ATM),  can be used to  study the 

drainage of ice from the vast ice sheet of Greenland [5]. 

CONCLUSIONS 

Sea level rise, which affects inhabitants of the Earth, has 
led to a major research interest in the mass balance of the ice 
sheets. NASA responded by initiating a program to measure 
the elevation and thickness of the Greenland ice sheet. 
Airborne laser altimetry and radio echo sounding provide 
methods for obtaining the ice parameters. The NASA P-3 
flight lines are controlled by specific task-orientated missions 
from year to year. Every five years the flights are repeated. 
The NG-CORDS is an instrument that provides reliable 
measurements of the ice thickness. 
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Table 1:   Basic NG-CORDS Parameters 

Description :    Characteristic Units     1 

Radar Type Pulse 
Compression 

  

RF Carrier 150 MHz 

Frequency 

RFI'p-C'liirp 17.00 MHz 

Bandwidth 

Transmitted Pulse 1.6 us 

Width 

Compressed Pulse 60 ns 

Width 

Peak Transmit 200 W 

Power 

PRF 2.3,4.6, 9.2, 

18.4 (selectable) 

KHz 

Receiver Dynamic 93 dB 

Range 

STC Dynamic 38 dB 

Range 

Number of Coherent selectable to ... 

Integrations 64,000 

Number of Incoherent selectable to ... 

Integrations 64,000 

Busvliuiid I & Q 10 MHz 

Bandwidth 

A/D Dynamic 12-bit, 72 dB 

Range 

Sampling Period 53.3 

(18.75 MHz) 

ns 

Sampling Delay selectable to 

300 us 

Pixel Window in 4.494 m 

Ice (range) 

Antennas 4-element    A/2 
dipole arrays 

NGRIP site 

42.402W 4J.3WW 42.2WW 

n.2*SN 7S.1KN re.t«N 

«2.1MW 42.112W «2.MW 

7S.0B7N 7B.03SN 74.SMN 

Geo-location [degrees] 

Figure 2. Radio echogram recorded near the 
NGRIP site. 
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Figure 3. Radio echogram recorded over the 
Petermann Glacier. 
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ABSRTACT-With the development of Global Position 
System(GPS) and Inertial Navigation System(INS), the 
precise position and attitude parameters of airborne platform 
can be obtained. The new system, such as INSAR and 
Scanning Laser Ranger(SLR), are excellent equipment for 
acquiring the relative height of earth objects. At the same time 
optical remote sensing sensor makes rapid progress. It is time 
to integrate these system into a new one, which can provide 
high accurate DEM and remote sensing image synchronically. 

INTRODUCTION 

The system, which integrates differential GPS receiver, INS, 
SLR and Infrared Sensor(IS), is loaded on a specially 
developed platform. The infrared optical axis of IS and that of 
SLR are coupled in the same virtual axis, so every SLR point 
fit in a pixel of inferred image accurately. DEM is generated 
form INS, GPS and SLR data. Because SLR point fit in a pixel 
of inferred image accurately, every DEM data have a 
corresponding image pixel. The result of test in North China 
proves that good quality DEM, geocoding images, ortho- 
images and 3D perspective images can be obtained in several 
hours after flying. Obviously, the system can save more money 
and time than the old method can. It has the advantage than 
INSAR in that the data processing need not super computer 
such as Cray, Sun workstation is enough. Although INSAR 
has more high accuracy of relative height, to generate 
interfergram from INSAR data is a time consuming job and 
the accuracy of DEM is unsatisfied without GCP. 

STRUCTURE OF SYSTEM 

The system includes two subsystems: System of Data 
Acquisition (SDA), System of Data Processing (SDP). 

The SDA is composed of differential GPS receivers, INS, IS, 
SLR and a set of recorder and power system. A special 
platform was developed, on which sensors of SLR IS, and 
INS were loaded. The deformation of the platform is limited 
in 15 , so SLR, IS, and INS have the same parameters of 
position and attitude. The function of SDA is to receive, 
gather and record the data of GPS, INS, SLR IS. 

The function of SDP is to input the data from DAS and to 
output different degree digital products, such as DEM, 
geocoding-image, ortho-image, 3D perspective image. The 

Attitufe 

PararrEter 

SLR 

Image Data 

OR! Position data 

Figure 1 System of Data Acquisition 

network , which is composed of Sun 20 workstation and 5 
PCs, is the SDP software platform. A special soft package 
was developed. 

f GPS Data   J      f   INS Data   ]   f   SLR data   ] f    IS Data 

Optical 
Center 

VCoordinatesy 

Attitude 
Parameter 

Angle&Ranger 
Parameter 

synchronic Parameters 

I 
f     DEM      V 

Geocoding 
Image 

pthor-Image 

Perspective 
Images 

Network: Sun 20 Workstation + 5PCs 

Figure 2 System of Data Processing 

TEST AND RESULT 

Test Site: Datangshan test site locate at Changping County, 
Beijing,     north     edge     of     North     China     plain, 

1 lGlS^ö'-l 16°22'30"E , 40o10'40//-40°12'30//N It 
cover 25 km. There is a hill which is 120 meter high In test 
site. 
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CONCLUSION AND DISCUSSION 

The spatial quality of Datangshan hill image(Pic 1) is very 
poor, it is impossible to correct the image by use of GCPs 
since at least over hundred GCPs need. Pic.3 is the DEM of 
test site by use of the new system. Picture2 are geocoding 
images after correction. The time from receiving data to 
generation of all picture is in 2 hours. The result is satisfied. 

Eleven control point were used in evaluating the spatial 
accuracy of the system. 

u(X,Y,H) = (6.479,9.605,2.897) 
o(X,Y,H) = (8.825,10.695,6.002) 

It is conclude that there is obvious system error in flying 
direction, which is caused by the unsatisfied accuracy of the 
INS. The error of the system is bigger that aero-cameral, 
which is cause by the propagation and accumulation of error 
of sub-systems.   There are a lot of research to be conducted: 
• Improve the accuracy of INS, GPS . 
• Analysis how the error propagate and accumulate. 
• Develop new algorithm for the data process to meet the 

real- time requirement. 
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Abstract - A unique complement of passive and active 
microwave imaging and sensing instruments for observing 
ocean surface emission and scattering signatures were in- 
tegrated onto the NASA Wallops Flight Facility's Orion 
P-3B aircraft (N426NA) for the purpose of studying the 
signature of ocean surface winds. The complement in- 
cluded: (i) a four-band (X, K, Ka, and W) tri-polarimetric 
scanning radiometer (PSR) (ii) a C-band ocean surface 
scatterometer (CSCAT), (iii) a Ka-band conical-scanning 
polarimetric radiometer (KASPR), (iv) a nadir-viewing 
Ka-band polarimetric radiometer, (KAPOL) (v) a 21- and 
31-GHz zenith-viewing cloud and water vapor radiome- 
ter (CWVR), and (vi) a radar ocean wave spectrometer 
(ROWS). The above Ocean Winds Imaging (OWI) com- 
plement was flown during January-March, 1997 over the 
Labrador Sea. Conically-scanned brightness temperature 
and backscatter imagery were observed over open ocean 
for a variety of wind speeds and cloud conditions. Pre- 
sented herein are the results of a preliminary intercom- 
parison of data from several of the OWI instruments. 

1. INTRODUCTION 

Aircraft and satellite measurements have pointed to the 
possibility of building passive microwave sensors to mea- 

sure both ocean surface wind speed and direction using 
the anisotropic nature of the emission from a wind-driven 
ocean. Such measurements would likely complement and 
improve upon wind vector maps available from active in- 
struments (e.g., the NASA scatterometer - NSC AT). The 
need for complementarity is particular acute in high-wind 
conditions. Accordingly, the primary goal of the Ocean 
Winds Imaging (OWI) experiment was to collect data to 
verify the utility of passive polarimetric ocean wind vec- 
tor sensing in high seas, with secondary goals being to 
better characterize the thermal emission and scattering 
signatures of a wind-driven ocean surface. The comple- 
ment was flown under a variety of meteorological condi- 
tions in coordinated patterns over both ocean buoys along 
the eastern U.S. coast near Virginia and an instrumented 
research vessel - the R. V. Knorr - within the Labrador 
Sea. Local overflights of several NOAA ocean buoys near 
Wallops Island, VA and within the Gulf of Maine, and 
an extensive set of overflights of the Knorr located in the 
Labrador Sea during March 1-10, 1997 within the vicinity 
of 57°N, 53°W were performed. The conditions repre- 
sented a wide range of surface wind speeds, cloud and 
water vapor states, and fetch lengths. 

The OWI complement included two active radar scat- 
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terometers for measuring both Bragg and specular re- 
turn (University of Massachusetts' C-band Scatterometer 
- CSCAT and the NASA/Wallops Flight Facility's Ku- 
band Radar Ocean Wave Spectrometer - ROWS), two pas- 
sive polarimetric imaging radiometers for imaging the up- 
welling thermal emission from the ocean surface (Georgia 
Institute of Technology's Polarimetric Scanning Radiome- 
ter - PSR and the UMASS Ka-band Scanning Polarimet- 
ric Radiometer - KASPR), and precision fixed-beam ra- 
diometers for measuring the sub-track upwelling polari- 
metric emission from the ocean surface (the NOAA Envi- 
ronmental Technology Laboratory's Ka-band polarimetric 
radiometer - KAPOL) and the above-track thermal emis- 
sion from clouds and water vapor (the NOAA/ETL Cloud 
and Water Vapor Radiometer - CWVR). The complement 
also included a GPS dropsonde package (provided by the 
National Center for Atmospheric Research) for measur- 
ing subtrack P,T,Q, and wind vector profiles, and several 
video cameras for recording ocean foam and cloud condi- 
tions. This paper provides a preliminary intercomparison 
of some scan-averaged data from the Labrador Sea de- 
ployment. 

2. EXPERIMENT DESCRIPTION 

Flight patterns used in the OWI experiment consisted 
primarily of straight and level transects forming "hex 
cross" patterns (Fig.l). The hex cross pattern allowed 
~ 30 km flight lines crossing the surface truth site at 
three different approach angles. Ship measurements in- 
cluded bulk meteorological quantities, ocean surface wind 
speed and direction, surface heat flux, long-wave direc- 
tional spectra, and atmospheric profiles parameters via 
rawindsondes. Typical overflight altitudes were ~ 5.5 km. 
A detailed description of the OWI sorties, including a 
discussion of the prevailing meteorological and sea con- 
ditions, the data observed by the various OWI sensors, 
the coincident data available from various sources, and 
the engineering and logistical issues encountered during 
the experiment, can be found in [1]. 

3. RADIOMETER OBSERVATIONS 

The PSR consists of a gimbal-mounted scanhead drum 
containing four total power radiometers operating at 10.7, 
18.7, 37, and 89 Ghz [2]. Each radiometer measures 
the first three modified Stokes' parameters (Tv = (\EV\

2), 
Th = (\Eh\2), and Tu = 2$t(EvED ). A two-axis stepper- 
motor drive system allows the radiometer scanhead to be 
positioned at arbitrary azimuth and elevation angles. Ex- 
ternal hot and ambient calibration loads are view once per 
scan to provide absolute radiometric calibration. Analog 
detection hardware is used to measure the orthogonal- 
polarized brightness temperatures Tv and Th.   A bank 

of three-level digital correlators operating at 1 GS/sec is 
used for the measurement of Tu and for redundant mea- 
surements of Tv and T/,. 

Fig. 2 shows calibrated X-band vertical and horizontal 
brightness temperature variations observed during coni- 
cal scans with a 53.1° incidence angle. Each plot is an 
average of several complete (360°) azimuthal scans ob- 
served during three hex-cross transects oriented in N-NE, 
W, and S-SE directions and flown on March 4, 1997 from 
1502-1548 UTC. The brightness imagery have been cor- 
rected for roll and pitch variations using an empirical limb 
brightening function derived from a series of cross-track 
scans that were performed during banked turns. The ra- 
diometric noise was reduced by averaging to ~ 0.8 K for 
each of ~ 280 azimuthal points. 

The plots show a distinctive 3-5 K up-wind/downwind 
anisotropy with second harmonic dependence with con- 
sistent phases between transects. The wind was reported 
by the Knorr to be from 270° at 15 m/secs with gusts 
to 18 m/sec, 4.8 m swell from 275°. It is seen that the 
second harmonic content of the horizontal channels is sig- 
nificantly greater than that of the vertical channels. A 
similar harmonic distribution has been observed in both 
SSM/I data [3] and in simulations using an asymmetric 
wave geometrical optics (AWGO) model [4]. 

The 37-GHz KAPOL instrument was oriented in a 
nadir-staring configuration. A ferrimagnetic switch facil- 
itated the observation of three linear polarizations (along 
track at 0°, and ±45° from along-track) from which the 
first three Stokes parameters were computed according 
to TV = T45 + T_45, TQ = 2T0 - T45 + T_45, and 
Tu = T45 -T_45. The sensitivity of the KAPOL radiome- 
ter was ~ 0.03 K for 1 second integration time. 

At nadir, any polarization signatures (as seen in the sec- 
ond and the third Stokes parameters) can originate only 
from ocean surface anistropies. Such signatures can be 
seen in the KAPOL data observed during the three cross- 
ing transects of the hex cross. Fig. 3 shows a time record 
of Tj illustrating strong variations (~ 10 K) due to the 
presence of the clouds between the aircraft and the sea 
surface. In contrast, TQ and Tu show that noise due to 
clouds is mostly absent. Four strong variations in TQ and 
Tu are related to rolls encountered during aircraft's turns. 
The absence of cloud signatures in TQ and Tu is a result 
of the non-polarized nature of the phase matrix for elec- 
trically small cloud particles. 

It is noted, however, that the mean levels of TQ and 
Tu change in between aircraft turns as a result of changes 
in the polarization basis of the instrument. Such baseline 
data can thus be used to determine the apparent direction 
of the wind by estimating the predominant direction of the 
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polarization anisotropy. Fig. 4 shows recovered vectors of 
the brightness anisotropy along the hex-cross flight tracks 
obtained using a two-parameter (amplitude and phase) 
second harmonic fit to TQ and Tu values. In these calcula- 
tions, the KAPOL data was averaged over 30 seconds, and 
a 180° directional ambiguity was resolved using in-situ 
wind measurements from the aircraft (~ 280°). The esti- 
mates compare well with reported surface winds measured 
by the Knorr and with the average surface winds measured 
using four GPS dropsondes released by the P-3 along a 
flight line in the vicinity of the hex-cross (280° ± 15° at 
17±1.5m/sec). 

The zenith-looking 21 and 31 GHz CWVR was similarly 
used to observe the impact of cloud emission reflected 
in the upwelling polarimetric ocean signatures. By fly- 
ing beneath a broken cumulus cloud base on January 27, 
1997, it was observed that warm perturbations of 3-4 K 
in the CWVR channels caused by clouds were strongly 
correlated with warm perturbations in the upwelling Tj 
as measured by KAPOL. However, the measurements of 
TQ and Tu were virtually unaffected by the clouds. 

4. RADAR OBSERVATIONS 

The CSCAT radar [5] provided 360° azimuthal scans 
of normalized radar cross-section simultaneously at inci- 
dence angles of 21°, 31°, 41.5°, and 52°. An example of 
an NRCS scan along with CMOD4 model fits is shown 
in Fig. 5 for the four incidence angles. Wind speed and 
direction estimates using CMOD4 curve fitting [6] during 
the period from 1447 to 1642 UTC resulted in consistent 
estimates of wind speed (15.5 m/sec average value) and 
direction (Fig. 6) for all four incidence angles. These 
wind speed and direction estimates are similarly in excel- 
lent agreement with the available surface truth. 

ROWS data for the period from 1600-1642 UTC were 
similarly constant. Estimated sea surface parameters us- 
ing the ROWS data [7] indicate a wind speed at 10 me- 
ters height E/io = 13.34 ± 0.95 m/s, in reasonable agree- 
ment with both Knorr, dropsonde, and CSCAT observa- 
tions. The ROWS data also indicate a significant wave 
height of 4.66 ± 0.31 m and RMS slope (at Ku-band) 
of 0.0438 ± 0.0024, consistent with high well-developed 
seas. These additional surface statistics are presently un- 
available from the above active and passive instruments. 
ROWS will also be providing directional swell estimates 
for evaluating long-wave impact on the passive measure- 
ments. 

5. SUMMARY 

The above preliminary intercomparisons support the 
notion that active and passive remote sensing instruments 

can both be used to estimate wind direction. Indeed, ex- 
cellent self-consistency among the variety of passive, ac- 
tive and contact sensors in both wind speed and direction 
was observed during the OWI experiment. Further inter- 
comparisons are being made to determine the specific limi- 
tations of passive wind vector sensors in space. To expand 
the range of wind conditions for which data is available, 
additional deployments of the OWI complement of instru- 
ments are being planned in conjunction with instrument 
development studies in support of the NASA's EOS and 
the National Polar-Orbitting Operational Environmental 
Satellite System (NPOESS). 
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Figure 2: Calibrated PSR X-band azimuthal scans for a 
series of straight transects referenced to true north. 
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in Fig. 1. 
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mined from KAPOL data. 
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Abstract - A multiband microwave polarimetric scan- 
ning radiometer (PSR) was operating during January- 
March, 1997 over the Labrador Sea and the Atlantic 
Ocean aboard the NASA/WFF P-3B aircraft. Conically- 
scanned brightness temperatures were observed over open 
ocean for a variety of wind speeds and cloud conditions. 
Presented here are several illustrations and applications 
of data obtained during the Labrador Sea experiment. 

INTRODUCTION 

are greater than 0.95 and on-axis cross-polarization dis- 
crimination exceeds 27 dB. Fig. 1 is a video image show- 
ing the PSR in the P3 bomb-bay - the antenna lenses 
are clearly visible. The scanhead is rotatable by the posi- 
tioner so that the radiometers can view any angle within 
70° elevation of nadir and any azimuth angle (a total of 
1.327T sr solid angle), as well as external hot and ambient 
calibration targets. This configuration supports conical, 
cross-track, along-track, fixed-angle stare, and spotlight 
scan modes. 

A versatile new airborne microwave imaging radiome- 
ter, the Polarimetric Scanning Radiometer (PSR), has 
been developed for the purpose of obtaining polarimetric 
microwave emission imagery of the Earth's oceans, land, 
ice, and clouds and precipitation [1]. In early 1997, the 
PSR was integrated onto the NASA Wallops Flight Facil- 
ity P-3B Orion (N426NA) in conjunction with the Ocean 
Winds Imaging (OWI) Labrador Sea experiment. During 
the Labrador Sea deployment, conical, cross-track, and 
fixed-angle stare scanning modes where used to obtain 
calibrated brightness temperature data over a wind-driven 
ocean. Here, data from the experiment is used to illus- 
trate the various scan modes available using the PSR. 

INSTRUMENT DESCRIPTION 

The PSR consists of a set of four tri-polarimetric (Tv ~ 
(|£2|), Th ~ <|£7||>, TU ~ 2$t(EvE*h)) radiometers housed 
within a cylindrically shaped gimbal-mounted scanhead. 
The scanhead contains an 80486 PC, an eight-channel dig- 
ital correlator bank, and four total-power tri-polarimetric 
radiometers. The radiometric bands measured are X 
(10.6-10.8 GHz), K (18.5-18.9 GHz), Ka (36-38 GHz), 
and W (86-92 GHz). These bands are selected to pro- 
vide sensitivity to clouds, precipitation, and surface fea- 
tures over almost one decade of microwave spectrum at 
octave intervals. The radiometer antennas are orthogonal 
linearly-polarized corrugated feedhorns with grooved rex- 
olite lenses. A single dual-band antenna is used for the X- 
and Ka-band channels. Antenna diameters are chosen to 
provide beamwidths of 8° (for both X- and K-bands) and 
2.3° (for both Ka- and W-bands.) Main beam efficiencies 

LABRADOR SEA EXPERIMENT 

During the Labrador Sea experiment, the PSR was op- 
erated in three scan modes (conical, cross-track, and fixed 
angle stare) over ocean, land, and sea ice. The conical 
scan mode was used over ocean to obtain azimuthal scans 
of the wind-driven surface. The cross-track mode was 
used to estimate elevational brightness temperature pro- 
files, and the fixed angle stare mode was used to obtain 
views of the cold sky for an extra calibration point. 

Conical scanning 

Azimuthal variations of the wind-driven ocean surface 
were observed using the conical scan mode. For a single 
straight and level flight track on March 4, 1997, nineteen 
azimuthal scans were averaged to arrive at a mean az- 
imuthal signature for vertical and horizontal polarizations 
at X- and K-bands. The surface conditions according to 
the R.V. Knorr were winds from 270° at 15 m/s gust- 
ing to 17 m/s with a 5-meter swell from 275°. Fig.s 2-5 
show the brightness temperature variations for the four 
channels. The signatures display the expected sin{4>) and 
sin(2<t>) variations as observed in both SSM/I data [2] 
and in simulations using an asymmetric wave geometric 
optics model [3]. Furthermore, the variations exhibit the 
expected phase associated with an upwind brightening in 
Tv and a null in Th- 

Cross-track scanning 

A useful function for computing pitch and roll cor- 
rections to brightness temperatures is the derivative of 
brightness temperature with respect to elevation angle. 
Although dTB/d6 can be computed using radiative trans- 
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Band Polarization dTßldß (K/° ) 
X V 1.83 
X H -1.02 
K V 2.36 
K H -0.87 
Ka V 2.25 
Ka H -0.71 
W V -0.58 
W H 1.06 

Table 1: Elevation brightness correction coefficients 
(winds at 15 m/s, cloud ceiling at 2km.) 

fer theory, an in-situ measurement is invaluable due to 
specific surface conditions and cloud layers that are not 
easily characterized for inclusion in a radiative transfer 
model. Performing cross-track scans coupled with an air- 
craft spiral maneuver allows the entire hemisphere of sur- 
face incident angles to be sampled. From this data set 
an azimuthally averaged brightness temperature elevation 
profile is easily produced. Having executed this a number 
of times during the deployment, an example from March 
4,1997 is reported here. Sea surface conditions are identi- 
cal to those reported in the previous section. Additionally, 
upon aircraft descent, the cloud tops are observed at two 
km altitude. A plot for Tv at Ka-band is given in Fig. 6. 
This curve is calculated by averaging ten cross-track scans 
as the aircraft executed a partial circle banked at 20°. The 
slope of this curve at 53.1 degrees from nadir yields the 
desired dTB/d6 for aircraft attitude correction of conically 
scanned brightness temperature data taken at the stan- 
dard SSM/I incident angle. The values of these correction 
coefficients are shown for all PSR bands at vertical and 
horizontal polarizations in Table 1. 

Fixed-angle stare 

Physical temperature gradients and the off normal in- 
cidence view angle of the hot and cold calibration tar- 
gets cause the emission temperatures of the loads to be 
slightly lower than the measured physical temperatures. 
This causes an additional unknown, an effective emissivity 
of the targets, in the calibration relationship. The emis- 
sion temperature of a calibration load in thermal equilib- 
rium is 

■lemiss = -lamb T £eff\J-load ~ lamb), 

where Temi8S, TaTO6, and Tioad are the emission temper- 
ature, ambient temperature, and load's heatsink temper- 
ature, respectively. With a third calibration data point, 
the additional parameter may be determined. This third 
point must be taken in-situ when the aircraft is at normal 
operational altitude and the microwave absorbing mate- 
rial is in thermal equilibrium. Above the clouds, the view 
of a cold sky presents itself as an excellent third calibra- 

tion point. With the antennas pointed to 60° above air- 
craft nadir, the aircraft rolls an additional 60°, resulting 
in a look at the cold sky 30° above the horizon (or 120° 
from nadir.) The cold sky look coupled with hot and cold 
calibration load looks forms a three point data set. The 
optimal value of ee// is found by varying this parameter 
to affect a minimum sum of squared-errors for a best-fit 
line through the three calibration points. For the flight on 
March 7, 1997, the effective emissivity is estimated to be 
approximately 0.7 for all channels. This is reasonable con- 
sidering the strong temperature gradients expected within 
the microwave absorber which comprises the calibration 
targets. 

CONCLUSION 

In conclusion, these data excerpts from the Labrador 
Sea deployment demonstrate the usefulness of a scanning 
polarimetric radiometer for ocean wind studies. Further 
work remains in data processing, particulary the calibra- 
tion and processing of the correlation channel for deter- 
mination of Tu, for further understanding of passive high 
wind-speed signatures. Future deployments of the PSR 
are planned to provide an expanded data base with which 
to study ocean and atmospheric thermal emission. 
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Figure 1: PSR on NASA WFF P3-B, aft view. 
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Figure 2: X-band ATV averaged over 19 azimuthal scans. 
The wind direction is reported to be from -90° . 
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Figure 4: K-band AT„ averaged over 19 azimuthal scans. 
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Figure 5: K-band AT/, averaged over 19 azimuthal scans. 
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Figure 3: X-band AT/, averaged over 19 azimuthal scans. Figure 6: Ka-band Tv elevational profile. 
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INTRODUCTION 

The ocean wind velocity plays an important role in 
meteorology, oceanography, climatology, and military 
operations. Recent work and advancements in 
polarimetric radiometry suggest that it is possible to 
retrieve the complete ocean wind vector passively by 
measuring the radiometric Stokes parameters. 

The Naval Research Laboratory (NRL) and the Jet 
Propulsion Laboratory (JPL) have conducted several 
aircraft campaigns from 1994-1996 using polarimetric 
microwave radiometers to measure the ocean surface 
wind direction. The first flights in 1994 used the JPL 
19 and 37 GHz polarimetric radiometers, which 
measure the first three Stokes parameters (I, Q, U). In 
1995, NRL added 10.8 GHz polarimetric radiometer 
and a dual polarization 22 GHz radiometer. In 1996, 
NRL modified the 10.8 GHz radiometer to measure 
all four Stokes parameters simultaneously. The 
experiments collected data at a variety of incidence 
angles during circle flights over National Data Buoy 
Center (NDBC) buoys, which were used for in situ 
data. The NDBC buoys reported the wind speed and 
direction with accuracies of ±1 m/s and ±10° [1]. In 
1995, the buoys used were limited to those reporting 
every 10 minutes; the 1994 data were collected at 
buoys reporting hourly. Because there were no buoys 
near Hurricane Juliette, dropsondes were used for the 
necessary ground truth. Lastly, four flights were flown 
in November, 1996, out of NASA/Wallops Flight 
Facility (WFF) on the NASA/WFF P-3. These 
polarimetric brightness temperatures, together with in 
situ buoy wind data, verified the presence of a strong 
wind direction signal. 

EXPERIMENT AND DATA ANALYSIS 

The NRL 10.8 GHz polarimetric radiometer 
(hereafter, the 10 GHz) was first flown in the Fall'95 
WINDRAD flight experiment along with the NRL 22 
GHz dual-polarization radiometer and the JPL 19 and 
37 GHz polarimetric radiometers on the NASA DC-8. 

At that time, the 10 GHz could measure only the first 
three Stokes parameters by sequentially measuring 
four polarizations, vertical, horizontal and ±45°. It is 
necessary to measure left- and right-circular 
polarization to derive the fourth Stokes parameter V. 
In 1996, NRL modified the 10 GHz system to make 
this possible. Previous polarimetric radiometer 
designs either could not measure V or could measure 
either U or V, but not both. This modification is 
important to understand better how the Stokes 
parameters relate to one another and the ocean surface. 

To illustrate the effect of incidence angle and the 
potential value of the V term, Figure 1 plots U and V at 
45° and 65°, both in -13 m/s winds. The U signal 
changes in shape and magnitude from 45° to 65°; V 
increases significantly in magnitude and has a 
dominant second harmonic. At 65°incidence angle, 
the peak-to-peak value of V is approximately equal to 
that of U. These data are qualitatively consistent with 
the preliminary geophysical model developed by 
Wilson and Yueh [2]. 

The 10 GHz polarimetric channel provides important 
data needed to understand better the ocean surface 
conditions driving the wind vector signature. This 
channel is also important for accurate wind retrievals 
in higher wind speeds and in the presence of clouds 
and precipitation. These adverse conditions currently 
limit the effectiveness of the SSM/I sensor. The 1995 
flight campaign included wind conditions ranging 
from 3-24 m/s, with the majority of the measurements 
being made below 10 m/s. Figure 3 shows 10 GHz U 
data, the third Stokes parameter, at three different 
wind speeds. Notice that the strength of the signal 
decreased as the wind speed increased from 14m/s to 
24 m/s. Data from the JPL 19 and "37 GHz 
radiometers exhibited similar behavior. We have seen 
that the wind direction signal has increased as a 
function of wind speed up to 15 m/s. The 1995 data 
set includes only three high wind sets (14,15, and 24 
m/s)  and  the   1996  winds  peaked  near   15   m/s. 

U.S. Government work not protected by 
U.S. copyright. 1009 



Therefore, we intend to collect more polarimetric data 
in high wind conditions, particularly near hurricanes, 
to either verify or refute the behavior seen in Figure 2. 
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Figure 1. The third and fourth Stokes parameters (U 
and V) at 45° (top two plots) and 65° (bottom two 
plots) incidence angle from the NRL 10.8 GHz 
polarimetric radiometer. 
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Figure 2. NRL 10.8 GHz U data (third Stokes 
parameter) at wind speeds of 14, 24, and 4 m/s The 
sky conditions ranged from scattered clouds to thin 
clouds. Each plot depicts overlaid data from multiple 
circles. 

WIND DIRECTION RETRIEVALS 

To evaluate the effectiveness of passive polarimetric 
data for retrieving the ocean surface wind direction, 
we developed a series of neural network (NN) retrieval 
algorithms using various combinations of data 
channels for each incidence angle. All the retrievals 
in this study use one-look geometry and only the 
results for wind direction are discussed because wind 
speed determination is a well established operational 
capability. Furthermore, 10 GHz data were not used 
in these retrievals because there are considerably less 
data at 10 GHz than at the other frequencies. Table 1 
summarizes the scenarios considered and the RMS 
error of the wind direction retrieval, where the buoy 
measurements were taken as truth. 

The scatter plot in Figure 3 illustrates the wind 
direction retrieval performance obtained with a NN 
algorithm using Tv, Th and U at 19 and 37 GHz, and 
Tv, and Th at 22 GHz, at 55°. It is important to realize 
that there is no ambiguity in these direction retrievals. 
The appendix contains plots of all the scenarios for 
which retrievals were developed. 

The 22 GHz radiometer was added to the instrument 
suite because atmospheric water vapor resonates at 
22.235 GHz. Thus, this channel is very sensitive to 
water vapor and is often used to measure it. To 
examine the importance of using 22 GHz in these 
retrievals, we trained NN models with and without the 
22 GHz data. The two scatter plots showing 65° 
results in Figure 7 are representative of the 
improvement seen by including this frequency. The 
22 GHz data accounts for noise in the signals due to 
variations in the tropospheric water vapor, thus 
reducing the scatter in the retrievals. On average, 
retrievals using only 19 and 37 GHz polarimetric data 
have approximately 33% higher RMS error. 

In addition to the results discussed above, the NN 
retrievals developed for this study reveal other 
interesting behaviors. One sees that having two 
polarimetric channels (U terms) improves retrieval 
performance, especially at 45° and 65°. Using 37 with 
either 19 or 22, but not both gives mixed results, with 
the 19 retrievals working best at 45° and 55°. For 
cases including all wind speeds, the performance is 
best when Tv, Th and U at 19 and 37 GHz, and Tn and 
Th at 22 GHz are used. It is important to emphasize 
that these retrievals did not consider combinations 
which include 10 GHz data. It is possible that 10 GHz 
will provide more improvement than 19 GHz, because 
of better atmospheric penetration. One other trait that 
is evident in Table 1 is that for every case, 45° 
produced the highest error. This is significant because 
the raw data and the harmonics suggest that a 45° 
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incidence angle data has the highest signal-to-noise 
ratio (SNR) of the three angles considered in this 
study. Possible explanations for this incongruity are 
(1) noisier raw data due to less stable aircraft bank 
angles during circle flights, and (2) greater sensitivity 
to other surface variables such as wave height and sea 
surface temperature. 
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Figure 3. One-look wind direction retrievals at 55° 
incidence angles. 

CONCLUSIONS 

This study has demonstrated that unambiguous wind 
direction retrievals can be made using passive 
microwave polarimetric data. These retrievals 
perform best with polarimetric data from at least two 
frequencies and 22 GHz vertical and horizontal 
polarization data to account for atmospheric water 
vapor. The overall performance of the NN models 
developed for this work is very good, and suggests that 
a polarimetric microwave radiometer is a viable 
alternative to a scatterometer. This' study also 
demonstrated that a 10.8 GHz polarimetric radiometer 
is capable of measuring a wind direction signature. 
Furthermore, 10 GHz measurements of V have shown 
this to be a unique signal, strong enough at some 
incidence    angles    to    be    comparable    to     U. 

380 

282 

Testing dnbtset (filled aymb 
bias/rina error: 1.39/27.85 

Trotfciii# rifilASftt {ttpmrA ny 

0|"'     '      '      '*    '   <Jl 

- 

185 

88 

A 

■ '■> sfr**^' 

w 

A - 

-10 
■3 

Bne-look 
65" incidence angle 
19V.19H.19U, 37V,37H,37U 

1          i          ■          1          i          i 

- 

-10 88 185 2B2 
Buoy Wind Direction (Deg.) 

3B0 

380 TevUn'i dataset (filled symbol»)                                              ' ] A/ 
.      uiM/n «a error: -0.70/20.77                                    .«IK   - 

iop<;J *!<■   ; vw.briV.i)                         jimmBffi^ 

282 ,Si!::   :.■;:.■■:,■>» 

185 JpS 
> I? »3* 

,   ' -€' - 
88 AjjJSp - 

A 

One-look 
65° incidence angle 
19V,19H,19U, 22V.E2H, 37V,37H,37U' 

-10 <■ 

88 185 282 
Buoy Wind Direction (Deg.) 

380 

Figure 4. One-look wind direction retrievals at 65° 
illustrating the value added by the 22 GHz vertical and 
horizontal polarization data. 
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Table 1 Wind Direction Retrieval RMS Errors 

19V.H.U 
22 V,H 
37 V,H,U 

19 V.H 
22V.H 
37 V.H.U 

19 V,H,U 

37 V.H.U 

19V.H   ' 

37V.H.U 
22V,H 
37 V.H.U 

19 V,H,U 
22V,H 
37 V,H,U 
w>5m/s 

45° 31.6 51.0 43.0 50.3 55.8 27.0 

55° 30.9 29.8 39.1 37.2 44.2 12.4 

65° 20.8 24.2 27.9 39.5 22.1 13.8 
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Abstract - This paper describes ongoing development of an 
operational algorithm for retrieval of sea surface temperature 
(SST) from brightness temperature measurements made using 
the Advanced Microwave Scanning Radiometer (AMSR) sys- 
tem on the ADEOS II satellite. 

INTRODUCTION 

The desire to estimate sea surface temperature (SST) vari- 
ation on a global scale drives the effort described in this pa- 
per. Prior systems such as the Advanced Very High Resolution 
Radiometer (AVHRR) and Special Sensor Microwave Imager 
(SSM/I), provide some global coverage of this field, but most 
have suffered from a lack of coverage due to atmospheric in- 
terference. The SSM/I system has provided information on an 
operational basis on the wind speed at the ocean surface [1]. 
Allocation of the frequencies covered by the AMSR system 
involved, among other requirements, the choice of two lower 
frequency channels which should be more sensitive to changes 
in SST (see figure 1), and less susceptible to atmospheric in- 
fluences. Initial work to use SSM/I data to generate a similar 
algorithm for SST estimates has indicated a reasonable chance 
of success in that regard (see figure 2). 

The present effort focuses on algorithm development using 
data from the AMSR, included on the ADEOS-II satellite, to 
provide global maps of SST to the research community. Spe- 
cific goals of this development effort include provision of an 
operational SST algorithm with an accuracy of ± 0.5 °C for 
the AMSR, and determination of the spatial and temporal res- 
olution expected for such SST estimates. The rest of this pa- 
per discusses the approach being taken to obtain this algorithm 
and establish the expected accuracy prior to the launch of the 
ADEOS-II satellite. 

ALGORITHM DEVELOPMENT APPROACH 

The approach being used is similar to that used to provide 
operational wind speed estimates for the SSM/I system. First, 
an SST algorithm appropriate for the SSM/I system will be de- 
termined, including a correction for wind driven modulation of 
the SST estimates. The modulation of brightness temperature 
due to wind speed over the ocean has been observed in the 
SSM/I data and reported in [2]. The D-matrix technique pro- 
vides estimates of a parameter, SST for instance, from multiple 
measurements (buoy SST values) and a matrix of values estab- 
lished by multiple linear regression. In the case of the SSM/I 

This work is supported by the ADEOS-II Secretariat, Earth Observation 
Research Center, National Space Development Agency of Japan 

brightness temperatures for the 19.35, 22.235, and 37 GHz 
channels, the expression for SST using the D-matrix method 
is: 

N-l 

SST=Y,DiTi, (1) 
i=0 

where the TJ values are the brightness temperature measure- 
ments and the D{ values are the D-matrix parameters. 

The buoy and SSM/I data currently in hand include many 
of the NOAA buoys used for development of the GSW wind 
speed algorithm and satellite data from DMSP spacecraft Fl 1 
and F13 during 1995 and part of 1996. The coverage in time 
for the Fl 1 satellite includes the period from Julian day 228 
in 1994 to the end of 1995. The F13 archives cover the period 
from Julian day 123 in 1995 to day 213 in 1996. The list of 
buoys currently being used may be found in table I. The data 
from 1995 for both the buoys and satellite will be used to gen- 
erate D-matrix parameters for an initial SST algorithm. The 
criteria for collocating the SSM/I brightness temperature and 
buoy SST measurements include a maximum separation of 25 
km and 30 min between the measurements. Estimates of the 
wind speed and direction to be used to remove wind modu- 
lation from the SST estimates will be provided by the ERS-1 
system aboard the ADEOS satellite. 

After establishing an SST retrieval algorithm for the SSM/I 
case, the radiative transfer equation (RTE) will be used to 
extend the SSM/I results to the frequencies included in the 
AMSR. First, the RTE will be used to correct the SSM/I chan- 
nels to properly simulate the AMSR channels. Then a simu- 
lated data set for the AMSR will be produced using the values 
of SST from the SSM/I algorithm. 

ALGORITHM VALIDATION 

Comparison between SST values from the SSM/I and 
AMSR algorithms and buoy and AVHRR SST measurements 
provide the basis for evaluation and validation of the algo- 
rithms. The difference between the 1996 buoy SST measure- 
ments and the SSM/I SST estimates will be analyzed to es- 
tablish some of the factors influencing the error budget in the 
SSM/I SST estimates. The comparison between AVHRR es- 
timates of SST and this initial algorithm will establish the ex- 
pected accuracy without removal of the effect of wind speed 
modulation. Use of wind speed data from the ERS-1 system 
aboard the ADEOS-I satellite is expected to provide the infor- 
mation needed to remove wind effects from the initially de- 
termined D-matrix.  The revised D-matrix algorithm for the 
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SSM/I will then be characterized in terms of RMS difference 
and mean offset between the SSM/I and AVHRR SST esti- 
mates. 

The AMSR algorithm developed from the SSM/I algorithm 
using the RTE will also be compared with NOAA buoy data to 
determine the expected error in the AMSR case. A climatolog- 
ical model for the wind will be used to provide the correction 
for the wind modulation of these SST estimates. 

INSTRUMENT-BASED VALIDATION 

Further validation of this D matrix is expected from mea- 
surements to be undertaken using NASDA's Airborne Mi- 
crowave Radiometer (AMR). Measurements of the brightness 
temperature across the Kuroshio current using AMR will pro- 
vide the data necessary to establish the accuracy of the pro- 
posed SST algorithm. This validation will include appropriate 
correction for the difference in atmospheric influence on the 
AMR and AMSR measurements. 

CONCLUSI,QNS 

Prior work with SSM/I data indicated the likelihood of suc- 
cessful development of an SST algorithm for that instrument. 
The inclusion of two lower frequency channels in the AMSR 
design enables greater sensitivity to SST changes with lesser 
dependence on atmospheric effects. The use of the approach 
outlined in this paper provides a pre-launch characterization 
of the quality of the proposed SST algorithm for the AMSR. 
This characterization involves the establishment of an equiv- 
alent SSM/I algorithm with well determined error budget and 
conversion of the SSM/I coefficients to AMSR equivalent co- 
efficients using the RTE and climate wind models. Finally, 
pre-launch validation and characterization of the AMSR SST 
algorithm will be provided by the AMR measurement of the 
Kuroshio current. 
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TABLE I 

LIST OF BUOY NAMES AND LOCATIONS. BUOY NAMES PREPENDED WITH 

A BULLET ARE THOSE WHICH APPEARED ORIGINALLY IN [1]. 

Buoy Name Latitude (N) Longitude (E) Climate Code 
32302 -18.00 274.90 tropics 
41018 15.00 285.00 tropics 

• 51002 17.19 202.17 tropics 
.51004 17.44 207.49 tropics 
• 51003 19.14 199.20 tropics 
.51001 23.40 197.73 low-latitude transition 
• 42002 25.89 266.43 mid-latitude 
.42001 25.93 270.35 mid-latitude 
• 42003 25.93 274.08 mid-latitude 
41010 28.90 281.50 mid-latitude 
. 41006 29.32 282.66 mid-latitude 
• 41002 32.29 284.76 mid-latitude 
46025 33.75 240.93 mid-latitude 
46053 34.24 240.15 mid-latitude 
46023 34.25 239.33 mid-latitude 
46054 34.27 239.55 mid-latitude 
41001 34.70 287.41 mid-latitude 
46028 35.76 238.13 mid-latitude 
46042 36.75 237.59 mid-latitude 
46059 37.98 230.00 mid-latitude 

• 44004 38.46 289.31 mid-latitude 
46022 40.76 235.50 mid-latitude 

• 46006 40.87 222.46 mid-latitude 
• 44011 41.08 293.42 mid-latitude 
• 46002 42.53 229.74 mid-latitude 
• 44005 42.90 291.06 mid-latitude 
• 46005 46.08 229.00 mid-latitude 
• 46003 51.85 204.08 mid-latitude 
. 46001 56.29 211.82 arctic 
• 46035 56.96 182.27 arctic 
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50 

Fig. 1. Plot of SST radiometric sensitivity (defined as change in surface 
brightness temperature caused by a 1 °C change in SST) as a function 
of frequency for vertical polarization. Different curves indicate 5,15 and 
25 ° C SST. A beam incidence angle of 53° and ocean salinity of 36 ppt 
were also assumed. 
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Abstract - When waves on the ocean surface are viewed 
with a ship-borne marine radar, their height is not directly re- 
lated to either the magnitude of the microwave backscatter field 
or the magnitude of the modulation of this field in this grazing 
incidence regime. 

We have performed some validation tests of a model [1] 
which theoretically related the statistics of the ratio of illumi- 
nated to shadowed areas through the viewing geometry to the 
significant height of the waves causing the shadowing. Using a 
subset of the data collected by two different digital marine ra- 
dars on the Sea Truth and Radar Systems Experiment of De- 
cember, 1994, we calibrated the model against measured wave 
heights, and then validated it using the remaining data from the 
radars and other independent wave height estimations. Signifi- 
cant wave heights in these experiments ranged from less than 
one to greater than 5 metres. 

We found reasonable agreement between our inferred wave 
height extracted from radar imagery and heights estimated by 
other means when the sea conditions were moderate and not too 
complex. Scatter in the results was not inconsistent with the 
statistical variability expected from the sampling statistics. 

The model failed under conditions of crossing seas, where it 
overpredicted the wave height, and when the measured wave 
height was a significant fraction of the radar scanner height, 
where the model exhibited asymptotic behaviour and underpre- 
dicted the actual wave height. 

INTRODUCTION 

The use of marine radar as an instrument to estimate ocean 
wave length and propagation direction has long been estab- 
lished. [2], [3]. The results of several wave spectral intercom- 
parison experiments have shown that marine radar reproduces 
the shape of the wave spectrum better than other measurement 
technologies, especially under severe sea states [4]. The esti- 
mation of wave height from marine radar imagery however has 
been a more difficult problem. The root of the difficulty is that 
the intensity of backscatter in a marine radar image is associ- 
ated with the concentration of capillary (l-5cm ) waves on the 
sea surface, and the number of these is related to the wind 
stress, not to the wave height. The larger scale waves enter the 
problem only as the mechanism by which the backscatter field 

is modulated. Far from the radar, where the incidence angle is 
less than the wave slope, the sides of waves farther from the 
radar are shadowed from the radar and are therefore invisible. 
In this region, the intensity of the modulation is unrelated to the 
height of the waves Reference [1] proposed a model for esti- 
mating wave height in this region based on geometric optics 
and a theoretical model of sea surface elevation. Initial attempts 
to validate this model [7], [8], met with some success, but were 
hampered by lack of a sufficiently controlled data set and cali- 
brating data. In this report, we extend their work to better and 
more varied data sets, with more calibrating data, and with 
some statistical investigation of theesults. 

THEORY 

Reference [1] described that, at grazing (<2°) incidence, a 
radar image of the sea surface consists of bright patches of 
reflection from the visible portions of the waves facing the radar 
("islands"), separated by shadowed regions of no radar reflec- 
tion ("troughs"). A statistical description of the proportions of 
these "islands" to the "troughs" leads to an estimate of the sea 
state, in terms of significant wave height. The only tunable pa- 
rameter in the model is the probability of illuminati<% 

DATA 

Data appropriate for the testing of this theory have been col- 
lected by both the Marine Microwave Research Group of the 
Physics Department, Royal Military College of Canada (RMC) 
and by MacLaren-Plansearch Ltd. (MP1) of Halifax, NS, Can- 
ada in the Sea Truth and Radar Systems experiment (STARS) 
which took place on the southern Grand Banks of Newfound- 
land in December, 1994. On this cruise, several other sources 
of wave height data were available for calibration and valida- 
tion purposes [9]. Other sources of experimental data not re- 
ported here have been used with results similar to those de- 
scribed in this paper, 

The RMC radar system and its data have been described in 
[3], and the MP1 system in [10]. Fig. 1. shows a typical radar 
backscatter image from the RMC radar. 
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Figure 1: Typical radar image of ocean surface waves. Decem- 
ber 3, 1994 

Islands and troughs were extracted from the radar imagery 
through a sequence of steps which, with some experimentation, 
proved to be relatively statistically stable. These steps were, in 
sequence: i) to threshold each image just above the receiver's 
noise floor, ii) to regularise the shape of the islands through a 
morphological "closing" transformation, iii) to establish the 
direction of wave propagation through a principal component 
analysis of either the image or its 2-D spectrum, iv) to coalesce 
four adjacent radial lines in that direction, with an OR operation 
in the transverse direction and v) to determine the resultant is- 
land and trough lengths in each image. 

CALIBRATION 

Calibration of the RMC radar data used those image sets for 
which there were corresponding Directional Waverider™ esti- 
mates of the significant wave height. The general technique of 
calibration was to use island / trough pair lengths extracted 
from these images, and the known significant wave height to 
calculate what P0 value would have been required for that par- 
ticular island / trough length to produce that particular wave 
height. All individual values that showed no significant devia- 
tion from the mean were averaged to produce the single value 
most representative of the data set. The result was a value of 
P(r 0.350 which was used in all subsequent wave height cal- 
culations. Using this value to estimate the wave heights gave a 
relative error of 11% on December 2 and 16% on December 3. 
Therefore this is the value we used for the validation trials. 

A similar procedure was followed for the MP1 radar, but with 
a different/^ value. 

VALIDATION 

The calibrated relationships for estimating wave height from 
marine radar backscatter imagery were validated with inde- 
pendent data sets. In the case of the STARS experiment, we 
used hindcast estimates of wave height from the Canadian 
Spectral Ocean Wave Model (CSOWM) [11] to compare with 
radar predictions. The validation was carried out for time peri- 
ods different from those used in the calibration press. 

Inherent in the validation attempt was the assumption that to 
P0 value, once calibrated for a particular radar in a particular 
observing geometry, should not change. Therefore the valida- 
tion for the RMC radar was run using the Pn value established 
in the calibration phase of the STARS experiment. 

Fig. 2 shows the results of the wave height validation for 
both the RMC and MP1 radar data throughout STARS. This 
figure shows that, for days 336 and 337 (December 2 and 3), 
the RMC radar and the model agree fairly well. On day 338 the 
radar severely overestimates the wave height as predicted by 
the model. For a while early on day 339 they agree again, but 
then the radar again severely overpredicts the wave height On 
day 341, through the middle of a storm, the radar underpredicts 
the wave height, but by day 342 the two are in agreement again. 

In this figure we see that, in the region where the RMC radar 
performed most poorly, on day 338, the MP1 radar was not col- 
lecting data, so no comparison an be made. On the other day of 
poor performance, day 341, the RMC radar underpredicted less 
than did the MP1 radar, although neither did an adequate job of 
prediction. 

DISCUSSION 

The model [I] of estimation of significant wave height from 
marine radar backscatter shadowing statistics appears to be 
valid for a range of sea conditions when calibrated with inde- 
pendent wave height data. The estimation procedure provided 
accurate results in cases where there is only one wave propaga- 
tion direction (monochromatic sea), when the waves are not too 
large with respect to the antenna height, and when the island / 
trough pairs are clearly defined. These conditions are met un- 
der moderate wind conditions when there is no significant swell 
present. 

The wave height algorithm is ultimately dependent on the ra- 
tio of island length to trough length. When the islands are 
smaller than they ought to be, the wave height prediction is too 
large. When the islands are too large, the wave heights are too 
small. Cases where the prediction does not work can be attrib- 
uted to imaging situations where the imaging model breaks 
down. 
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Figure 2: Validation Comparison of the RMC and MP1 Ra- 
dars. 0 indicates RMC radar data, D indicates MP1 radar data, 
^ indicates CSOWM preditions. 

During the severe storm of December 6, both radars signifi- 
cantly underpredicted the wave height. We observed that, as the 
storm was building, the island to trough ratio initially decreased 
as expected, then reached a limiting value. Either the model [1] 
for the shape of the sea surface is not valid for the storm-state 
ocean as the wave profiles may no longer be well represented or 
the geometrical optics illumination assumption breaks down 
when the wave height is a significant fraction of the antenna 
height. We are continuing our investigation of this phenome- 
non using data from other experiments. 

Under conditions where the wind speed is very low (perhaps 
< 5 ms"') even large waves are very poorly imaged. This lack 
of backscatter may be attributed to the lack of capillary waves 
on the surface. Very little can be done under these circum- 
stances. It is not possible to extract information from an image 
which contains none. 

Even if the islands and troughs are well-defined, significant 
discrepancies in the calculated wave heights were noted in 
cases where the wave field is complex. A simple model using 
two or more interfering sine wave fields shows that mean island 
length will decrease under conditions of crossing seas. Under 
these conditions the measured island lengths are "too small" 
and therefore the estimated wave heights are too large. 

Complex, multi-modal seas are commonplace in the Cana- 
dian offshore. The problem of correctly extracting island 
lengths from imagery of these states is important in the contin- 
ued evolution of this form of wave height estimation. A princi- 
pal thrust of our continuing research will be to estimate wave 
heights under these conditions correctly. 
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Abstract — The potential of across-track interferometric (XTI) 
synthetic aperture radar (SAR) for producing high resolution 3-D 
imagery has been demonstrated by several airborne systems 
including EMISAR1, the dual frequency, polarimetric, and inter- 
ferometric SAR developed at the Dept. of Electromagnetic Sys- 
tems (EMI). In order to achieve a high geodetic fidelity when 
using such systems operationally, calibration procedures must 
be applied. Inaccurate navigation data and system parameters as 
well as system imperfections must be accounted for. This paper 
presents theoretical models describing the impact of key error 
contributors on the measured terrain elevation. The models are 
used in estimating calibration parameters on the bases of distrib- 
uted targets with known elevation. Finally, the calibration pro- 
cedure is applied to EMISAR data collected by the Danish Cen- 
ter for Remote Sensing (DCRS2), and the stability of the esti- 
mated parameters is examined in order to assess the general util- 
ity of the procedure. 

INTRODUCTION 

Many airborne XTI systems are capable of producing 3-D 
imagery with height resolutions on the order of one meter, i.e. 
the stochastic height noise of these systems is about one meter. 
However, often systematic errors hamper the absolute accuracy 
of the generated digital elevation models (DEMs) unless multi- 
ple ground control points (GCPs) are used to correct the data. 
The need of such points complicates automation of the process- 
ing procedures, and it even prevents production of calibrated 3-D 
imagery in remote areas without GCPs. 

The systematic errors can be divided into  three different 
classes, viz. those originating from 

• insufficient navigation system accuracy 

• insufficient system parameter knowledge 

• system imperfections 

1 Development of EMISAR has been supported by the Thomas 
B. Thriges Foundation, the Danish Technical Research Counsil 
(STVF), the Royal Danish Air Force (RDAF), the Technical 
University of Denmark, the Joint Research Centre (JRC) and by 
the Danish National Research Foundation. 
2 The Danish Center for Remote Sensing is finansed by the 
Danish National Research Foundation. 

Navigation data of importance are the roll angle and the platform 
position which directly couples to the absolute pixel position. 
The system parameters include the channel delay, the channel 
phase shift including the phase ambiguity number, the baseline 
length and angle. The errors of the first two classes cause cali- 
bration errors that vary slowly and monotonously in the range 
direction. The system imperfections on the other hand give rise 
to errors of more complicated character. The imperfections 
addressed in this paper are multi-path propagation introduced by 
on-aircraft reflections and channel leakage [1]. Both cause oscil- 
lating phase errors and hence height errors that are generally not 
monotonous. 

By setting up models relating the parameters of the error con- 
tributors to the systematic height errors, calibration parameters 
can be estimated from distributed targets with known elevation 
[1], e.g. a sea surface with waves giving the signal-to-noise ratio 
required to have sufficiently low height noise. 

This calibration procedure has been applied to XTI data 
acquired with EMISAR in 1996. A total of 6 scenes from 3 dif- 
ferent missions have been calibrated in order to examine the sta- 
bility of the estimated parameters and to assess the general util- 
ity of the procedure. 

In 1995 the L- and C-band polarimetric capabilities of 
EMISAR were supplemented with an XTI capability by adding 
two flush mounted C-band antennas in front of the wing. This 
antenna installation provides a baseline with a length of B = 
1.14 m and an angle of ccp = 34° from the platform horizontal. 
The antennas are fully polarimetric, so either HH or VV polar- 
ized XTI data can be collected. Since the antennas are connected 
via the switch matrix also used for polarimetry the system can 
be operated in multiple XTI modes: 

• single baseline (transmit on one antenna, receive on both); 

• double baseline (sequentially transmit and receive on one 
antenna then transmit and receive on the other) 

• dual baseline (sequentially transmit on one antenna and 
receive on both, then transmit on the other and receive on 
both, thus collecting both double and single baseline data). 

EMISAR is flown on a Danish Air Force Gulfstream G-3 twin 
engine jet aircraft which is typically operated at 25.000 ft when 
XTI data are collected. The navigation system includes INSs as 
well as a P-code GPS system. 

0-7803-3836-7/97/S10.00 © 1997 IEEE 1018 



MODELS 

Assuming that the Earth curvature can be neglected i.e. the SAR 
is at an altitude H above a flat reference plane, and that the base- 
line is much smaller than the slant range R, then the unwrapped 
interferometric phase is given by 

<|>=<|>1-(|>2=-Y-sin(0-a),Y=27t/?.8/Ä, (1) 

where 0 (>0) is the line-of-sight angle with respect to the nadir 
direction and a is the baseline angle. Thus 0-a is the angle 
between the baseline normal and the line-of-sight direction, and 
Bsin(G-a) is the baseline component in the line-of-sight direc- 
tion, p = 1 in the single baseline mode and p = 2 in the double 
baseline mode. 

The terrain height h and the ground range c are given by 

h=H-R-cos{Q) (2) 

c=flsin(9) (3) 

The impact of navigation data errors is easily found from (1-3). 
The height sensitivity to a platform altitude error is trivial 

dh_ 

dH~ (4) 

and since the resulting baseline angle a equals the platform 
baseline angle ap plus/minus the roll angle ocr (right/left look- 
ing SAR), the sensitivity to a platform roll error is 

dh 

3ocr 

dh_ 

'de H,R 

39 
3a <f,B 

3oc 

3a,. 
=flsin(9)l(+l)=±c (5) 

The influence of erroneous system parameters is also found from 
Eqs. 1-3. The impact of an Op error is the same as that of an a 
error (the opposite for a left-looking SAR). The sensitivities to 
a baseline length error and a phase error are 

dh__ 

3ß= 

dh 

39 H,R 

39 
35 

=/?sin(9> 
tan(9-a)_     c§ 
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dhjfo 
3<t>~39 

39 

H,R^ 

1 

BJYW 

-c 
=Rsin(ey - —, 

-Tcos(9-a)  jf^ 

(6) 

(7) 

The channel delay errors impacts the estimation of the absolute 
phase, which in turn impacts the unwrapped phase according to 
(7). 

The remainder of this section addresses the third class of 
errors, those originating in system imperfections. Fig. 1 shows 
an on-aircraft reflection point located on the line connecting the 
two interferometry antennas. The signals propagating between 
an antenna and a target via this point is delayed and attenuated 
before it is added to the direct signal. By using the approxima- 
tion l+aei* = l+a-cos<)>+ja-sin(|) = eJasin1'', where a«l is the 
attenuation factor of the delayed signal, it can be shown that in 
all three operation modes the phase error caused by on-aircraft 
multi-path propagation can be expressed as 

Aircraft 

Lower 
antenna 

Fig. 1 On-aircraft multi-path. All propagation phases are one- 
way phases, and the phases to the target are differential 
with respect to the lower antenna. cx = axei*x. 

$A =-parsm(fä/p+tyal )-pau sin((l-ß)<|>//H>a„) (8) 

ßB is the baseline from the lower antenna to the reflection point. 
Fig. 2 outlines the switch matrix needed in XTI systems 

offering single, double, and dual baseline operation. The intended 
signal paths are indicate in black, the leakages in gray. In the 
figure the switch is set for transmission on the upper antenna. 
Note that the complex constants representing the leakages 
depend on the setting of the switch as indicated by the last 
subscript (upper transmit: u, lower transmit: 1). Using the 
above-mentioned approximation in combination with Fig. 2 it 
can be shown that the phase errors for double baseline, single 
baseline upper transmit, and single baseline lower transmit are 

♦<* = -aetusin{W2+(bo +§tu -<t>em )-"eruu Sin(<|>/2+<|l0 +<t>™ -<t>er„„ ) 

-«e,;sin(<|)/2+(|)0-<|>rf +<(>„,)-aer„sin(<t>/2+<|>0-<t>r/ +§erll) (9) 

♦«= -a
e™»sin(<t>-H>0+<|)ra-<t>eru„)-aer/„sin(<tH-<t)0-<t)r/+<t)eWH)   (10) 

<!>/= -«e™/sin(<p+<p0+(t>r„-<t>er„,)-cter„sin(cp+<}>0-c|)r/-f-<bcr//)   (11) 

These three phase errors can be expressed in a generic form <j>L = 
a-sin(f<j)+o) which is used subsequently. 

upper 

4»/p>—* 

upper 

*/p»>—*■ 

Fig. 2 Imperfect switch matrix. Left: transmit, right: receive. 
cY = a^eJ^x. 
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CALIBRATION PROCEDURE EMISAR CALIBRATION 

According to Fig. 2 the measured phase is 

(12) 

The measured navigation and system parameters are: Hm= 
H+AH, arm=ocr+Aar, apm=ap+Aap, and Bm=B+AB. Using 
these parameters the measured height becomes 

^=^^(*m-^A^+—Aar+—Aa,+-A5 (13) 

First the calibration procedure interprets the difference between 
this height and the true height h=href of a reference surface as a 
phase error which according to (7) is given by 

+*fl+*/Wy2-*2 AH 
■±Aoc _-Aoc, -0— 

B 
(14) 

Note that A(|) £ (j)m-<t> because A((> also includes terms introduced 
when the impacts of the other system parameter errors and navi- 
gation data errors are interpreted as phase errors. 

Next the calibration procedure plots A<j> as a function of <j>m (<|) 
is not known). Unlike the first three phase terms in (14), which 
are constants, and the altitude, roll and baseline terms, which are 
slowly varying functions of (j) (and hence <|>m), the two multi- 
path terms are very sensitive to the shift caused by substituting 
<j)m for (]). In this context it is worth noting that (|>L(<|>m) does not 
depend on (j)0, as <j)L according to Eqs. 9-11 is a function of 
<t>+P<t>o = 0m-(P-l)(0m-<l>ü)+(<l>ru-<W+<l>i-<l>A-<k- 

Finally, the procedure estimates the calibration parameters by 
fitting the curve forms of the terms in (14) to A(j)(<|)m). For a 
typical EMISAR geometry Fig. 3 plots these terms as functions 
of <|> and the figure illustrates that the estimation is ill- 
conditioned as, for instance, a combined phase and roll error is 
fairly indistinguishable from an altitude error. 

This section shows some results based on six EMISAR data sets 
from three different flights, all collected over sea surfaces. The 
two interferometric channels are processed simultaneously and 
motion compensated to a common reference line, [2]. The 
processor also includes automatic determination of the absolute 
phase, [3]. The output products include co-registered amplitude 
data, height map, correlation map, and for calibration runs also 
absolute phase maps. The output data sets are orthorectified to a 
spherical (s, c, h) coordinate system, [4]. Usually output 
products are generated at 5 or 10 m ground range pixel spacing. 

The processing includes an amplitude, phase, and delay cali- 
bration based on signals from three internal calibration loops 
exercised just before and after every mapping. This internal cali- 
bration facility, which was originally intended for polarimetric 
calibration [5], covers the phase terms ctu, and cru but not <j>0. 

Fig. 4 shows A<|>((|)m) for the six double baseline scenes after 
calibration of altitude, roll and phase. Baseline calibration was 
not included. The standard deviation of the roll and phase correc- 
tions are 1.8 mrad and 0.3 rad, respectively. (The latter is 0.1 rad 
when a single outlier is removed, while it is 0.5 rad without 
internal calibration. The internal calibration in turn drifts less 
than 0.05 rad from pre-map to post-map.) Since the figures cor- 
respond to height errors on the order of ten meters it is concluded 
that altitude, roll and phase must be calibrated on a scene by 
scene basis to achieve meter level accuracies. In Fig. 4 the 
slowly oscillating <()A sinusoidal (first term, ß<0.5) is superim- 
posed the faster (j>L sinusoidal. Table 1 lists the mean and stan- 
dard deviation for the amplitude, frequency and offsets of these 
sinusoidals. The amplitudes correspond to height oscillations of 
a few meters and to an aircraft reflection suppression of -20 dB 
and a switch isolation of -40 to -30 dB. The <j>L frequency of 0.5 
is consistent with (9), and the <|)A frequency of 0.11 corresponds 
to ß = 0.23 and hence a reflection point ßB = 26 cm from one 
antenna. The offsets vary less than 2 percent of the sinusoidal 
periods and the amplitudes are also stable, so a fixed multi-path 
calibration can be applied to multiple scenes. 

\AB = 1 cm 
0.8 

^s^            5=(p-1)i|)tu+p<t>o+!|>, = 0.6 rad 
06 

"\ 
 ——               \                Aa=2mrad 

„Lrad1 0.4 

0.2 
AH = 5m_^ "\ 

_^—~—    fc^U) rad, Aa=6.66 mrad                \^ 

100          -80           -eWadf40           -*> to 

Fig. 3 Examples of A<|) contributors. 

-100.0 -80.0 -60.0 -40.0 -20.0 0.0 

Fig. 4 A<j)(<t)m) after calibration of the navigation parameters 
and the system parameters. 
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Table 1 Statistics for the multi-path phase terms. 
amplitude, a 

[mrad] 
frequency, f 

[rad-'l 
offset, o 

[radl 
<t>A (ß<0.5 term) 86 ±2 0.11  ±0.00 3.3  ±0.05 

<h, 36 ±4 0.50 ±0.00 3.1  ±0.2 

While the work with calibration procedures continues at DCRS, 
the EMISAR system is being upgraded in order to reduce the 
need of calibration. The navigation system, and in particular its 
attitude accuracy, will be improved, and a switch matrix with 
better isolation has been ordered. 

When the estimated sinusoidals are eliminated the second (j)A 

term appears. It has a somewhat smaller amplitude and, as 
expected, a frequency corresponding to 1-ß. 

One of the six data sets was collected in dual baseline mode. 
The frequencies of the sinusoidals extracted from the two single 
baseline products have proved to be twice that of the correspond- 
ing double baseline product, in accordance with Eqs. 8-11. Also, 
the amplitude of the <|)A phase error differs by a factor of two is 
as expected from (8). 

CONCLUSION 

Accurate calibration is crucial for the generation of XTI products 
having not just a high resolution but also a high geodetic 
fidelity. Calibration based on ground control points is not easily 
automated and such points are rarely available in remote areas. 
This paper has presented a model-based calibration procedure 
using distributed targets with known elevation. The model 
includes navigation parameters, system parameters, and system 
imperfections. Errors from these three classes contribute to the 
EMISAR data, the calibration of which has been reported in this 
paper. 

[1] 

[4] 

[5] 

[6] 
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Abstract - Three DLR institutes, forming the cluster „Sensorik 
fuer Fernerkundung & Navigation", and two italian CNR insti- 
tutes, I.R.E.C.E. and I.I.V., agreed on carrying out a joint air- 
borne multisensor campaign in the Mt. Etna area in summer 
1996. The site is of high geological interest. The deployment of 
an experimental SAR (E-SAR), a multispectral optical scanner 
(DAIS) and a wide angle stereo camera (WAAC) resulted in a 
number of unique data sets, which allow the analysis of the 
synergy between optical and microwave sensors with regard to 
the application. 

INTRODUCTION 

Mt. Etna is located on the eastern margin of the island Sicily, 
Italy, close to Catania, the second largest city of the island. The 
volcanic cone has a basal diameter of 40 km and an elevation 
of 3350 m, hence it is the highest mountain in the central med- 
iterranean region. The volcano (Fig. 1) lies on the boundary be- 
tween the African and European plates, on the crossing of three 
regional fault systems that deeply cut the Earth's lithosphere. 
This tectonic arrangement produces a peculiar stress field that 
allows a continuous rising of basaltic magma from the Earth 
mantle since about half a million years [1]. 

Mt. Etna is the most active volcano in Europe, and it has the 
world's longest documented record of eruptions. Historical 
lava flows cover a large part of its surface; in addition several 
volcanic structures like calderas, sector collapses, rift zones 
and regional fault systems are exposed as well. The occurrence 
of these features makes Mt. Etna an ideal site to evaluate the 
performance of airborne multisensor systems. 

International teams of scientists conducted an airborne mul- 
tisensor experiment in the Mt. Etna area in July 1996. The site 
is of high geological interest. Its topography is very well known 
- a precise elevation model derived with photogrammetric 
methods exists. The geology of the site is best known to the sci- 
entists at I.I.V.. Moreover, the area shows volcanic activity, 
which is continuously monitored. These characteristics justi- 
fied the big effort the german and italian partners undertook. 
The objectives of the experiment are: 

Figure 1: Aerial photo of Mt. Etna taken during flight in July 
1996. A view from southwest at 5700 m altitude. 

• The generation of a high precision DEM using airborne 
microwave and optical sensors, 

• The retrieval of surface parameters using radar polarimetry 
and optical spectrometry, 

• The investigation of the synergy potential of optical and 
microwave sensors, and, finally, 

• The exploration of the limits of airborne differential SAR 
interferometry. 

This paper revises the activities during the experiment 
phase, gives an overview of the sensor systems employed and 
summarizes the present status in data processing and evalua- 
tion. 

THE EXPERIMENT 

Two main test sites were defined in the Mt. Etna region. One 
covers the cone of the volcano (Area A) and the second a valley 
southeast of the etna summit (Area B: Valle del Bove). Area A 
extended over 3 km in ground range and was 12 km long. Its 
central axis was oriented by 20° with respect to North. Area B 
had a size of 3 km by 8 km and was oriented east-west (almost 
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perpendicular to area A). In July 1996 DLR and I.I.VV 
I.R.E.C.E. placed 14 corner reflectors (90 cm) in both areas. 
They were meant as passpoints mainly for the airborne SAR 
sensor to control the radiometric and geometric processing ac- 
curacy, but could also be used by the stereo camera under good 
conditions. The position of each reflector was measured by dif- 
ferential GPS in the WGS 84 reference system. DLR trans- 
ferred two of its Dornier D0228 aircrafts, one equipped with 
the Experimental SAR (E-SAR), and the other with two optical 
systems, the Digital Airborne Imaging Spectrometer (DAIS 
7915) and the 3 line Wide Angle Airborne Camera (WAAC), 
for one week to Catania airport (Fig. 2). Their task was to ac- 
quire data over the same test areas almost simultaneously for 
the analysis of topographic and physical surface parameters. 
Again differential GPS was employed to position the aircrafts 
with best achievable accuracy. For that purpose a GPS refer- 
ence station was set up at the I.I.V. in Catania. 

Seismic activity was continuously monitored at I.I.V.. 
Ground truth, i.e. surface roughness, soil moisture and conduc- 
tivity, was collected by one team. A second team measured the 
relative reflectance of reference targets with a field spectro-me- 
ter to control the calibration of the DAIS sensor. An extensive 
GPS survey of the volcano cone was carried out to gain infor- 
mation about topographic changes due to volcanic activity. 
During the mission Mt. Etna showed continuously increasing 
activity climaxing with an eruption two days after the cam- 
paign on July 21, 1996. Data acquisition was extended for one 
day to capture at least a part of this period. 

SPECTRAL GROUND TRUTH MEASUREMENTS 

As an in-flight calibration, to validate the laboratory spectral 
calibration and to control for uncertainty in the input data for 
atmospheric correction [2] a ground-truth campaign was car- 
ried out in parallel to the DAIS overflights. The instrument 
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Figure 2: Two DLR airplanes of type D0228 stationed at Cat- 
ania airport. 

used was an ASD FieldSpec FR Spectrometer (courtesy of 
Geo-Forschungszentrum Potsdam, Germany) with a nominal 
spectral range from 350-2500 nm. 

THE AIRBORNE SENSOR SYSTEMS 

The Experimental Airborne SAR - E-SAR 
The E-SAR is a multi-frequency SAR system mounted on 

board a Dornier DO 228 aircraft, which is owned and operated 
by DLR. At present the radar is operational in P-, L-, C- and X- 
Bands with selectable vertical or horizontal antenna polariza- 
tion. SAR interferometry and SAR polarimetry are new func- 
tional modes of the radar established during 1996. A radar 
front-end for both across and along track single-pass SAR 
interferometry in X-Band was integrated. Additional antenna 
mounts were attached to the right hand side of the aircraft for 
both configurations. The mechanical baselines are approx. 130 
cm (across track (XTI)) and 80 cm (along track (ATI)). 
Switched from pulse to pulse both antennas in either configu- 
ration (XTI or ATI) are transmitting and receiving radar signals 
with vertical polarization. The received SAR raw data is for- 
matted in the E-SAR High Density Tape Format and recorded 
on high density digital cartridges (HDDC) at rates up to 128 
Mbit/s. A SONY Digital Instrumentation Recorder allows con- 
tinuous data recording up to 6 hours 40 minutes at 32 Mbit/s. 
In flight a real-time 'Multi-Look'-SAR-Processor converts the 
raw data to high resolution imagery of good quality, which is 
recorded on Exabyte tape [3]. 

The Digital Airborne Imaging Spectrometer - DAIS 
The Digital Airborne Imaging Spectrometer DAIS-7915 is a 

79 channel high resolution optical spectrometer which collects 
information from the surface of the Earth in the 0.4 - 12.3 \x.m 
wavelength region while scanning from an aircraft. It electron- 
ically processes this data into digital format consisting of 16 bit 
words, which are recorded on a tape cartridge. The DAIS scan 
mechanism is a Kennedy type where a cubic polygon mirror 
scans the terrain below through the opened window hatch in the 
bottom of the aircraft. DAIS is operated onboard DLR's Dorn- 
ier DO 228 aircrafts and has a swath angle of 26°, which is cov- 
ered by 512 pixels per scanline. The instantaneous field of view 
(IFOV) currently used is 3.3 mrad, giving a typical pixelsize of 
10 m from a flight altitude of 3000 m above ground [4]. Please 
refer to recent publications [5] or the World Wide Web (http:// 
www.op.dlr.de/DAIS) for further information. 

The Wide Angle Airborne Camera - WAAC 
At DLR a miniaturised Wide-Angle Optoelectronic Stereo 

Scanner (WAOSS) was developed for the Russian Mars-96 
mission. Preflight tests of this camera led to demands for a 
more flexible camera, suitable for airborne imaging applica- 
tions. Hence, the Wide-Angle Airborne Camera (WAAC) was 
developed based on this camera concept. The WAAC is a three 
line stereo scanner working in the push-broom mode. The im- 
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age is generated within the image plane of a single lens by 
means of three CCD lines. With the knowledge of aircraft mo- 
tion stereo image processing is possible. The received image 
strips are stored on SCSI II device. For airborne applications 
the mass (4.5 kg), volume (L:285 x W:190 x H:202 mm) and 
power consumption (15 W) are of high importance. For camera 
control and image as well as gyro data collection only a PC is 
required. The camera is fixed mounted in the aircraft's tail and 
the aircraft axis coincides with the camera axis. The aperture 
angle of the camera lens is 80 degree and the number of pixels 
is 5184 with an IFOV of 0.3 mrad. For a typical height of 3000 
m the ground resolution is about 1 m. The spectral responsive- 
ness is different for nadir and backward / forward line. The na- 
dir line is sensitive from 0.45 to 0.7 urn and the backward / 
forward line from 0.6 to 0.8 urn [6]. 

region from south to north displayed from left to right. The un- 
derlying WAAC image (3) covers an area of about 12 km x 4.8 
km, the pixel size is about 1 m x 1 m near the summit of 
Mt.Etna. The white areas are clouds. The DAIS channels 75 
(9455 nm), 36 (1637 nm) and 15 (740 nm) are combined to im- 
age no. 2 left of the centre. Note the clouds displayed in light 
gray. Intensity differences caused by different surface temper- 
atures show up in different gray tones. On the left side and cov- 
ering the summit caters an E-SAR data set (1) is merged over 
the WAAC image. The X-Band interferometric SAR phase in- 
formation is combined with the image intensities and results in 
the displayed fringes image. The contours correspond to iso- 
height lines. 

SUMMARY 

FIRST RESULTS 

DAIS Data 
The DAIS data displayed in Fig. 3 and 4 show a scene cov- 

ering the 'Valle del Bove' from west to east, an area of about 
2.7 km x 10 km. The recent lava stream from the 1993 eruption 
can be clearly identified as ending at the lower right, where the 
village of Zaffarena is located. Fig. 3 is a combination of the 
spectral channels 15 (735 nm), 12 (686 nm) and 5 (564 nm), 
where any (even sparsely) vegetated area shows up in light 
gray shades. The various uncovered lava streams exhibit very 
dark (fresh) to grey (older, already started to weather) colours. 
The white areas in the middle are clouds. 

Fig. 4 displays another false colour combination (converted 
to grayscale) using the spectral channels 74 (8622 nm), 35 
(1606 nm) and 12 (686 nm). Channel 74 is located in the ther- 
mal Infrared and mainly determined by the surface tempera- 
ture. Clearly visibly are areas of obviously higher temperature 
in the 'Valle del Bove' lava flow, where through cracks in the 
surface the lower, warmer lava can be seen. However, higher 
temperature can also mean that the location was exposed to 
sunshine and has heated up, shaded areas will show up less in- 
tense. The effect of these temperature differences causes one to 
see an almost 3-dimensional effect at certain craters. 

Multisensor Images 
A combination of optical DAIS data and L-band E-SAR data 

can be seen in Fig. 5, the displayed area is about 1.8 km x 8 km, 
therefore slightly less than in the previous images. Like in Fig. 
4 the channel 74 (8622 nm) is giving thermal information. The 
L-Band crosspolarized SAR image provides surface and struc- 
tural information, as can be seen in the 'Valle del Bove' lava 
stream. Channel 30 (1001 nm), which is located in the near in- 
frared, enhances vegetated areas. 

A fusion of image data of the three sensors WAAC, E-SAR 
& DAIS can be seen in Fig. 6. It shows the Mt. Etna summit 

Although data evaluation is not yet completed, the first re- 
sults, shown here, already demonstrate the synergy potential of 
optical and microwave remotely sensed data. The fusion of dif- 
ferent sensor data allows us to combine their specific advantag- 
es and to solve the inherent problems, which limit the 
performance of the individual sensor system. This improves 
the thematic interpretation especially for geological applica- 
tions - the main point of the experiment. 
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Figure 3: DAIS 
false colour image 
of'ValledelBove' 
(Area B) converted 
to grayscale. 
Scene size approx. 
2.7 km by 10 km. 
Channels 15, 12 
and 5. 
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Figure 4: DAIS 
false colour image 
of'ValledelBove' 
(Area B) converted 
to grayscale. 
Scene size approx. 
2.7 km by 10 km. 
Channels 74, 35 
and 12. 

Figure 5: Overlay 
of DAIS and E- 
SARdataof'Valle 
del Bove'. DAIS 
channels 74 and 
30, E-SAR L- 
Band, crosspolar- 
ized. Scene size 
1.8 km by 8 km. 

Figure 6: The Mt. 
Etna summit re- 
gion (Area A). 
Overlay of an E- 
SAR X-Band In- 
SAR image (1) 
and a DAIS im- 
age (2) on top of a 
WAAC image 
(3). 
Scene size: 12 km 
by 4.8 km (no. 3). 
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ABSTRACT 

Two feature extraction methods are considered for neural 
network classifiers. The first feature extraction method 
is based on translation-invariant wavelet transformation. 
The wavelet transformation transforms a signal from the 
time domain to the scale-frequency domain and is com- 
puted at levels with different time/scale-frequency resolu- 
tion. The second feature extraction method is based on 
tree structured multirated filter banks. The tree struc- 
tured filter banks can be tailored for multisource remote 
sensing and geographic data. In experiments, the pro- 
posed feature extraction methods for neural networks per- 
formed well in classification of multisource remote sensing 
and geographic data. 

1.  INTRODUCTION 

Representation of input data for neural networks is im- 
portant and can significantly affect the classification per- 
formance of neural networks. The selection of input rep- 
resentation is related to the general pattern recognition 
process of selecting input classification variables which 
strongly affect classifier design. This means if the input 
variables show significant differences from one class to an- 
other, the classifier can be designed more easily with bet- 
ter performance. Therefore, the selection of variables is a 
key problem in pattern recognition and is termed feature 
selection or feature extraction [1]. Feature extraction can, 
thus, be used to transform the input data and in some way 
find the best input representation for neural networks. 

For high-dimensional data, large neural networks (with 
many inputs and a large number of hidden neurons) are 
often used. The training time of a large neural network 
can be very long. Also, the training methods for neu- 
ral networks are based on estimating the weights and bi- 
ases for the networks. If the neural networks are large, 
then many parameters need to be estimated based on a 

This work was supported in part by the Research Fund of the 
University of Iceland and the Icelandic Research Council. 

finite number of training samples. In that case, overfit- 
ting can possibly be observed, that is, the neural net- 
works may not generalize well although high classifica- 
tion accuracy can be achieved for training data. Also, for 
high-dimensional data the curse of dimensionality or the 
Hughes phenomenon [1] may occur. Hence, it is necessary 
to reduce the input dimensionality for the neural network 
in order to obtain a smaller network which performs well 
both in terms of training and test classification accura- 
cies. This leads to the importance of feature extraction 
for neural networks, that is, to find the best representa- 
tion of input data in lower dimensional space where the 
representation does not lead to a significant decrease in 
overall classification accuracy as compared to the one ob- 
tained in the original feature space. However, few feature 
extraction algorithms are available for neural networks. 

Several authors have proposed the use of neural net- 
works for feature extraction [2],[3],[4]. All these authors 
concentrate on proposing neural networks which do fea- 
ture extraction. In contrast, in [5] linear feature extrac- 
tion based on the decision boundary feature extraction 
method for neural network is used and compared to dif- 
ferent feature extraction methods in classification of mul- 
tisource data. 

In this paper two feature extraction methods, based 
on translation-invariant wavelets and IIR filter banks, for 
neural networks classifiers are discussed and applied in 
classification of multisource remote sensing and geographic 
data. 

2.  FEATURE EXTRACTION 

2.1.  Translation-Invariant Wavelets 

The wavelet transform (WT) can be implemented by the 
tree structure shown in Figure 1. Each stage of the struc- 
ture is shown in Figure 2. The signal being processed 
is low-pass and high-pass filtered and down-sampled by 2. 
Every time down-sampling is performed, the signal length 
is reduced by 2. The output from the low-pass branch goes 
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Figure 1:   The tree structure for both the wavelet and 
multirate filter bank transformation 

through the same process of filtering and down-sampling. 
One of the major shortcomings of the WT is its sen- 

sitivity to translation. This mean that the wavelet coef- 
ficients of the translated signal will not be time/index- 
shifted versions of the coefficients of the unshifted signal. 
Consequently, in feature extraction with WT the quality 
of the representation depends on where, for instance, dis- 
continuities are positioned in the signal. In [6] Liang and 
Parks used the algorithm by Beylkin [7] to compute the 
WT for all possible circular shift of a signal. By choosing 
a cost function, the minimal cost wavelet coefficients of 
the shift were select using a binary tree search algorithm. 
Then, the wavelet coefficients together with the transla- 
tion to which they correspond completely represented the 
original signal. This algorithm is translation invariant in 
the sense that no matter how the input is shifted it gives 
the same wavelet coefficients. The cost function chosen 
for this application was the vector entropy, given by 

ß(xn) = - ]T log2 iwi (i) 

for a sequence, {xn}, of signals. 

x[n 
LP  » I 2 

—p. HP  ► I 2 

Figure 2: One stage in the wavelet transformation. 

2.2.  Multirated Filter Banks 

The tree structured filter bank transformation is depicted 
in Figure 1 and each stage of the transformation is shown 
in its polyphase form using the butterfly computation of 
DFT (or 2-point DFT) in Figure 3. The signal being 
processed is low-pass and high-pass filtered and down- 
sampled by 2. The output from the low-pass filter goes 
through the same process as the original signal of filter- 
ing and down-sampling. The building elements of the fil- 
ter bank transformation are two-channel all-pass based 

IIR quadrature mirror filters (QMF) [8]. The same all- 
pass filters AQ{Z) and A\{z) are used for all stages of the 
transformation. The low-pass and high-pass filters of the 
two-channel all-pass IIR QMF bank are given by 

HLP(z) = ±lA0(z
2) + z-1A1(z*)} 

HHP(z) = l[A0(z*)-z-iA1(z
2)}. (2) 

In this application, one of the all-pass filters, AQ{Z), was 
chosen to be a pure delay, i.e., AQ(Z) ,-I and hence 
the filters HLP(Z) and HHP(Z) have approximately linear 
phase in their passbands.   Here the other all-pass filter 

0.375 + 2_1 

was chosen as the first order filter A\(z) = -— _x- 

HLP(z) x\n 
I 2  p. Ao(z)  » 

2-PT 
IDFT z~ -l 

—>■ 1 2  ► Ai(z)  * HHP(Z) 

Figure 3: One stage in the filter bank transformation 

3.  EXPERIMENTAL RESULTS 

The data used in the experiment, the Anderson River 
data set, are a multisource remote sensing and geographic 
data set made available by the Canada Centre for Re- 
mote Sensing (CCRS) [9]. Six data sources were used: 
Airborne Multispectral Scanner System (11 spectral data 
channels), Steep Mode Synthetic Aperture Radar (SAR) 
(4 data channels), Shallow Mode SAR (4 data channels), 
Elevation data (1 data channel), Slope data (1 data chan- 
nel), and Aspect data (1 data channel). The AMSS and 
SAR data were detected during the week of July 25 to 31, 
1978. Each channel comprises an image of 256 lines and 
256 columns. All of the images are spatially co-registered 
with a spatial resolution of 12.5 m. 

There are 19 information classes in the ground reference 
map provided by CCRS. In the experiments, only the six 
largest ones were used, as listed in Table 1. Here, training 
samples were selected uniformly, giving 10% of the total 
sample size. Test samples were then selected randomly 
from the rest of the labeled data. 

The number of features for the data was 22 so it was 
necessary to add zeros to the data so that the number of 
features became 32. Eight-tap Daubechies wavelet filter 
(i.e., Ds) [10] was used in the translation-invariant wave- 
let transformation. The conjugate gradient perceptrons 
(CGP) with one hidden layer was trained on the wavelet 
translation-invariant transformed and filter bank trans- 
formed input data with a different number of feature. In 
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Table 1: • Training and Test Samples for Information 
Classes in the Experiment on the Anderson River Data. 

Class # Information Class Training Size Tost Size J 
1 Douglas Fir (31-40m) 971 1250 
2 Douglas Plr (21-30m) 551 817 < 
3 Douglas Fir + Other Species (31-40m) 548 701 
4 Douglas Fir + Lodgepolc Pine (21-30m) 542 705 
5 Hemlock + Cedar (31-40m) 317 405 
6 Forest Clearings 1260 1625 

Total 4189 5503 

Table   2:     Classification   Accuracies   for   Translation- 
Invariant Wavelet. 

# of Features Overall Training Overall Test 
Accuracy Accuracy 

2 42.71 42.58 
4 51.58 51.46 
8 58.42 57.92 
16 69.00 66.83 
32 73.10 70.20 

each case, the number of hidden neurons was twice the 
number of input feature. The classification results are 
listed in Table 3 for the translation-invariant WT and in 
Table 4 for the filter bank transformation. From these ta- 
bles it can be seen that about 4 per cent decrease in overall 
training and test accuracies when 16 input features were 
used instead of 32. When less the 16 feature were used, 
the classification accuracies decreased more significantly. 

4.  CONCLUSIONS 

Two feature extraction methods, based on translation- 
invariant wavelets and IIR filter banks, for neural net- 
works classifiers are proposed and applied in classification 
of multisource remote sensing and geographic data. The 

Table 3: Classification Accuracies for Tree Structured Fil- 
ter Bank. 

# of Features Overall Training Overall Test 
Accuracy Accuracy 

2 47.24 47.28 
4 53.01 52.61 
8 57.29 56.98 
16 71.47 68.84 
32 75.50 72.82 

methods showed promise but should be more appropri- 
ated on data which have number of feature that need not 
be zero padded. Also, the choice of the cost function for 
the translation-invariant wavelets is important. The cost 
function should be chosen such that the parameters of the 
classifier and feature extractor are jointly optimized. 
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Abstract ~ The research in this paper is designed to develop 
and implement the algorithms for an automated spatial change 
information extraction system from remotely sensed imagery 
based on artificial neural networks. First, we investigate the 
suitability of the application of neural networks in automated 
change detection using TM imagery and its related network 
design problems unique to change detection. We then develop 
a neural networks-based change detection system using back- 
propagation training algorithm. This trained network is then 
able to efficiently detect land cover changes and provide com- 
plete information about the nature of change. Based on our 
experiments, it has been proven that this technique is success- 
ful and has immense implications on land cover change detec- 
tion and quantification at all levels of applications ranging 
from local to global in scale. 

Introduction 

Given the current techniques available, remote sensing pro- 
vides the most feasible approach to regional and larger scale 
land cover change detection. Many interactive change detec- 
tion techniques are in practice today. However, the majority of 
the techniques themselves can only provide a binary change 
mask and classification procedures must then be applied to 
multitemporal images in order to obtain the categorical infor- 
mation of multidate land covers. Besides, analysts have to 
manually process many critical tasks related to image process- 
ing, feature extraction, and feature delineation such as image 
registration, threshold tuning, change identification. Therefore, 
a reliable and automated change detection system that can pro- 
vide complete land cover changes is crucial in environmental 
remote sensing and its regional or global implementation. 

Usually, change detection involves pattern identification of 
a pair of spatially registered images acquired on the same 
ground area at two different times. Based on the functions of 
the current change detection techniques, we can classify them 
into two broad categories: (1) change mask development 
(CMD); (2) categorical change extraction (CCE). In CMD, 
changed and non-changed areas are separated by a preset 
threshold according to the spectral characteristics of images. 
The types of changes are unknown directly from these 
techniques and need to be identified by further pattern 
recognition techniques. Most change detection methods fall 
into the first category, such as Image Differencing, Image 

This work was supported by Cray Research, Inc. and North Carolina 
Supercomputing Center under the 1997 Cray Grant Program. 

Ratioing, Image Regression, etc. In CCE, explicit categorical 
changes are detected directly based on the spectral 
reflectance of the data. There are mainly three CCE 
techniques: Change Vector Analysis, Post Classification 
Comparison, and Direct Multidate Classification. However, 
there are major problems associated with these techniques: 
the accuracy of Post Classification Comparison technique is 
critically dependent upon the two individual classifications 
and the dependency information between the two images is 
ignored [1]; in the Direct Multidate Classification, it is 
difficult to develop ground-corresponding training sites from 
both images and accurately estimate the transitional 
probabilities of changes. To solve these problems associated 
with current change detection techniques, we investigate the 
use of neural networks in change detection system. 

Fundamentals of Backpropagation Neural Networks 

Artificial neural networks are large networks of individual 
processing elements which are interconnected and running in 
parallel. They are designed to perform a specific pattern 
recognition task by specifying their architecture: the input 
layer, the output layer, the hidden layers, the number of 
processing elements in each layer, the network topology, and 
the weight of each connection [2]. The ultimate goal of neural 
network training is to minimize the cost or error function for 
all possible examples through the input-output relation. The 
network in this study is trained using the backpropagation 
procedure [3] that iteratively adjusts the coupling strengths in 
the network, which is expressed in the following equation: 

3p 

Aw(n + 1) = -i\~- + aAw(n) (1) 

where E is the square of error between the desired output and 
actual output; Aw (n + 1) and Aw (n) are the weight 

changes at step (n+1) and step n, respectively; i\, the 
learning rate, is the percentage of the step taken towards the 
minimum error in each iteration; a, the momentum, averages 
the weight changes themselves rather than averaging the 
derivatives. The method of adaptive learning rates is used [4]. 

Neural Network-based Change Detection System: 
Experimental Design 

The experimental design includes both architectural and 

0-7803-3836-7/97/S10.00 © 1997 IEEE 1029 



parametric selection of neural network-based change 
detection system. In the following, we investigate the 
methodology and the basic architectural elements of a neural 
network-based land cover change detection system: network 
input, network output, network architecture, and network 
training parameter and procedures. 

Network Input: Data Input Structure and Encoding 
The input data for change detection consist of two different 

images of the same area acquired at different times which 
have been spatially aligned by image registration. The 
simplest structure for data input is to read one multispectral 
pixel into the network at a time and the pixels of the whole 
image are processed sequentially on a pixel-by-pixel basis. If 
only the non-thermal TM bands are used and no ancillary 
data are presented, this scheme requires 12 input nodes. The 
pixel values of images presented to the network are scaled to 
the range of 0 to 1 to avoid the use of a scale or shift factor 
every time the sigmoid activation function is evaluated and 
reduce floating point computations. 

Network Output: Change Encoding and Extraction 
Due to large number of change combinations unique in 

change detection, the output encoding for a land cover 
change detection system is a challenging task because there 

are k2 change combinations for a fc-class classification 
scheme. The natural way to encode the output classes is to 
use one output node per cover change class, which is called 
direct encoding. One of solutions to reduce the number of 
output nodes is to use binary encoding [5]. For a 
classification scheme with less than 5 classes, we recommend 
using direct encoding. For a classification scheme with more 
than 10 classes, use of binary encoding is suggested. The 
output values of the network are continuous and need to be 
coded to represent final change classes. The simplest way to 
assign a class to the input data is to choose the class of the 
output node with the highest value. 

Network Architecture 
While the structure of the first and last layers of the neural 

network is controlled by input and output, the number of 
hidden layers and their size must be determined 
experimentally. Generally for classification of single-date 
imagery, a three layer fully connected network is sufficient 
[6]. For complex classification, like change detection with 
large change combinations, we found that a four-layer 
network with arbitrary decision boundaries achieves the best 
results in terms of the square error at convergence and the 
generalization ability. The architecture of the four-layer feed- 
forward network considered in the present research is shown 
in Fig. 1. The network parameters such as learning rate and 
momentum, termination rule, and the number of nodes in 
each hidden layer are determined by experiments. 

ImageB 
Biases 

Fig. 1 Neural network architecture for a change detection system 

Data Sets and Experimental Results 

Description of the Data Sets and Classification Scheme 
The imagery data used to develop and test the neural 

network-based land cover change detector correspond to the 
surroundings of Wilmington, North Carolina. Two Landsat 
TM images of this area are used: one collected in Winter 
1988 (Tb) and the other in Winter 1994 (TM). Fig. 2 (a) and 
(b) shows the standard false color composites of these two 
images, respectively. The six non-thermal TM bands was 
used in change detection. Therefore, the neural network has 

12 input nodes. A   512 x 512   portion of the data was used 
for land cover change detection experiments. 

The desired output is a classified change map according to 
a variation of the standard land use/land cover classification 
scheme proposed by Anderson et al. [7]. The classifications 
in this study exclude snow and tundra, and combine 
agricultural and urban land into a single category. The final 

(a) Winter 1988 (b) Winter 1994 
Fig. 2 False color composites of the study area: Wilmngton, North Carolina. 
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classes are: (1) forest; (2) agriculture/bare/urban (ABU); (3) 
cypress/wet deciduous scrub/marsh (CWM); and (4) water. 
Using direct output encoding scheme, each land cover 
transition is represented by one output node. Therefore, there 
are sixteen output nodes in the proposed system. 

Development of Training Data and Test Data 

For each class in both images, 200 samples were randomly 
chosen from the training data for each class per date. In 
neural networks-based change detection, the condition of 
ground-corresponding for the training data of each change 
combination can be relaxed to different ground locations in 
each image as long as it belongs to the correct classes since 
there is no need to assume the distributions of the data and to 
estimate the change probabilities from the training data. 
Thus, 3200 samples of input-output pairs were produced for 
training and testing the neural networks. These samples were 
further divided into two groups: 1600 samples for network 
training and 1600 samples for testing the trained network. 

Experimental Results 
The training and test data were presented to the neural 

network in the form of vectors derived from spectral 
signatures, with one value per input item presented and one 
per output change class. The initial learning rate was set to 
0.001, with adaptation every epoch in batch training, and the 
rate of learning rate increase to 1.07 and the rate of learning 
rate decrease to 0.7. The momentum was set to 0.00005. With 
these parameters set, the remaining parameters are the 
number of nodes in the two hidden layers. We started from 
12-36-36-16 configuration and found that a configuration of 
12-36-48-16 achieved the best results. The change detection 
accuracy of the trained network for the training samples was 
100%. Applying the trained network to the 1600 test samples 
leads to a change detection accuracy of 98.9%. The trained 
change detection network was then used as a feed-forward 
network to detect changes. The resulting land cover change 
map is shown in Fig. 3. 1183 pixels were then randomly 
selected and used to evaluate the accuracy. The overall 
accuracy of neural network-based change detection is 95.6% 
comparing to 86.5% for post classification comparison. 
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Fig. 3 Change map with complete land cover changes produced by 
the neural networks-based change detection technique. 

Discussions and Conclusions 

The neural network model for digital change detection 
show great potential as a change detection technique from 
remotely sensed imagery. We summarize the advantages of 
this method as follows: (1) It is superior to the statistical- 
based techniques in terms of change detection accuracy since 
it makes use of the time dependency between the data at two 
times; (2) Multisource data can be easily added in the system 
just by adding additional input nodes; (3) This method can 
provide complete categorical land cover changes; (4) Since it 
is distribution-free, it is not necessary to develop training sets 
which have to be extracted from the same ground locations; 
(5) The trained change detection nets can be used as feed- 
forward network, like a hard-wired circuit, which has an 
implication of real-time operation in regional or global 
applications. The backpropagation is one of the important 
training algorithms that are mathematically tractable but it is 
computationally complex and needs lengthy training time. 
Given the time-consuming nature of the network training and 
the needs for fast or even real-time operation in global 
change monitoring, it is worthwhile to pursue artificially 
intelligent methods in the effort of change detection. 
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Abstract — This paper presents the application of Neural 
Networks and Singular Value Decomposition to agricultural 
land use classification. 

Neural Networks (NN) have been found to have good 
generalization properties [1] and their use is becoming 
increasingly prevalent in the field of remote sensing [2]. 
However, there are a number of problems where neural 
networks do not necessarily provide an optimum solution, 
these include mixed pixel analysis, sub-class characterization 
and parameter extraction for use in bio-physical models. 
Typically the application of NN techniques to remote sensing 
involves using one NN to classify a large number of land- 
cover classes [3]. The authors have found this approach to be 
inefficient and inaccurate, a modular approach is therefore 
implemented which is more flexible. SVD has previously 
been used to classify agricultural species with accuracy's 
approaching 95% and has also been used to characterise sub- 
classes of Winter Wheat [4]. SVD and key vector analysis 
also enable parameters such as yield to be directly correlated 
with the output vectors. A holistic classification process has 
been developed by the author's which uses the best elements 
from neural networks and SVD. 

This paper applies these techniques to optical airborne data 
at varying resolution from lm to 5m resolution. The area used 
for this work is a research farm in Bavaria, Germany, which 
comprises of a highly dynamic terrain with small field units. 
High resolution land-use maps and yield data have been 
produced for the research farm, using GPS equipment 
attached to crop harvesters. These maps are used to validate 
the results produced by the various techniques. 

INTRODUCTION 

Current classification techniques were developed for 
satellite data having a typical resolution of 30m. Modern 
satellite sensors will produce resolutions of 5m. At this reso- 
lution features that were not present at coarser resolutions 
become apparent and problematic. New classification tech- 
niques are required to deal with these problems and to 
manage the increased quantity of data. Fundamental to the 
development of new techniques is the collection of accurate 
ground-truth data, to enable results to be correlated with 
actual features. Airborne scanners are becoming frequently 
used for high resolution surveying of interesting regions or 
eco-system monitoring. They have an advantage in their 
ability to produce images of very-high resolution which can 
be used to aid the development of new techniques and verify 
classification accuracy's. 

NEURAL NETWORKS 

Backpropagation (BP) and its many variants are commonly 
used neural network training techniques for supervised 
classification in remote sensing [2] [3]. They can and 
frequently are treated as 'black boxes' with respect to the 
training data sets and initialisation and learning parameters. 
However, their are a number of problems with BP algorithms 
which necessitate careful selection of training patterns and 
learning parameters. 

PROBLEMS WITH BACKPROPAGATION 

There are two main problems with the BP training 
algorithm. The first is that the algorithm works well on 
simple data sets but as the data set becomes more complex, 
the performance of BP rapidly falls off. The error function 
E(w), becomes littered with local minima, the global minima 
often being dominated and difficult to converge on. The 
computational time can increase dramatically and the success 
of the training algorithm can often be hindered by becoming 
trapped in local minima. Modifications to the BP algorithm 
such as Adaptive Learning Rate, Weight Decay and 
Momentum, have recently been introduced to counteract this 
problem. Unfortunately, using a high value of momentum 
may get you out of a minima, but there is no indication if the 
next minima found is better or worse than the one which has 
just been left [5]. 

The second problem is that BP is sensitive to initial 
conditions caused by randomly choosing weights and biases 
in the initialisation procedure [5]. In practical terms this 
means that the ANN will initially begin training on different 
parts of the error surface. This problem is not likely to 
seriously affect the performance when the data set is 
relatively simple, but does cause serious degradation as the 
complexity increases. The random initialisation of the ANN 
is the reason why the initial sum squared error (SSE) differs 
at the start of each training period and the training period 
itself, measured by the number of epochs, is variable. 
Generally, the shorter the training time the closer to the global 
minima on initialisation. 

The selection of the training set can have a significant 
effect on the training and overall result for the network. Land- 
use classes need to be selected with care, as mixed class 
training samples will cause the network to become unstable. 
In a situation where identical or very similar spectral 
responses are presented to a network to represent different 
classes, this will cause the network to oscillate. A bad side 
effect is that if there are a large number of classes then it may 
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not be noticeable that the network is having problems 
distinguishing these 2 classes. It is quite probable that the 
network will train to a good overall sum-squared error, but in 
reality the error for the 2 classes is high and the other classes 
have become over-trained and have lost their generalisation 
capabilities. This will yield a very poor network that has little 
use when applied to other data. 

Neural networks that have good generalisation capabilities 
can classify sample data sets of very similar type accurately. 
However, when they are used in an operational scenario, the 
results produced are very poor. This is often caused by the 
prevalence of mixed pixels, variations in growth and 
unknown classes within images. 

MODULAR NEURAL NETWORK APPROACH 

To counter some of these problems a modular NN 
approach has been proposed and implemented. This modular 
approach necessitates having a NN for each class. Although 
this may seem to be excessive it produces greater flexibility 
and can reduce training times significantly [6]. If a new class 
is required then all that has to be done is to train a new 
network to discriminate the class, all the other networks do 
not have to be re-trained. Due to the networks being less 
complex they comprise of only a few neurons and thus train 
very quickly and minimise on the global minima very well. 

SINGULAR VALUE DECOMPOSITION 

SVD represents a powerful numerical technique for the 
analysis of multivariate data. SVD can be used as a 
preliminary stage in most types of multivariate analysis, and 
can greatly increase the computational efficiency of linear 
techniques such as key vector analysis, and non linear 
techniques such as cluster analysis and neural network 
analysis. SVD is also an extremely effective technique for the 
reduction of white noise. The inherent attributes of the SVD 
technique may have a considerable influence on the dataset 
(Herries, 1995a). The SVD technique has not been included 
within this paper as its mathematical description is well 
documented [2] [7]. 

DATA ACQUISITION 

The images used for this study were a set of multispectral 
images generated using a Daedalus ATM airborne scanner. 
This scanner produces 11 channels of different wavelengths. 

The Daedalus airborne scanner was mounted in a D0228 
aircraft and flown over the experimental farm at an altitude of 
450 meters. This produced an effective pixel resolution of 
lm. The image has been panoramically corrected. The 
image was acquired on the 4th July 1994 at 12.00am. 

The Daedalus image was then subsequently resampled and 
geo-referenced with an Orthophoto of 80cm resolution, a 
yield map and a digital elevation model. This produced 
images with a pixel resolution of 80cm. 

Scheyern experimental farm is managed under the project 
Forschungsverbund Agrarökosysteme München, which is a 
co-operation between GSF - Forschungszentrum für Umwelt 

und Gesundheit and several institutes of the Technische 
Universität München. The site is situated about 40 kilometers 
north of Munich in a hilly landscape derived from tertiary 
sediments. The area amounts to 143 ha. (10% pasture, 90% 
cropland). It illustrates the typical problems of an intensively 
farmed landscape: Erosion, soil compaction and 
contamination of ground water. The area covered by the 
experimental farm has a very dynamic terrain and is situated 
between 450 and 490 meters above sealevel. The land cover 
types are representative of much of Western Europe. 
Cultivation is more difficult on the slopes and erosion is much 
higher. The annual precipitation is approx. 833 millimeters. 

RESULTS 

Fig.l, shows a false colour composite of the Daedalus 
image resampled to 80cm resolution. This was then 
resampled again to 5m resolution and used with the neural 
and SVD techniques to produce estimations of yield and 
mixed pixel quantities within certain known field units. 

Fig.2, shows pixel mixing between gravel and winter 
wheat. The dark areas represent high levels of winter wheat 
within each pixel and the light areas represent gravel being 
present within the pixel at a proportion equal to its intensity. 
The path is present on the top edge of the field unit to show 
pure gravel in those pixels. 

Fig.3, shows the results of classifying the 80cm Daedalus 
image with SVD and key vector analysis. To produce this 
map two areas were selected that contain known yield 
quantities 8.29 t/ha and 4.92 t/ha. The SVD was computed 
and a key vector generated. This key vector was then applied 
to the field unit shown and the results show the relative 
proportions of yield within the field unit. Light areas 
represent high yield tending towards 8.29 t/ha and dark areas 
represent low yield tending towards 4.92 t/ha. 

Fig.4, shows the actual yield map for this field unit. This 
was generated by using a GPS system attached to a harvester. 
The dark areas represent low yield. The area labeled A in 
Fig.l, is clearly noticeable in all the figures. This is caused by 
a localised increase in gravel content in the soil, which 
reduces plant growth and therefore yield. It is possible to see 
in Fig.2, that the pixels in this area contain a modest gravel 
quantity, which is being characterised using the spectral 
response of these pixels. 

CONCLUSIONS 

The images show that these techniques can be used to 
characterise land-use of varying resolution to a high degree of 
accuracy. The SVD and key vector analysis techniques are 
excellent for characterising mixed pixels into their constituent 
components and these techniques can also be used to generate 
yield maps directly, or indirectly when used with regression 
techniques. 
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The thrust of this work is to develop modern classification 
techniques to classify imagery for use in real applications. 
The techniques are being developed alongside an extensive 
ground truth and imagery collection regime. 

It is envisaged that these techniques will be used to 
generate parameters for inclusion into a number of 
environmental risk models, currently being developed at GSF. 

The classification results for this work are extremely good 
and are well correlated with the ground truth data. 

There are a number of improvements that are planned 
which should increase the robustness, efficiency and accuracy 
of the results. There is an extensive plan of future work. 
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Abstract — This article presents a connectionist 
approach based on artificial neural network technique for 
the prediction of coastal upwelling in a study window off 
the northwest African coast. The prediction approach is 
based on the correlation of the coastal wind and the sea 
surface temperature anomalies during upwelling events. 
This correlation is first investigated by theoretical studies 
with a 3-dimensional Atlantic circulation model to obtain 
more information about the process. Then the correlation 
is approximated with an artificial neural network adapted 
with time series of the local wind and the upwelling sea 
surface temperature index. 

The ANN prediction result varies with the seasons. It 
is within a range of ±\K for seasons with little coastal 
upwelling dynamics (winter, spring) and within a range of 
±4K for dynamic seasons (summer and autumn). 

MOTIVATION 

Coastal upwelling (CU) is a transient, 3-dimensional 
meso scale-process with distinct variations along the 
coast [4] which leads to horizontal anomalies of physical, 
chemical, and biological properties. With upwelling 
waters anorganic matter is transported from subsurface 
layers into the euphotic layer where the biological primary 
production is triggered by solar radiation which generates 
phytoplankton abundance. Hence CU regions have an 
enhanced biological productivity and are well known as 
rich fishery areas. 

One of the main approaches for studying the CU 
phenomenon is the development of two and three 
dimensional ocean hydrodynamic models. Such models 
are successfully applied for determining basic features of 
the CU phenomenon in different areas of the ocean [6]. 

The main drawback of the modelling approach, 
especially of three dimensional models, is the model 
complexity which usually prohibits a straightforward 
operational use. 

In this work a portable connectionist approach with 

'also: Fakultät für Informatik, Technische Universität München, 
D-80290 München, Germany, email: kriebel@informatik.tu- 
muenchen.de 

artificial neural networks (ANN) is applied on the 
northwest African CU region, based directly on time series 
representing the CU dynamics. 

STUDY WINDOW 

As a study window an quadratic area off the northwest 
African coast is chosen with the upper left corner at 
[24°N, 23° W] and the lower right corner at [19°N, 16°W]. 
This window is located mainly along the Mauretanian 
coastline and is characterized by almost permanent CU 
with regular seasonal and small interannual variations [5]. 

Further the coastline in the study window is oriented 
from north to south and thus parallel to the prevailing 
trade winds in this area. The offshore water flow induced 
by the trade winds [2], generates a water divergence which 
is compensated by a vertical water flow from subsurface 
layer into the surface layer [4], see Fig. 1. 

Moreover, the bathymetry in the study window is 
regular and almost not distorted by (underwater) islands. 
The shelf is flat and enhances CU due to its so-called 
guiding effect [4]. 

The dominating near surface water flow in this area 
is directed equatorwards throughout the year. The 
undercurrent in the study area are also stable throughout 
the year and is directed polewards [4]. 

DATA 

The main driving forces for the ocean circulation are the 
wind stress, the net heat and the salt fluxes. Additionally, 
the response of the coastal ocean to these surface fluxes 
depends significantly on the topography, coastline, and 
thermohaline stratification. These geographical factors 
originate physical processes like internal Kelvin waves, 
nonlinear instabilities, and local vorticity, which interact 
locally with the CU phenomenon [6]. 

To facilitate the prediction task the following 
assumption is done: no change of topography, coastline, 
and thermohaline stratification along latitude, within the 
study window. This is not restrictive in the study window 
for reasons explained in the previous section. 

0-7803-3836-7/97/S10.00 © 1997 IEEE 1035 
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Modelled SST-indexlor dflterent wind events 

Figure 1: Schematics of coastal upwelling - The wind 
component parallel to the coastline causes a horizontal water 
divergence offshore in the surface layer which is compensated 
by upwelling water from subsurface layers. 

ECMWF (European Centre for Medium range Weather 
Forecast) daily wind data is used as exogenous parameter. 
It has a spatial resolution of 1.125° in latitude and 
longitude and is used from 1986 to 1991. 

AVHRR (Advanced Very High Resolution Radiometer) 
derived SST index data is used as prediction target. The 
SST index is defined as the difference of the midshelf (also 
onshore) SST and the SST 500 km offshore [5], see Fig. 1. 
The original temporal resolution of AVHRR data is daily 
but is first averaged, due to cloud contamination, to a 
resolution of 4 values per month and then interpolated [7] 
to asure continuity in the time series which is important 
for ANN applications. The spatial resolution of the 
AVHRR data is about 0.05° in longitude and latitude. 

THEORETICAL ANALYSIS 

The theoretical analyses with the 3-dimensional 
circulation model ISPRAMIX [1] were done to further 
investigate the dynamics of the upwelling process and 
also the correlation of local wind events with the SST 
index. The wind time series, and so the Ekman upwelling 
index [4], is found to compare well with the large-scale 
pattern of the SST index [5]. 

To make the different experiments comparable, 
artificial initial conditions are introduced throughout the 
theoretical analyses. A circulating wind vector with a 
speed of 2 ™, a period of 48 hours, and stable net heat 
flux with daily variations provide stable initial conditions 
for at least 744 hours (31 days). 

Wind vectors of different durations, speeds, and 
directions were superimposed on the initial conditions. In 
Fig. 2 the dynamics of the SST index for equatorwards 
winds of 5, 10, 15, and 20 y velocity and superimposed 

Figure 2: Modelled SST index for samples of wind events - 
Variations of the force of unidirectional wind events induce 
significant variations in the resulting SST index signal. 

for 5 days is depicted as an example. It can be seen that 
the function to be estimated for the prediction is nonlinear 
which emphasis the application of an ANN as nonlinear 
stochastic modelling tool. 

Further experiments showed a maximum and a 
minimum value in the amplitude of the SST index for 
continuous wind events, limited by the water temperature 
in upper boundary layer depth and the SST itself. 
Moreover, the wind history was found to be important 
as permutated wind events generated different final SST 
index signals. Also a correlation in the order of the power 
of 3 was found for the wind and the SST index which is 
subject of current research. 

PREDICTION 

The goal is to adapt an ANN to the nonlinear transfer 
function Q in equation 1 which describes the nonlinear 
dependencies (see section DATA) between the wind 
history w of length |«;| = /, and the SST index at time t, 
SST}, 

SST* 

i0 

/ 
t-1 

dt g (t0 - t, wt). (1) 

A 3 layer feedforward ANN [3] is adapted to Q(ta - 
t, wt) with the supervised backpropagation learning 
algorithm. The ANN architecture comprises 7 input 
neurons, 14 hidden neurons, and 1 output neuron. 

The number of input units is determined by the 
autoregression coefficients of the wind time series which 
converge to zero at lag 10 days. At lag 7 days the 
autocorrelation coefficient is 0.2. The temporal variations 
of the coastal wind have typically periods of 5 to 10 days. 
Within this time scale occur the local CU pulsations forced 
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approximation of an ANN to a nonlinear transfer function. 
But with a seasonal seperation of the prediction the 
amount of data is further reduced. 

The application of hierarchical and/or modular ANNs 
and of model generated training data is subject of current 
research. 
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Figure 3: CU prediction with an ANN - The prediction 
result of the SST index is depending on seasonal variability 
of the CU dynamics. The impulses along the x-axis show the 
prediction error. 

by the local winds [4]. The sampling rate of the SST index 
time series is also 7 days. 

The number of hidden units is guestimated according 
the trade off of a minimimum number to avoid overfitting 
of the ANN to the training data but still to keep the ability 
to adapt to the general temporal patterns (generalisation) 
[3]. The number of output units is determined by the 
prediction task. 

In Fig. 3 the ANN prediction for 1990 and 1991 (48 
values per year) is depicted after training with the data 
from 1986 - 1989. The training was stopped after 5000 
training cycles. It can be seen that the prediction error 
(drawn as impulses along the 0 line) has a seasonal 
variability. The prediction result is within a range of ±\K 
for winter and spring which are known as the less active 
CU seasons. The variation of the prediction for the main 
CU season is ±4K. 

The ANN adapts well to the transfer function Q for 
certain periods of the year where the SST index signal 
shows little dynamics and fails for other periods with 
higher dynamics. 

CONCLUSION 

The seasonality of the prediction error leads to the 
conclusion that one single ANN is overloaded to adapt to 
the seasonal variability of the CU dynamics. A possible 
way to achieve better prediction results based on ANN 
technique is to devide the prediction according the obvious 
results gained. The different seasons of CU dynamics can 
be predicted by different ANN which are then put together 
to an ANN with hierarchical and/or modular architecture. 

A problem of this approach is the requirement of a 
big amount of training samples in order to achieve good 
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Abstract - Speckle reduction of polarimetric SAR imagery 
has been studied using several different approaches. Most of 
these approaches exploited the statistical independence 
between HH, HV and VV channels. The statistical 
characteristics, such as correlation between channels, and 
polarimetric signature preservation, were not addressed. This 
paper proposes a new approach in polarimetric SAR filtering. 
This new approach emphasizes introducing no cross-talk, 
preserving polarimetric properties and statistical correlations 
between channels. In addition, the image sharpness is better 
maintained. The impact of using this polarimetric speckle 
filtering on terrain classification is also studied. NASA/JPL 
Les Landes polarimetric P-Band and C-Bänd SAR data is 
used for illustration. 

INTRODUCTION 

Speckle appearing in SAR images is due to the coherent 
interference of waves reflected from many elementary 
scatterers. Speckle complicates the image interpretation 
problem by reducing the effectiveness of image segmentation 
and classification. Many algorithms have been proposed to 
reduce the speckle effect [1]. For polarimetric SAR, the 
speckle reduction problem is more complicated, because of 
the difficulty of dealing with the cross product terms. Novak 
and Burl [5] derived the polarimetric whitening filter by 
optimally combining all elements of the polarimetric 
covariance matrix to produce a single speckle reduced image. 
Lee et al. [2] proposed two algorithms that produced speckle 
reduced HH, VV and HV images by using a multiplicative 
noise model and minimizing the mean square error. The off- 
diagonal terms of the covariance matrix were not filtered. 
Goze and Lopes generalized Lee's approach to include all 
elements of the covariance matrix for one-look imagery. The 
main deficiencies of these approaches are that they introduce 
cross-talk between channels and polarimetric properties are 
not carefully preserved. In addition, the utilization of 
statistical independence between polarization channels 
altered the statistical correlation. In this paper, a new 
approach is proposed to overcome these deficiencies. 

Polarimetric Covariance Matrix 
For monostatic radar, the polarimetric scattering 

information can be represented by a complex vector, 

u      [Shh Shv> ^w]T or a complex covariance matrix: 

T mx   = 
Phhl 

^hv^hh 

SwShh 

ShhShv 

Phv| 

SwShv 

ShhSyv 

ShvSw 

IsJ2 

SAR data are frequently multi-look processed for speckle 
reduction and data compression by averaging several 
neighboring 1-look pixels. 

Z = lYc(k) 

where C(k) is the kth 1-look sample. The Z matrix is a 
Hermitian matrix. The statistics of Z has been extensively 
studied and found to have a complex Wishart distribution 
{Lee et al [4]). The other representation is the Stokes's 
matrix, which is a real 4x4 symmetrical matrix. The terms of 
the Stokes' matrix are a linear combination of terms from the 
covariance matrix. Speckle filtering should reduce speckle of 
all terms in the Covariance matrix. The diagonal terms of Z 
can be characterized by a multiplicative noise model. The 
off-diagonal terms contain noise neither multiplicative nor 
additive. Filtering the off-diagonal terms properly remains a 
difficult problem to address. 

Basic Principle of the New Approach 
1. To avoid cross-talk, each element of the covariance 

matrix has to be filtered independently in the spatial 
domain. 

2. To preserve polarimetric properties, each term of Z 
should be filtered in a manner similar to multi-look 
processing by averaging the covariance matrices of 
neighboring pixels. All elements should be filtered by 
the same amount. 

3. To preserve features, edge sharpness and point targets, 
the filtering is done by weighting the covariance 
matrix of the center pixel with the mean of covariance 
matrix from selected neighboring pixels using the 
local statistics filter [1]. 

THE POLARIMETRIC SAR SPECKLE FILTER 

The boxcar filter has the deficiency of smearing edges, and 
degrades image quality.    The proposed polarimetric SAR 
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filter uses edge-directed non-square windows and applies the 
lee's local statistics filter. The edge-directed window and 
the weights are computed using the span (total power) image. 
The same edge-directed window is then used to compute the 
mean and variance for each element of the covariance matrix, 
and the same weights are then applied. Thus, the 
polarimetric information is preserved in homogeneous areas, 
and cross-talk between channels is avoided. Also, the image 
sharpness is maintained, because of the use of edge-directed 
windows. The filter operates in a 7x7 moving window, and 
follows these basic steps: 

1. Edge-directed window selection: one of eight edge- 
directed windows as shown in Fig.l is selected to filter the 
center pixel. Using the span image, the edge direction is 
computed following the procedure of lee's refined filter[3]. 
The window is divided into 3x3 sub-windows and their 
means are computed. Edge direction is detected by a simple 
edge-mask using the sub-means. The edge masks used here 
are 

""i   i   ii[i 
0     0     0      1 

-1   -1   -lj [o 
Sobel or Prewitt edge detectors are not used for this 

operation, because they are not accurate in detecting noisy 
edge direction. The maximum absolute value selects the 
edge direction. The edge directed window is selected based 
on the closeness of the center sub-mean with the two sub- 
means in the edge-direction. The span image is used, because 
of its lower speckle noise level. 

matrix  including  the  off-diagonal  terms, 
covariance matrix is 

The  filtered 

1   0   1 0 1   1 

1   0   1 -1 0     1 

1   0   1 -1 -1   0 

1 0" 

0 -1 

-1 -1 

Fig. 1 Edge-directed windows. Pixels in white are 
used in the filtering computation. 

2.  The local statistics filter using the multiplicative noise 
model is then applied.  Let y0 be the span pixel value.  The 
filtered pixel value is computed by 

y = y + k(y0-y) 

k = 
var(y) _ var(y0)-y2cr^ 

var(y0)    var(y0)(l + <) 

where y is the filtered pixel value, y and var(y0) are the local 

mean and variance computed in an edge - directed window. The 

crv is the standard deviation of the multiplicative noise. For 4 - 

look imagery, <xv =0.5. 

3.    The same k value and the same window number 
obtained from step 2 are used to filter the whole covariance 

Z = Z + k(Z-Z) 
where each element of Z is the local mean computed using the 

same edge - directed window. 
4.   The covariance matrix can be converted into Stokes' 

matrix, if desired. 

EXPERIMENTAL RESULTS 

NASA/JPL AIRSAR P and C-Band polariemtric SAR 
imagery of Les Landes is used for illustration. This scene 
contains many homogeneous forested areas with several age 
classes of trees. This data is 4-look processed. Fig. 2 shows 
the original and filtered P-band HH SAR images. It shows 
that speckle has been reduced and image sharpness 
preserved. 

(a) Original P-band HH image 

(b) Filtered P-band HH image 
Fig. 2 The HH image was used as an example to show 
the effectiveness of this algorithm in speckle reduction 
while preserving edge sharpness. 
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Polarimetric Properties Preservation 
To evaluate the preservation of polarimetric information, 

we used the homogeneous areas to generate the polarization 
signatures (van Zyl, 1987). Excellent agreement between 
signatures from the original and filtered data indicates the 
robustness of this filtering algorithm even using contour plots 
for comparison. We also compared the averaged covariance 
matrix over several homogeneous areas. Again, the results 
are good even for the off-diagonal terms. 

Statistical Information Preservation 
The objective is to maintain the statistical information 

similar to multi-look processing. We have investigated the 
filtered correlation coefficient between HH and VV, and 
found that this filter can achieve filtering results similar to an 
additional 25-look processing, but without the deficiencies of 
straight averaging. 

THE IMPACT ON CLASSIFICATION 

The Les Landes P- and C-band data is used for 
classification using the Bayes Maximum Likelihood 
classification algorithm [4], We have tested the classification 
by dividing the classes into four and seven classes. The seven 
classes are 1) Bare soil, 2) 5-8 years old trees, 3) 8-11 years 
old, 4) 11-14 years old, 5)15-19 years old, 6) 33-44 years old 
and 7) > 41 years old. The correct classification rates are 
listed in Table 1 for classification based on P-band, C-band, 
and combined P and C-band data. 

Table 1 Comparison of correct classification rates 
using the original and the filtered data 

CLASS 1 2 3 4 5 6 7 
P-Band ,Orig. 99 78 33 52 44 25 19 
P-Band, Filter 100 95 82 93 89 55 41 
C-Band, Orig. 71 13 20 34 27 10 10 
C-Band, Filter 100 42 37 60 70 26 26 

P & C, Orig. 99 81 45 58 51 29 22 
P & C, Filter 100 97 84 96 97 63 49 

The improvement in classification using the filtered data is 
quite striking. The classification accuracy using the original 
data is not acceptable, especially for C-band. Typically, the 
correct classification rates are nearly doubled for class 3 
through class 7. 

This improvement is mainly because speckle filtering 
enhances the separation of all polarization channels and of 
phase differences. To clearly visualize this effect, we plot the 
histograms of the original and the filtered HH polarization for 
four classes, as shown in Fig. 3. The distributions become 
more concentrated for filtered data than for original data. 
Similar effects are shown in phase difference histograms. 
Fig. 4 shows the HH and VV phase differences using the 

original data and the filtered data. Even though the phase 
difference terms were not directly filtered, the filtering of off- 
diagonal terms makes the phase difference distribution more 
concentrated. 

ntw»d HH Amplitude 

(a) Original HH amplitude      (b) Filtered HH amplitude 
Fig. 3 Histograms ofHH distributions of four classes. The 

filtering enhances the separation of classes. 

(a) Original tym- (|>vv (b) Filtered <\>m- <(>vv 

Fig. 4 Histograms shows the filtered phase difference 
distribution becoming more concentrated. 

CONCLUSION 
A new approach has been adopted to develop a 

polarimetric SAR speckle filter that preserves radiometric 
and polarimetric properties, and maintains the statistical 
characteristics similar to multi-looking processing. The effect 
of polarimetric speckle filtering on terrain type classification 
is quite dramatic in boosting classification performance. JPL 
AIRSAR data is used for illustration. 
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Abstract: - Filtering can be used either to reconstruct the 
information bearing parameters in polarimetric images or to 
produce intensity images with reduced 'speckle'. These two 
approaches are analysed through the product model, using 
both model-free and model-specific texture, and performance 
criteria described. 

INTRODUCTION 

Filtering of polarimetric images can be carried out for two 
purposes: (i) to use the multi-channel information in order to 
enhance the perceived structure in the imagery; (ii) to 
provide improved local estimates of the parameters 
characterising the data. The information being sought in 
these two cases is quite different. In the first case, 
polarimetric information is discarded in order to form a one- 
dimensional 'projection' of the data with reduced speckle 
compared to a single look image. In the second, a true 
reconstruction of the data is required, preferably taking 
account of image structure. 

Both approaches must be based in the statistical properties of 
the data. It has been suggested on theoretical and empirical 
grounds that a viable data model for the scattering matrix 
data Sis [1] 

S = TY (1) 

Here we assume that S= (Sllh,Slw,Sn)' = (SvS2,Sj is a 3- 

vector corresponding to calibrated single frequency 
polarimetric data, T is a positive scalar texture variable, for 

which ^r2) = 1, related to fluctuations in the number of 

scatterers and Y is a zero-mean complex Gaussian random 
variable. Since T and Y are independent, it can be seen that 

cij=(sis*) = (r)(YiY;) = {YiY;)       (2) 

so that the covariance matrix of Y can be estimated from the 
observed covariance matrix, C. 

RECONSTRUCTION FILTERING 

The data model (1) implies that polarimetric filtering in 
order to recover the statistical information-bearing elements 
has the task of estimating 9 real parameters for Y (3 real 
channel powers and 3 complex correlation coefficients) and 
whatever number of parameters is necessary to describe T 
(this depends on the texture model [1]; in the commonly 
used gamma distributed model for T, just a single order 
parameter is needed). We can recognise three cases: 

(i) Textureless, T=\. Then C carries all the information and 
its maximum likelihood estimate (MLE) is the sample 
covariance matrix [2]. 

(ii) Model-free texture. The covariance matrix can be 
estimated without assuming any distributional form for T 
using a minimum mean square error (MMSE) approach for 
the real 9-vector, Yc, 

Yc =   (ji;|2.|nr.|l5r.Re(^)lni(lIl?)Re(lJir) 

im (r, Y; ) Re(y2 Y; ), im (Y2 Y; )) (3) 

with a similar definition for Sc. Then the MMSE filter has 
the form 

where I9 is the 9 x 9 identity matrix. In this form, all the 
terms can be directly estimated from the observed data. The 
mean vector (Sc) = (Fc) can be estimated from a window 

surrounding the pixel of interest. In order to estimate (T
4
) , 

note that 

(5) 
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Since Y is Gaussian, the normalised moment on the RHS of 
(5) can be readily calculated. When i = j with 1 < i < 3, it 
takes the value  (1 + 1/L) for L-look data. 

Finite sampling effects in (4) may cause the estimate of 

(r4) to be less than 1, despite the fact that  (r4) > 1 in the 

population, which leads to negative estimates of the powers 
in the channels. Since this indicates an artefact of the 

sampling, (T*) should be constrained to be the maximum of 

1 and the value supplied by (5). 

Assessing the overall performance of this filter is not easy, 
but Figure 1 shows how it sharpens the phase difference 
distribution in a forested region of AirSAR data as window 
size increases. By contrast, in untextured (Gaussian) data, 
the filter has no effect on the phase distribution [3]. 

(iii) Model-based texture. If the distribution of T is known, a 
full MLE solution can be attempted. In practice, even for the 
gamma distributed model for T, the solution is non-analytic 
and approximate methods must be used [4]. Alternatively, 
the texture variable can be estimated separately using a 
maximum a posteriori approach, with solution given as the 
positive root of 

vT4  + (3L-v + j)r2  - Ltr(c-lc) = 0 (6) 

for L-look data. Here v is the order parameter of the gamma 
distribution which must be estimated, like C, from a 
surrounding window, possibly using the MMSE methods 

described above. The quantity C is the observed sample 
covariance matrix and tr denotes trace. This is the multi- 
look polarimetric equivalent of the single channel gamma 
MAP filter [5]. 

STRUCTURE FILTERING: SPECKLE REDUCTION 

Speckle is essentially a single-channel concept; it expresses 
the variability in an estimate of a0 at each pixel due to the 
uniform distribution of phase. This hinders the recovery of 
scene structure, such as point target or edge detection, and 
hence numerous methods have been developed to reduce its 
effects. For single channels, speckle reduction and parameter 
reconstruction are essentially the same thing. However, 
when dealing with polarimetric data, we can instead form an 
'intensity' image, 7, from a linear combination of channels, 
w = Rz , by 

M 

j = £|w,.|2 = w*w = z^Az = tr{Azz*)     (7) 

where A = R R is Hermitian. Note that here we allow M 

channels and a generalised data vector z since the results are 
generally applicable (M = 3 and z = S for polarimetry). This 
discards the polarimetric information but can produce an 
image with reduced 'speckle' compared to a single channel. 
Since this method takes weighted averages of channels, not 
spatial averages,  it should preserve resolution  (but see 

below). The normalised variance of/, V7 = var (/)/(/) , is 

minimised when A = aC1 , where a is an arbitrary 

constant and C is the complex covariance matrix [1,6]. This 
minimum value is 

V,(min) =(r4)(i + JL) - 1 (8) 

for the textured case, which reduces to just \IM in the 
Gaussian case. For L-look data providing a sample 

covariance matrix, C, this result can be generalised: the 
minimum variance image is given by 

J tr(c-' C) (9) 

and Vj (min) is as in (8) but with the first term on the RHS 
multiplied by 1/L. This assumes a constant value of the 
texture variable across each of the independent looks in the 
multi-look data. No analytic solution is known if texture 
varies with look. Although this technique appears to 
preserve resolution, in practice the need to form a local 
estimate of C causes energy spread and resolution is lost [3]. 

The above method of reducing speckle requires access to the 
full covariance matrix, but also of interest are methods using 
just intensity data. In this case, the matrix A in (7) is chosen 
to be diagonal, with diagonal terms A\, A2 and A3, equivalent 
to a vector A = (Au A2, A3). The general effects of a filter of 
this type can be effectively displayed when the like and 
cross-polarised channels are uncorrelated and untextured. 
Then 

v   = 
Var(J) _ 1 l + 2y|pl2A3+Y2A2 + £2A2

2 (1Q) 

O2 (l + e A, + Y A,) 

where   A\   has   been   set   to   1,    y = (|S3| )/(|^i| )» 

e = fcjVfeh    and   p   is   the   HH-W   complex 

correlation coefficient. Figure 2 indicates regions in the 
(A2,A}) plane where V,  < L"1 (so that speckle is reduced) 

or Vj > L"1 (so that speckle is enhanced). The boundary 
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between the two regions is indicated in Figure 2 by the solid 
curves. In general, the normalised variance is minimised 
when 

A = KC;'a (11) 

where      a' = (Cu,... CMM)   andC,   is  the  covariance 

matrix of one-look intensity: 

CI(i,j) = (liIj)-(li)(lj) = \c(i,jf.    (12) 

The constant K   is arbitrary. For L-look textured data the 
value of the minimum normalised variance is 

[5] A. Lopes, E. Nezry, R. Touzi and H. Laur, "Structure 
detection and statistical adaptive speckle filtering in SAR 
images", Int. Jnl. Remote Sensing, vol.14, pp. 1735-1758, 
1993. 
[6] L.M. Novak, M.C. Burl and W.W. Irving, "Optimal 
polarimetric processing for enhanced target detection", IEEE 
Trans. AES, vol.29, pp.234-244, 1993. 

V,(min) = (r4) 1 + 
La'Cj'a 

(13) 

Under the conditions of Figure 2 this global minimum has 
the value 

/      x     1       l + lp|2 

L      3 + |p| 
(14) 

which is achieved when A is any multiple of the vector 

[1/0,, fl + |pn/a2, I/a,) . Setting A, = 1, the minimum 

therefore occurs at Aj =(l + |p| Je-1, A3 =y~' as noted on 

Figure 2. Note that any positive filter weights give speckle 
reduction, but the degree of reduction depends on the 
covariance structure, and may vary over the image. More 
general weightings (for example those provided by a 
principal components analysis) may cause very significant 
speckle enhancement. 
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Figure 1: §HH-W for single-look AirSAR data, from a 
forested area and using the MMSE filter with a window 
size of 3 x 3 and 7x7 pixels respectively. 
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Abstract. For surfaces satisfying the "product model", the 
sample Covariance Matrix (CM) is the product of a positive 
scalar random variable u. representing texture and a mean CM 
representing the polarimetric properties of the surface. The 
Maximum Likelihood (ML) estimator of \i is given by the 
Multilook Polarimetric Whitening Filter (MPWF). The ML 
estimator satisfies the well known multiplicative speckle 
model. For the multiplicative model, we analyze the optimality 
of the texture estimators by using decision theory and Bayes 
approach. We develop a new estimator for Gamma distributed 
texture. The A Posteriori Mean (APM) estimator is 
radiometrically unbiased and has the smallest Mean Square 
Error (MSE) of all estimators. The Gamma-MAP estimator, on 
the contrary, is radiometrically biased, but it preserves the 
textural contrast better. 

1. INTRODUCTION 

The texture of polarimetric clutters is frequently modeled as a 
positive scalar multiplicative random variable p. This variable 
modulates the mean covariance matrix (CM) C^, which 
represents the polarimetric properties of the surface [l]-[4]. 

Cz = n QA (1) 

Equation (1) represents what would be the ideal unspeckled 
data Cz. The same relation holds for the speckled multilook 
sample CM E, of the backscattered vector 'z^Ehh.Ehv.Evh.Ew): 

1     L0 

^=L^   X   z">tz-* = H*U (2) 
° m = l 

This is the so called "product model". The probability density 
function (pdf) of the sample CM I& , for a homogeneous 
clutter, is the complex Wishart pdf [2],[5]. For a textured 
surface, the conditional pdf of 1^ is: 

L^UI^exp^-W^)) 
Y 

P^AIQA)- „p<p-i)«r(L0)...r(L0-p+i)u')Lo|c2A|
u> (3) 

where L0 is the Equivalent Number of Independent Look 
(ENIL) and p is the number of channels (p=4 or p=3 for 
reciprocal data). A well known class of clutter satisfying these 
conditions is the class of K-distributed surfaces, with Gamma 
pdf: 

PuO*)= 
a 

Ha)A V 
(-)   exp(-a^) p>0 (4) 

For a normalized texture random variable, the mean value 
E

M(^)=£ is equal to one. a is the heterogeneity (or order) 
parameter. In the general case, the texture may have any 
distribution. 
The Maximum Likelihood (ML) per pixel estimator of the 
normalized texture |i is derived from (3). We have shown that 
it is equal to the normalized Multilook Polarimetric Whitening 
Filter (MPWF) [2],[3] 

!_._,_      1 
UML - p Tr(CzA iy =    zMPWF (5) 

We also have shown that the ML estimator satisfies the well 
known multiplicative speckle model 

AML=^.-Tr(CzA
12^) = n.F (6) 

where the random variable F is the speckle and has a Gamma 
pdf with mean value EF(F)=1 and ENIL (order parameter) L= 
pL0. The ML estimator is a sufficient statistic and the data 2^ 

can be reduced to u.ML without loss of textural information. It is 

also unbiased, i.e., EF(jlML) = p.. In addition its variance 

reaches the Cramer-Rao lower bound var(jlML) = p2/pL0. It is 
thus an efficient estimator of the normalized texture |j.. 
Equation (6) shows that the problem of normalized texture 
estimation is analogous to the problem of radar reflectivity R 
estimation under the multiplicative model, when the observed 
intensity I and the mean radar reflectivity ER(R) are given 

I = R.F = u ER(R). F (7) 
I I 9 

where 1= | EM | and F are the backscattered field intensity and 
the speckle intensity for the pq polarization, respectively. 
Estimating R is equivalent to estimating [i = R/ER(R). In the 

latter case the ML estimator (l^ = I/ER(R) does not bring any 
improvement unlike the polarimetric estimator, which is less 
speckled. For the latter, the ENIL is p times greater than the 
initial value L0. 
Usual speckle filters convert the data I (the ML estimator) into 

A 
a filtered (estimated) value R. In the next sections we develop a 
method which generalizes both problems and we establish a 
new optimal bayesian texture estimator. We compare it to some 
well-known speckle filters such as the Linear Minimum Mean 
Square Error (LMMSE) and the Maximum A posteriori (MAP) 
filters. 
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2. OPTIMAL BAYESIAN TEXTURE ESTIMATORS 

In [2] we have derived some texture estimators based on the 

sufficient statistic UML> which takes into account some prior 
knowledge on u. This can be the range (minimum and 
maximum values), or the exact expression of the texture pdf. If 
the prior knowledge is that u is uniformly distributed over the 
range [0,+°°[, the MAP estimator reduces to the ML estimator. 
A less arbitrary pdf for u is given by the Maximum Entropy 
(ME) method. The ME pdf for a positive random variable, 
whose mean value is known, is the Exponential pdf. The 
Exponential pdf is a particular case of the Gamma pdf with 
a=l. We have observed that it is radiometrically biased with 

E(UEXP-MAP-) < p.. This study confirms this observation. This is 
not the case for the Gamma-A Posteriori Mean (APM). The 
APM, described bellow, is the MMSE Bayes estimate. 

2.1 The decision theory and the Bayes estimators. 
For a continuous variable, the decision rule, defining an 

optimal per pixel texture estimator, is a function uf = f(|i.ML) of 
the data which must optimize some criteria. For instance the 

estimator may minimize a cost (loss) function C(uf, u) which 

penalizes erroneous estimations uf of the true value u. Several 
cost functions can be used: the usual square error (quadratic 
function of the euclidian distance), the Dirac error and the less 
used abolute error criterion (linear function of the distance) 
[6]: 

CSE(£f,u) = (£f-u)2 (8a) 

CDE(jlf,u)=l-8aif-u) (8b) 

CAE(Hf,u) = |uf-u| (8c) 

In the case of random variables uf and u, the loss function is 
also random. The average loss over all possible observations is 
called the risk function: 

I-OIM-ML)]- The quantitiy in the brackets is the posterior cost, 

given the observation UML. The optimal function f is the one 

which minimizes it for each U.ML. 

ftopt = argf {min EM(C(£f, u) I ^ML) for each p.m}   (11) 

2.2 Optimal texture estimators for various cost functions 
By using the cost funtions in (8) and minimizing the mean 
posterior cost (11), the Bayes estimators are given by 

UMMSE=EM(|J.|UML) = UAPM (12a) 

AMMDE = arg M{max p(u | JIML)} = (IMAP (12b) 

AMMAE = arg JP(u I (V) -2 = 0}= £APMed (12c) 

where P(u | $ML) is the a posteriori cumulative density function 
(cdf). The estimators are all particular statistics of the a 

posteriori pdf p(u | JIML): the mean (A Posteriori Mean APM), 
the mode (MAP) and the median value (APMed), respectively. 
Among them, the MAP and APM are used. The MAP can be 
often more easily derived than the APM [6]. 

3. THE MMSE ESTIMATOR FOR EXPONENTIALLY 
OR GAMMA DISTRIBUTED TEXTURE 
The Gamma-MAP estimator has been already established [7]. 
The Gamma-APMed can be obtained numerically. It lies 
between the MAP and the APM, whose analytical expression 
can be derived and is given by 

*ML).H)-P(UMLlP-)dHML    (9) 

A _   rKg-L+xtä) A. „ 

K«.L(>/r0) 
2a' lo= 

4aLjlML 

ft     ' 
(13) 

where Kn(x) is a modified Bessel function of order n. This 
expression can be applied to detected intensity data by using I 

instead of UML> and ER(R) instead of p. The MAP estimate is 
always smaller than the APM and the Linear MMSE (Kuan 
filter) estimates. 

alpha = 1,L=1 

Rc,fW=EML(C(£f, u)) = Jaffa 
0 

For each particular value or range value of u, we can have a 
particular function f which minimizes Rc,f(!-0- This is not easy 
to handle. Moreover the true value u is not known a priori. 
The Bayes approach allows to solve (regularize) this problem 
by giving a criterion based on the prior knowledge. The prior 
pdf pM(u.) can be interpreted as the degree of belief one has 
about the possible values of the unknown variable. The risk 
function can be weighted by the prior degree of belief to 
penalize the less probable texture values. The mean risk of 
using the function f, 

oo 

E/RcKn)) =/ RCif(u) p(u) du), (10) 

0 
is called the posterior risk. The optimal estimate minimizes it. 

The mean risk can be written as E|i(Rc,f(u)) = EML[E)1(C(nf, 
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3.1. Radiometrie bias and Mean Square Error 
The mean radiometric error (bias) for the estimator u.f is 

defined by Airf = E(pf)-|I. It is zero for the LMMSE estimator. 
For the APM estimator, it is easy to show that 

.A 
Af^APM = JVp(H)dji)-|i = 0 

0 

(14) 

This is not the case for the Gamma-MAP estimator, which is 
biased toward lower values (Fig. 2). The APM has naturally 
the smaller MSE (Fig. 3). The LMMSE estimator is only sub- 
optimal. This is due to the restriction to a linear estimation 
function. On the opposite, the MAP is the better on the a 
posteriori probability criterion. 

3.2 Variance and variation coefficient CV 
A surprinsing and unexpected fact is that the variance and 
coefficient of variation (CV) of all estimators are smaller that 
the true values, var(p)= p.2/a and CVM

2= 1/cc, respectively. This 
means that these estimators reduce the texture dynamics. But 
the MAP preserves the textural contrast better, especially for 
small ENILs (Fig. 4). It is therefore the most adapted for 
optimal intensity summations with textural compensation [8]. 
The differences between the APM and the MAP estimators are 
reduced when the ENIL increases. The bias of the Gamma- 
MAP becomes small, the estimator's MSE decrease and the 
estimator's variances reach the true value. 

5. CONCLUSIONS 

In this study, we have analyzed optimal texture estimators for 
the multiplicative speckle model using decision theory and 
Bayes approach. We have established the Gamma-APM 
estimator which is the MMSE estimator for Gamma and 
exponentially distributed texture. The APM is radiometrically 
unbiased, but the MAP preserves the texture dynamics better. 
The ML classification for polarimetric data and homogeneous 
surfaces [5] can be applied to textured surfaces by using the 

.  A A 
per pixel PML or PEXP-APM estimators. 
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ABSTRACT 

An investigation on techniques to estimate the underlying 
reflectivity in a time series of SAR images is presented in this 
paper. The topic has interesting implications for a wide range 
of radar remote sensing applications where the time evolution 
of the ecosystem is of importance. Focus will be given here to 
a thematic application - monitoring of the tropical forest - 
which is one of the major R/D activities within the European 
Commission TREES project, and which offered the motivation 
to develop the approach presented here. The theory behind two 
statistical estimators, which were previously proposed by one 
of the authors, and that are used in the present study, is briefly 
summarized. Implementation issues which are specific to the 
case at hand are then discussed. Finally some results are pre- 
sented, based on simulated SAR images and an ERS-1 time 
series acquired over the tropical forest in West Africa. The 
results highlight the performance of the filters, in terms of 
speckle suppression and restoration of the image texture. At 
this stage of our research we can already conclude that the 
approach has a high potential for radar remote sensing applica- 
tions; the key point is that it allows for the reconstruction of the 
underlying radar reflectivity time evolution at the full spatial 
resolution of the signal but with a dramatic improvement of the 
signal to noise ratio; the way is thus paved for reaching unprec- 
edented results in the visual or automatic interpretation of SAR 
imagery. 

RATIONALE 

We present in this paper an investigation on techniques to esti- 
mate the underlying reflectivity in a time series of SAR 
images. In our case the motivation for this research effort 
stems from a particular thematic application - tropical forest 
monitoring - but the approach presented here has certainly 
deep implications for a wider range of radar remote sensing 
applications (e.g. crop yield prediction, flooded area monitor- 
ing, burnt scar detection, forest seasonality), and will be in 
general useful when the ecosystem dynamic evolution must be 
tracked. Tropical forest monitoring is the objective of the 
European Commission TREES (Topical Ecosystem Environ- 

ment monitoring by Satellites) project, in whose framework 
this study was initiated. 
The potential of space-borne microwave sensors, such the 
SAR on board the ESA ERS space-craft, for obtaining large - 
continental - scale radar maps of the tropical forest has been 
recently investigated by the SAI MTV unit [1]. One of the 
problems that surfaces here and in similar studies is that dis- 
crimination of certain types of vegetation - such as primary and 
secondary forest - are not always possible using only intensity 
values; a contextual measure is needed, such as texture. In turn 
conventional texture measures are quite ineffective in the case 
of ERS imagery, and therefore an approach to detect structures 
at different scales based on a wavelet multi-resolution decom- 
position was proposed [2]. This approach offers an ideal 
framework to deal with multi-scale texture, but suffers from 
the contamination of speckle noise in SAR images. Therefore 
especially in order to deal with small scales - at the order of the 
ERS PRI pixel spacing e.g. 12.5 - suitable techniques to extract 
the underlying radar reflectivity from noise must be found. 
Conventional speckle filters use the spatial local statistics.in 
the neighbourhood of a pixel and therefore tend to smooth - or 
even worse corrupt - texture at small scales. The approach pre- 
sented here allows us to achieve an excellent signal to noise 
ratio at the original signal spatial sampling, and therefore 
paves the way for reaching unprecedented results in the visual 
or automatic interpretation of SAR imagery over the tropical 
forest. 

ESTIMATORS 

From the statistical signal processing point of view we can 
attack the time series reflectivity estimation problem along two 
lines: assuming a model only for the noise component and 
restricting the embedded signal to be stationary; characterizing 
the signal by a state or dynamical model (e.g. Gauss-Markov). 
To the first category belong estimators such as the Linear Min- 
imum Mean Square Error LMMSE (e.g. Wiener filters); these 
estimators solve with a relatively low computational complex- 
ity the filtering problem - estimation of reflectivity at measure- 
ment times t. based on present and past data only - and the 
smoothing problem - estimation based on future data also. To 
the second category the Kaiman filter, and other adaptive FIR 
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filters, which are typically used in process control. These tech- 
niques add complexity both under the computational and the 
signal modelling point of view, but are very attractive because 
they lend themselves to the solution of the interpolation and 
the prediction problem, which would allow us to extend the 
radar reflectivity estimation to times where no real data acqui- 
sition was performed. Clearly this is of utmost importance for 
certain applications, such as crop monitoring or multi-sensor 
data fusion. Work in this direction is under way at the JRC S AI 
MTV and NRL. 
We will limit our discussion in this paper to two estimators 
belonging to the first category, which were originally intro- 
duced by one of the authors [3]. Both filters are linear mini- 
mum variance estimators and assume a multiplicative noise 
model:z.= x.v- = , where v;. is the noise with unit mean 
and standard deviation av and x{ is the reflectivity to be esti- 
mated. 
The first estimator, which will be referenced as optimum 
weighting, considers an unbiased linear estimation of the 
reflectivity at time tQ as a weighted sum of the signals in the 
time series: 

5>/ 
E[z /<)J 

'£[*„■] 
(EQ1) 

The weights cc. are found by imposing the minimum variance 
of the reflectivity and the additional condition that for homo- 
geneous areas: 

X;= E[xj\ (EQ2) 

This means that the optimum weighting algorithm will recon- 
struct in an optimal way the reflectivity only if it is taken from 
a uniform distribution (fully developed speckle regime); for 
areas with a fluctuating population of scatterers within the res- 
olution cell, which give rise to a K-distribution for the ampli- 
tude backscattered signal, (the reflectivity is Gamma 
distributed) the estimator would not be minimum variance. 
The second estimator considered here is a vector extension of 
the classical Lee filter [4]. In this case the linear estimator is: 

x= Ax + Bz (EQ3) 

where x, z, x are now n-vectors and the matrices A, B are cho- 
sen as to minimize the reflectivity variance. Solutions of (2) 
and (3) are given in [3]. 
The difference between the two approaches is, from an intui- 
tive point of view, that the optimum weighting filter uses the 
local spatial statistics only to balance differences in reflectivity 
between images at different times; the estimation of the reflec- 
tivity x is simply achieved through condition (2), assuming a 
uniform distribution. The vector Lee filter uses the local spatial 
statistics also to improve the estimate of x in the case of non- 
homogeneous areas through (3). 

Applications of the above mentioned estimators to our case 
requires careful consideration of the two following aspects: 
SAR time series acquisition geometry and local statistic esti- 
mation. 

IMPLEMENTATION ISSUES 

The technique we are describing is based on the assumption 
that the same resolution element on the ground is illuminated 
by the radar beam in the same way, and corresponds to the 
same coordinates in the image plane (sampled signal) in all 
images of the time series. The backscattered signal can of 
course change from one time to the next due to a change in the 
dielectric and geometrical properties of the elementary scatter- 
ers, but should not change due to a different position of the res- 
olution element with respect to the radar. Therefore proper 
spatial co-registration of the SAR images in the time series is 
of paramount importance. This in turn means that overlapping 
orbits should be chosen in the SAR acquisition phase, to min- 
imize effects due to differences in the local incidence angle. 
These differences would affect both the displacement of fea- 
tures due to topography, and the radar cross section. 
The local statistic estimation is also a crucial point. Local sta- 
tistic is estimated using small windows centred around the 
pixel of interest. The window size is related to the variance of 
the estimator. For instance the standard error on the expected 
value E [z] which appears in (1) can be roughly estimated for 
ERS PRI 3 looks amplitude data considering fully developed 
and correlated speckle. In order to achieve a standard error on 
the mean of 5% a 17x17 window is required. On the other hand 
a typical problem in local estimators is that the population in 
the window should be homogeneous - edges, fine structures 
and point targets must be detected. The two contrasting 
requirements call for a filter implementation using adaptive 
windows in size, shape and detection algorithm. 
One additional point to consider in our case is the statistical 
non-uniformity due to changes in the target throughout the 
time series: for instance an homogeneous area can become 
split into two regions (and create an edge) if part of the back- 
scattered signals is enhanced by a meteorological event. There- 
fore the adaptive window algorithm must be applied separately 
for each resolution element and each data set in the time series. 
At the time of writing a fully adaptive local statistic estimator 
has been implemented for the optimum weighting algorithm. 
The following restrictive hypothesis (suggested by the the- 
matic application) is done: fine structures (such as roads, riv- 
ers) and man-made targets (strong targets) are stationary in 
time. The local estimator tries at first to use a large (typically 
17x17 window) if the area is homogeneous (the normalized 
second moment is used as a discriminator). If the area is non- 
homogeneous then a series of detectors using progressively 
smaller windows are used to locate edges, fine structures or 
point targets. The correlation coefficient between pairs of 
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images in the series is used efficiently as one of the discrimi- 
nators. In the case of extended edges when the window can be 
partitioned into homogeneous subsets, the algorithm indicated 
in [4] is used. 

RESULTS AND DISCUSSION 

Simulation 
In order to evaluate in a controlled way the results of the filter- 
ing process and to benchmark different approaches a simulated 
SAR time series was generated using a Monte Carlo approach. 
The simulated images contain homogeneous areas with fully 
developed un-correlated speckle, corresponding to a 3 looks 
amplitude signal. Within an image two areas with different 
random reflectivity are generated to simulate an extended lin- 
ear edge. Also the reflectivities are changed throughout the 
time series in such a way as to simulate cases where left and 
right reflectivities around an edge change with the same sign or 
with opposite sign. The latter case is in particular critical, 
because it would cause artifacts using a simple fixed window 
estimator. Also a fine linear feature with low reflectivity (mim- 
icking the case of a river), and a strong point target (simulating 
a house roof) are inserted in the images. 
An example of simulated SAR time series is reported in Fig. 1. 
Two frames out of 18 are shown. Results obtained using the 
optimum weighting filter with the adaptive window local sta- 
tistic estimator are reported in Fig 1-c while results using the 
vector speckle filter and a fixed 7x7 local estimator are shown 
in Fig. 1-b. On a visual basis, problems related to the small 
estimation window in the vector filter case are readily apparent 
in the homogeneous areas. The estimation error gives rise to a 
typical "cardboard" effect, which is visible in most products by 
speckle filters based on local statistic. On the other hand the 
adaptive window gives a smooth reconstructed reflectivity (see 
Fig. 1 -c). Also some bright and dark spots (which we could call 
shot noise) are appearing throughout the image in the case of 
the vector filter; they are probably due to numerical instabili- 
ties in the computation of the inverse covariance matrix (see 
equation B.8 in [3]); but further investigation on this phenom- 
enon must be carried out. In general mean reflectivity values, 
and the non-stationary structures in the images are well recon- 
structed for both filters. Values for the one point statistic on one 
homogeneous area are reported in Table 1. It can be observed 
how the optimum weighting algorithm achieves a better signal 
to noise ratio. 

TABLE 1. 

Mean SD ENL 

PRI 279.60 83.59 3 

Vector 279.72 27.55 28 

Opt. W. 279.80 21.27 47 

lev/    febflBSa 

• ■ ■■■wBgsä&gS 

Fig. 1 - Simulated SAR multi-temporal (18) images a); 
results using the vector speckle filter b) and the optimum 
weighting filter c). 

Multi-temporal ERS-1 SAR images 
The multi-temporal estimation technique is undergoing a full 
validation and fine tuning in the context of the TREES project 
using a stack of 18 ESA ERS-1 SAR images of a test site situ- 
ated in the Ivory Coast, West Africa. The images were acquired 
from April 1992 to November 1993 with a periodicity of 35 
days and therefore cover a full seasonal cycle. The 18 acquisi- 
tions of the same nominal scene (track 259, frame 135) were 
taken from nearly identical orbital positions. The baseline dif- 
ferences in the data sets used are within a range of 2000m. This 
assures, together with the excellent spacecraft stability, that 
topography induced radiometric and geometric distortions are 
nearly the same in all images. The stack was co-registered 
(ground range shifts) using a two steps algorithm; at first the 
nominal corner points of the images are taken to compute 
coarse offsets, subsequently fine tuning is achieved by means 
of cross-correlation. The site was characterized by ground data 
collected during several field trips, and complementary optical 
data and SAR data are also available. It constitutes therefore a 
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Fig. 2 - Radar reflectivity estimation in a time series of 18 
ERS-1 PRI images of the Sassandra test site in West 
Africa. Two dates are shown: Feb. 93 and Apr. 92. Orig- 
inal PRI frames in a) and filtered frames in b). 

solid platform to assess the relevance of the approach pre- 
sented here. 
An example of the results obtained so far is shown in Fig. 3. A 
window in the original PRIs stack was selected and processed 
using the vector filter, and the optimum weighting filter. The 
scene represents part of the site which is characterized by the 
natural transition zone between forest and savannah biomes. It 
is intersected from north to south by the Sassandra river with 
semi-deciduous forest of different density on either bank of the 
river. 
Two dates in the time series are shown for the original ERS-1 
image (Fig. 3.a) and the corresponding ones obtained by the 
filter (Fig. 3.b). The spectacular improvement that is achieved 
in terms of noise suppression and features enhancement is 
readily apparent from visual inspection of the images. Time 
variation of the underlying radar reflectivity are followed prop- 
erly by the filter, and fine structures (the river) and strong tar- 
gets (a village) are well retained. 
In order to quantify the potential of the approach in terms of 
textural information extraction, averaged power spectra were 
computed in selected parts of the images. An example is shown 
in Fig. 3. The PRI spectrum (dashed line) is clearly dominated 
by the speckle noise and tends to be quite flat; whereas the 
spectrum of the filtered data (solid line) shows a characteristic 
\/f trend in the frequency range corresponding to a spatial 
period up to 50m. This test points out the possibility of using a 
texture measure in a classification scheme, once the signal has 
been filtered, as it is discussed in [2]. 

Fig. 4 - Power spectra (dB) of the PRI sample (dashed) and 
the corresponding vector filtered sample (solid). 

CONCLUSIONS 

The techniques and the results presented in this communica- 
tion are still quite preliminary; work is under way at the JRC 
MTV and the NRL to refine the filters' performance, to fully 
assess the benefits form the thematic point of view, and to 
explore alternative ways to achieve the reflectivity restoration 
form the statistical signal processing point of view. 
However at this stage of our research we can already conclude 
that the approach has a high potential for radar remote sensing 
applications; the key point is that it allows for the reconstruc- 
tion of the underlying radar reflectivity time evolution at the 
full spatial resolution of the signal but with a dramatic 
improvement of the signal to noise ratio; the way is thus paved 
for reaching unprecedented results in the visual or automatic 
interpretation of SAR imagery. 
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ABSTRACT 

Two new Bayesian vector speckle filters have been developed 
for multi-channel SAR images. Since these filters present the 
structure of data fusion control systems, their application is 
the first processing step of application-oriented control 
systems designed to exploit the synergy of SAR sensors. 
We present such a control system, to retrieve soil roughness 
and soil moisture using ERS and Radarsat images. 
Results show that the new speckle filters present convincing 
performances for speckle reduction, for texture preservation 
and for small scene objects detection. The retrieval of soil 
roughness and soil moisture through Bayesian data fusion of 
ERS and Radarsat data provides also valuable results. 

1. INTRODUCTION 

In the case of mono-channel SAR images, a Bayesian method, 
the Maximum A Posteriori (MAP) filter has already proved to 
be well-suited for the restoration of both the radar reflectivity 
and the textural properties of natural scenes [1]. 
In the case of multi-channel detected SAR images, as 
described in [1,2], the i* component R; (channel i) of the 
radar reflectivity vector R is obtained when: 

A 

3Ln(P(//Ä))/3Ri +3Ln(P(/?))/3R; =0 for R, =R MAP      (1) 

where / is the speckled intensity vector available in the actual 
SAR data. P(I/R) is the joint probability density function 
(pdf) of the speckle. P(/?) is the joint pdf of the radar 
reflectivity, introduced as statistical A Priori information in 
the restoration process. The first term of Eq. 1, (Maximum 
Likelihood) accounts for the effects of the compound imaging 
system. The second term (Maximum A Priori) represents our 
prior statistical knowledge of the imaged scene. In the 
Bayesian inference process, induction is influenced by the 
prior expectations allowed by the prior knowledge of P(/?). 
Also the non-linear system and scene effects are taken into 
account by the restoration process. Therefore MAP speckle 
filtering can be considered as a controlled restoration of R, 
where A Priori knowledge controls the inference process, and 
allows an accurate estimation of the radar backscattering 
coefficients a0,. 

At this point, additional Bayesian processes can be designed 
to retrieve important geophysical parameters, in a cascade of 
control processes. 

2. MULTI-CHANNEL SCENE MODEL 

It is now well established that a Gamma pdf would be the 
most suitable representation of the first order statistical 
properties of a natural scene. However, to describe these 
properties as viewed by diverse SAR sensors (different scene 
physics) or at different dates (scene evolution), there is no 
analytic multivariate Gamma pdf available. In the following, 
we use a multivariate Gaussian pdf as analytic multi-channel 
(i.e. coupled) scene statistical model. This statistical model is 
convenient to preserve the mathematical tractability of the 
problem. In addition, the Gaussian model is still commonly 
used to describe the statistical properties of natural scenes. 

3. SPECKLE MODELS AND MAP FILTERS 

Let first consider the case of very different SAR sensors (very 
different wavelengths, for instance). In this case, it is justified 
to consider that the speckle is independent between the N 
image channels. Under this assumption, ¥(I/R) can be 
modelled as a set of N independent Gamma distributions. 
Using this speckle model, the Gamma-Gaussian MAP filter 
for multi-channel detected SAR images (N channels) comes 
down to the resolution of a set of N scalar equations [2]: 

L (Ii/Ri2-1/Ri) - t(li).CR-1.(Ä-<R» 
- \R-<R>).CR-\(h) - 1/2 TrtCR-'-aCR/BRi] 

+ '(/?-<7?>).CR-,.3CR/3Ri .CK
l.(R-<R>) = 0 (2) 

where CR is the covariance matrix of the scene, (lj ) is a 
vector where all components but the i* are equal to zero, and 
the L are the Equivalent Numbers of Looks (ENL) of the 
individual SAR images. 
Replacing the speckle model by the appropriate optical noise 
model in the concerned image channels, this filter adapts 
easily to the case of multi-channel optical and SAR images. 
Thus, the introduction of coupling between the scene 
statistical representations is already a data fusion process. 
In the particular case of multi-date images acquired on repeat- 
pass by the same SAR sensor or of a set of images acquired 
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by diverse SAR's with similar properties (only differences: 
polarization configuration, or slightly different incidence 
angles), the correlation of the speckle between SAR image 
channels must be taken into account to deal optimally with 
system effects in the series of images. In theory, P(I/R) should 
be a multivariate Gamma pdf. Nevertheless, since such a pdf 
is not available analytically, another reasonable choice for 
F(I/R) must be done for mathematical tractability: Lee [3] has 
shown that, in the case of multilook SAR images (L>3), 
P(/AR) can be reasonably approximated by a Gaussian 
distribution. Under this assumption, the Gaussian-Gaussian 
MAP filter for multi-channel detected multilook SAR images 
is the set of equations [2,4]: 

\ld.Cs\(I-R) + V-RlCs'.iW - 1/2 Tr[CR'.aQ/aRi ] 
+ \R-<R>).CR-\dCR/dRi .CR\(R-<R>) 

- Xld.C*\(R-<R>)-XR-<R>).CR-\(W = 0 

where Cs is the covariance matrix of the speckle. 

(3) 

4. MAP FILTERS AND CONTROL SYSTEMS 

These filters offer numerous advantages [2]: non linear image 
restoration, preservation of high spatial resolution through the 
correction of the effects of the compound multi-sensor 
imaging system, improvement of the probability of detection 
of thin scene structures due to both the diversity and 
redundancy aspects of information in all the channels. 
Nevertheless, the most remarkable feature is that they present 
the structure of control systems. Both Eqs. (2) and (3) can be 
rewritten as Riccati's algebraic equations: 

A X - X 'A - Q + X 'C F1 C X = 0 (4) 

Eq. (4) represents the optimal controlled state reconstruction 
at constant gain of linear invariant processes (R and textures 
of the channels) perturbed by white noises (speckle, pixel 
spatial mismatch between channels). It can be shown that the 
scene A Priori model acts as a command, and that the 
covariance matrices act as multipoles or controls [4]. 

5. FILTERING OF ERS / RADARSAT DATA SET 

This new filtering technique is evaluated on a couple of 
Radarsat (C-HH) and ERS-1 (C-VV) SAR images, acquired 
along descending passes within 4 hours on Feb. 13, 1996. A 
detail of these images, around the Schipol-Amsterdam airport 
in the Netherlands is shown in [4] (this issue). 
The Radarsat and ERS SAR's operated at the same frequency 
from a very similar orbit (similar altitude and inclination 
angle), at similar angles of incidence. Thus, image 
superimposition is possible without geometrical corrections 
over wide areas. The two sensors differ only in polarization 
configuration. They are sensitive to similar physical 
properties of extended land areas, even if these properties do 

not contribute in the same amount to the backscattered signal. 
However, their different sensitivity to structural scene 
elements is of interest for the identification of these particular 
targets. In this context, it is therefore appropriate to use the 
new Gaussian-Gaussian MAP filter. 
The filtered images are shown in [4] (this issue). Thin details 
(roads, point targets, field edges) are very well denoised and 
preserved. On the other hand, speckle noise is strongly 
filtered within the surrounding homogeneous agricultural 
fields (ENL=120 for Radarsat, ENL=100 for ERS). For both 
SAR's, the filtered images were found superior in quality to 
the images filtered using the mono-channel MAP filter [1] 
and the same structure detection algorithm [5]. 

6. BAYESIAN RETRIEVAL OF SOIL PARAMETERS 

Haddad & Dubois [6] have developed a Bayesian estimation 
method of soil roughness and soil moisture. Although their 
method presents some built-in limitations (the imaginary part 
of the dielectric constant e is not taken into account, no 
dependence on the surface correlation, cf. [7]), it is based on 
the same principle as our new filtering method and present 
common theoretical advantages. 
Since our data are accurately filtered and calibrated, instead 
of the model presented in [6] we can use directly the soil 
backscattering empirical model of Dubois et al. [8]: 

a°HH=m = M,(e,?i).f(e,h) 
a°w= n = M2 (Q,X). g(e,h) 

(5) 

where 0 is the wave incidence angle, X is the radar 
wavelength, e is the soil dielectric constant (related to soil 
type and moisture), and h is the r.m.s. height (soil roughness). 
Using Bayes' theorem, the unnormalised conditional joint 
probability of (e,h) verifies [6]: 

P(e,hlm,n) = P(e,h) / [ f(e,h).g(e,h) ]. ?(MX Mi)       (6) 

The optimum unbiased estimator for Xe{e,h} that has 
minimum variance is the conditional mean [6]: 
A 

X = J X . P(e,hlm,n) de. dh (7) 

Finally, the dielectric constant is converted to volumetric soil 
moisture through a set of empirical curves [9]. 
With our data accurately filtered and calibrated, the nature of 
the randomness present in (m,n) can only be due to relief. 
Since our Netherlands area present negligible relief, P(M! , 
M2), which depend primarily on the SAR frequencies and on 
the local incidence angles is reasonably assumed a Dirac 
distribution. This results in a straightforward estimation of 
P(e,hlm,n), i.e. a drastic simplification of the resolution 
process, and improves potentially estimation accuracy. 
Results of this method, applied over the Netherlands, are 
shown in Figures 1 and 2. In February, the low or non- 
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existent vegetation layer does not affect significantly the 
retrieval of soil parameters over agricultural areas. 
In addition, snow covered areas (lighter tones in the north of 
the scene, on Figs. 1 and 2), difficult to identify in the original 
SAR images, can be more easily identified. 
The interest of the quantitative results (especially soil 
moisture) for the initialization of agro-meteorological and 
crop growth models has already been widely expressed. In 
addition, since soil roughness is also helpful to identify 
cultivated areas, such a result can also be used in photo- 
interpretation to support other agriculture applications such as 
crop surfaces estimation [10]. 

7. CONCLUSION 

Two new Bayesian speckle filters have been developed for 
multi-channel SAR images, with very convincing results [4]. 
Combined with the two-points statistics based algorithm 
exposed in [5], these filtering techniques are able to produce 
filtered images without loss in spatial resolution. Within 
homogeneous areas, efficient speckle filtering enables the 
accurate estimation of G° required by most remote sensing 
SAR applications such as the retrieval of soil parameters. 
The major interest of this technique is that we apply pure 
control systems. This offers wide possibilities for the choice 
and the design of additional commands (statistical/physical 
models) for further data exploitation. In this view, speckle 
filtering should be regarded as the first step of integrated 
application oriented control systems rather than of processing 
chains. 
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Figure  1:  The  Netherlands;  Feb.   13,   1996.  Area size: 
38.5x24.5 km. Soil moisture map (ERS/Radarsat fusion). 

Figure 2:   The Netherlands; Feb. 13, 1996. Soil roughness 
map (inversed LUT), using ERS / RADARSAT data fusion. 

1053 



Multiresolution Adaptive Speckle Filtering: a Comparison of Algorithms 

B. Aiazzi*, L. Alparone0, S. Baronti*, G. Borri0 

Istituto di Ricerca sulle Onde Elettromagnetiche "Nello Carrara" - CNR, via Panciatichi, 64, 1-50127 Firenze, Italy 
Phone: +39-55-4235-275; Facsimile: +39-55-410893; E-mail: baronti@iroe.fi.cnr.it 

°Dipartimento di Ingegneria Elettronica, University of Florence, via S. Marta, 3,1-50139 Firenze, Italy 
Phone: +39-55-4796-372; Fax: +39-55-494569; E-mail: alparone@cosimo.die.unifi.it 

Abstract ~ Speckle filtering in multiresolution frameworks is 
the key to extend spatial adaptivity also across scales. Several 
procedures based on wavelets and pyramids, in which the 
different resolutions are adaptively filtered, have been 
introduced for selective speckle smoothing with preservation 
of features and point targets. In this work, comparison tests on 
true and synthetic speckled images show significant advances 
of the multi- over the single-scale approach, especially for the 
pyramid based scheme proposed by the authors, where visual 
comparisons on SAR images show better texture preservation. 

INTRODUCTION 

Synthetic Aperture Radar (SAR) images are affected by 
speckle which appears as a granular signal-dependent noise, 
whose effect is to degrade the performance of image 
segmentation and classification algorithms. For this reason, 
several techniques have been developed for speckle reduction 
[1]. Adaptive spatial filtering based on local statistics is 
widely used, with the objective of smoothing homogeneous 
areas, in which speckle is fully developed, simultaneously 
preserving point targets and edges, in which SNR is higher 
[2]. One of the crucial points of spatial adaptive filtering is to 
find the most suitable neighborhood of each pixel, in which 
the features driving the smoothing algorithm will be estimated. 
A suited approach consists of adaptively modifying the shape 
and/or size of the local processing window at each pixel 
position, based on some local features (e.g., mean, variance, 
gradients), thereby determining the filter response. A different 
approach consists of taking a multi-resolution decomposition 
of the input image, and adaptively filtering each resolution 
layer, which exhibits a different SNR. Once all the resolutions, 
including the base-band, have been adaptively smoothed, a 
noise-free image may be achieved. 

The wavelet transform has been employed for multi- 
resolution de-speckle, thanks to its capability to capture spatial 
features within frequency sub-bands. The most established 
approach consists of thresholding the absolute values of the 
wavelet coefficients based on a proper SNR measure of each 
sub-band [3]. Coefficients below the threshold are assumed to 
depend entirely on noise and are therefore discarded. The 
largest coefficients are retained and used to synthesize a noise- 

free image. However, textured artifacts are likely to be 
generated on homogeneous regions, as well as ringing effects 
along step edges and other structured impairments due to 
frequency aliasing. In addition, the signal-dependent nature of 
speckle is generally not considered in wavelet-based schemes. 

A recent scheme of speckle filtering [4] has been designed 
starting from a set of multi-scale low-pass versions of the 
noisy image, considering the local variation coefficient. Since 
first-order statistics computed on multiple scales are related to 
second-order statistics (i.e., gradients) on a single scale, the 
scheme is substantially similar, although formally different, to 
the refined local statistics filter [5], introduced many years 
before, which represents a forerunner of multi-resolution 
speckle filtering, and is still unsurpassed among single-scale 
spatial filters [1], at least for not overly textured images. 

Another adaptive multi-scale filter was proposed by the 
authors [6], who noticed that the band-pass frequency 
representation of Laplacian pyramids (LP) allows image 
structures to be mapped onto multiple scales without losing 
their connectivity, thus allowing to improve the efficacy of 
local statistics filtering. The noise model is easily retained by 
defining the LP as the ratio, instead of the difference, of two 
low-pass versions of the noisy image. 

LLMMSE FILTERING 

A minimum MSE filter based on local linear (i.e., first- 
order) statistics, referred to as LLMMSE filter, was also 
developed for a multiplicative noise model by Kuan et al. [7]. 

Denote with G(m,n) = F(m,n) x u(m,n) the observed pixel 
value, with F(m,n) the noise-free image, and with u(m,n) the 
multiplicative noise, independent of F(m,n), stationary and 
uncorrelated, with unit mean and variance a„2. The LLMMSE 
estimate of F at (m,n) may be approximated by 

F{m,n) "V{m,n)+[G{m,n)-"G{m,n^ 1-. 
Cv (m,n) 

(1) 

1+a 
A 

where Cv(m,n) ~ ac(m,n)/G(m,n), ac(m,n) and G(m,n) being 
local standard deviation and average of G, respectively. Such 
features are evaluated on a suitable neighborhood of (m,n). 
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MULTIRESOLUTION LLMMSE FILTERING 

The Gaussian pyramid (GP) is a multiresolution image 
representation obtained through a recursive reduction, i.e., 
separable low-pass filtering and decimation by 2 along rows 
and columns of the image data set, which represents the zeroth 
level, up to a base band level K having size smaller by 2K. 

From the GP, a Ratio Laplacian Pyramid (RLP) [6] was 
defined to match the multiplicative nature of speckle noise. 
Each GP level up to K - 1 is pixel-by-pixel divided by its 
low-pass version, which is expanded (up-sampled and low- 
pass filtered) by 2, to match the size of its underlying level. 
The ratio is taken to yield a pyramid whose levels are roughly 
band-pass image descriptions, but have nonzero mean [8]. 

For natural images, each layer of the RLP is characterized 
by an SNR that increases with scale. Therefore, adaptive 
LLMMSE filtering (1) may be tuned to the noise variance of 
the level (either base-band or band-pass). 

The noise variance at the kih level of the RLP, au
2(k), k = 

= 0, ..., K - 1, including the base-band for k = K,is to be fed 
to (1), and can be computed from the frequency responses 
R((ü) and E((ü) of reduction/expansion filters, as shown in [8]: 

ol(K) = 
4n2 i 

-K 

ri*(2'co) 

-> 
2 

d(ü 

1 

o](k) = . 
i 

°2. 
\%2 

K 

/ 
-rc 

n«(2'oj) 

2 

öfCO 

47? 

" k 

fE(2*co)-nÄ(2'co) d(ü 

2JF 

(2) 

j"|£(2*co)Hfl(2*oo)| n^2'«) da 

The noise-free GP at level k < K, namely Fk, is recursively 
given as product of the filtered Lk, and the expanded Ft+1, 
starting from k = K -1. The complete block diagram is shown 
in Figure 1. Notice that, for K = 0, the scheme becomes plain 
LLMMSE filtering (1). The sizes of processing windows at 
each level k should be progressively reduced for increasing k: 
9 x 9, 7 x 7, 5 x 5, 3 x 3, for a ^-layers scheme (K = 3). 

RESULTS AND COMPARISONS 

Results of multi-resolution adaptive filters will be reported 
on both synthetic and true SAR images. Noisy versions of a 
test image have been produced from simulated speckle with 
unit mean, variance a,,2 and multi-look amplitude statistics. 

Figure 1. - Flowchart of Laplacian pyramid filtering scheme: 
R(z) I E(z) are reduction/expansion filters; KF is Kuan's filter. 

SNR between noise-free and processed noisy versions are 
reported versus the number of equivalent looks, i.e., a„, in the 
plots of Figure 2. Wavelet-based [3] (WMF), Meer's [4], and 
refined Lee's [5] filters are compared with the pyramid 
scheme by the authors [6,8], referred to as MLPF. Kuan's 
filter [7] (i.e., MLPF with K = 0) is also included in the 
comparison. MLPF gives the best performance followed by 
Meer's, refined Lee's (comparable in average with WMF), and 
Kuan's filters. Notice that only MLPF attains a small 
improvement over Kuan's scheme for single-look images. 

1 look 4 look 16 look 

Figure 2. - SNR between noise-free and processed speckled 
versions of test image, for variable number of looks. 

Figure 3 shows original and three processed versions of an 
8-bit detail from a NASA/JPL AIRSAR image (4-looks 
intensity) of the San Francisco Bay. All the algorithms are 
effective in selectively removing noise in proximity of step 
edges, contours and thin lines, without diminishing image 
sharpness, differently from Kuan's filter which is known to 
introduce blur and leave noisy edges. MLPF tries to find a 
balance between the above tendencies. Meer's and refined 
Lee's filters are similar, although the latter is more accurate. 
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Figure 3. - A 256 x 256 detail from SAR image of San 
Francisco Bay (top-1); Lee's refined filter (top-r); Meer's filter 
[4] (bottom-1); 4-layer MLPF filter (bottom-r). 
Despite its good SNR, visual results of WMF were omitted 
because of textured impairments due to wavelet synthesis. 

Figure 4 shows an original and processed detail from an 
ESA ERS-1 spaceborne SAR image (3-looks amplitude) of a 
region near Metaponto, Southern Italy. In this case, texture 
preservation prevents full speckle reduction. MLPF seems to 
attain the best visual results, avoiding introducing artifacts. 

CONCLUDING REMARKS 

In conclusion, in objective tests the pyramid scheme is 
more efficient than the other schemes reviewed, providing a 
estimate of the noise-free original better by over 1.2 dB than 
that of the standard LLMMSE Kuan's filter. Comparisons with 
the other multiresolution schemes, as well as with Lee's 
refined filter, attest higher SNR and comparable visual quality. 

Although all the mentioned schemes, except the wavelet- 
based one, perform quite well, the filter proposed by the 
authors is slightly superior, especially on textured scenes. 
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Abstract — An effective algorithm for speckle noise 
smoothing using wavelet transform techniques is presented 
in this paper. Recursive wavelet transforms are used to 
gradually suppress speckle noise. It is found that this al- 
gorithm is more powerful compared to other existing filter- 
ing algorithms in terms of speckle suppression for synthetic 
aperture radar images. Examples show that the ratio of the 
original standard deviation to mean of about 0.30 (equiva- 
lent to 3-look images) can be reduced to 0.05-0.03 (equiv- 
alent to more than 100-look images), with a possible small 
sacrifice of losing some details and narrow edges. 

INTRODUCTION 

The existence of speckle noise in SAR (synthetic aperture 
radar) images greatly reduces their interpretability. Refer- 
ences [1-3] have reviewed and evaluated a wide range of fil- 
tering techniques. It is known that, in theory, the intensity 
of speckle noise obeys a negative exponential distribution 
and is a multiplicative noise. In the case of one-look images, 
the standard deviation of the noise is equal to its mean. 
Consequently, noise-model-specific filters, such as the Lee's 
multiplicative model [4] which uses spatial statistics, the 
polarimetric whitening [5] and the Lee et al model [6] which 
use correlation statistics among multipolarization and/or 
multifrequency channels to suppress speckle, have been de- 
veloped. On the other hand, non-noise-model-specific fil- 
ters, normally developed for smoothing additive noise, such 
as median, sigma, mean, K-NN (k nearest neighbor averag- 
ing) geometric filters, as well as many of their modifications 
have also been extensively applied in speckle suppression in 
radar images. 

The wavelet transform technique is used in this paper to 
suppress speckle noise in SAR images. It is implemented 
by convoluting a smoothing function with the original im- 
age in space, which can be viewed as a weighted averaging 
scheme. However, the wavelet transform has further ad- 
vantages. First, the wavelet functions can be built system- 
atically based on the data analysis. Second the multiscale 
transform is particularly adapted to characterize signals, 
so that the smoothed images can be obtained in desig- 
nated scales for different purposes. If the wavelet function 
is chosen to be differentiable, the filtered signals are the 
smoother than those filtered by use of moving windows. Al- 
gorithms using moving windows calculate the current pixel 
value without direct consideration of the previous and fol- 
lowing pixel values, so that the filtered signals cannot be 
as smooth as the signal filtered by the wavelet transform. 

'This work was supported by the Australian Research Council. 

WAVELET TRANSFORM FUNCTIONS 

The discrete wavelet techniques have been used exten- 
sively in image data compression and reconstruction in re- 
cent years. It is shown in this paper, however, that the 
technique can also be used to suppress speckle in SAR im- 
ages. 

In numerical applications, the smoothing wavelet trans- 
form of f(x) at the scale 2J and at the position x is defined 
by the convolution product 

S2if{x) = / * <t>2i{x)    with    (j>2j(x) (?) <» 
where * denotes one-dimensional convolution, <j>(x) is re- 
ferred to as a smoothing function and <j>2i{x) is the dilation 
of <j)(x) by a factor 2J. The wavelet transform 52j/(a;) is, 
therefore, the signal function smoothed at the scale 2J. The 
larger the scale, the less fluctuations remain. 

Various smoothing functions designed for signals with 
additive noises can be used for speckle suppression in SAR 
images where the noise has a multiplicative structure. It 
has been shown that a signal with a multiplicative noise 
structure can be viewed as a signal with an additive noise 
structure [7]. The authors have tested some smoothing 
functions such as the Guassian function, Daubechies' func- 
tion [8] and Zhou et al's function [9]. The Fourier transform 
function of the smoothing function used in this paper is, 

$(w) 
sin[w /2)V 

w/2 ; (2) 

which has been found, when used in a recursive smoothing 
scheme, to give a slightly better performance. 

For fast implementation of discrete algorithms, one can 
define the Fourier transform of the smoothing function <f>(x) 
as [10], 

$(w) 
+ 00 

(3) 
J=I 

where H(u) is a 27r periodic and differentiable function. 
Equation (3) implies 

$(2w) = ff (w)fc(w) (4) 

From (3) and (2), we find the Fourier transform of the 
smoothing operator H to be 

Hi}*) (c/2) (5) 
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The    fast    wavelet    transform    algorithms   for   one- 
dimensional signals, based on (4), can thus be written as, 

S^i+i / = $2'f * ^2i 3 = 0,1, ■ (6) 

where h2j is the recursive smoothing operator at the scale 
23. S2of, the finest resolution, is the original signal. 

The wavelet transform (6) can be viewed as a scheme of 
weighted averaging with different scales. Our goal is to sup- 
press the noise as much as possible while maintaining the 
local features. That is, the fine scales might not suppress 
speckle enough and the coarse scales might smear local fea- 
tures too much. To overcome this problem, a recursive 
algorithm for the noise suppression is given as follows, 

i = o 
While {j < J) 
VU <3o) h- h2i 
S2j+i f = S2Jf * h 
3 = 3 + 1 
End of While 

Else h — h 2->o 

(7) 

where jo is a threshold, depending on how detailed the local 
features are to be maintained. 

The one-dimensional fast wavelet transform algorithms 
can be extended to two-dimensions by substituting for (7) 
as follows, 

S2,+if{x,y) = S2if(x,y) * *h(x)h(y) (8) 

where ** denotes two-dimensional convolution. Since the 
two dimensional convolution is a separable convolution of 
the rows and columns, the discrete FFT (fast Fourier trans- 
form) algorithm can be easily employed in programming. 

EVALUATION OF RESULTS 

Quantitative evaluation of a filter includes several criteria 
[1], among which the most important are, 

1. preservation of the mean, 
2. reduction of the standard deviation, 
3. preservation of edges. 

and 

A 512 x 512 NASA/JPL AirSAR C-band HH polarization 
intensity image, acquired over the South Alligator River 
region, Northern Territory, Australia, in 1993, is shown in 
Fig. 2. The five images filtered by K-NN, median, Lee's 
multiplicative, geometric and wavelet algorithms are also 
shown in the figure for comparison. Up to eight iterations 
are used for all five filtering algorithms. A threshold j0 = 1 
is used for wavelet transform. Since a moving window is re- 
quired in the median, K-NN and Lee's multiplicative model 
filters, moving windows 3x3,5x5 and 7 x 7 are recursively 
used. That is, the size of the moving window 3 x 3 is used 
in the first and then fourth iterations, the size of the mov- 
ing window 5 x 5 is used in the second and fifth iterations, 
and so on. Table 1 gives the quantitative analysis for two 
uniform 50 x 50 pixel areas, representing a wet Melaleuca 
swamp, and mixed woodland, respectively, as shown in the 
figure. To observe the preservation of the mean, the mean 
of each area, normalized to its original mean, referred to 

as the normalized mean (NM), is used in the table. There- 
fore, the closer to 1 the NM, the better the preservation of 
the mean. Theoretically, only the wavelet transform filter 
guarantees the preservation of the mean. Another quantity 
shown in the table is the ratio of the standard deviation to 
mean (STM). The smaller the STM, the better the speckle 
suppression. It can be seen that the wavelet transform is 
the best in terms of speckle suppression. The STM of the 
original image, which is about 0.354, is reduced to about 
0.030, equivalent to increasing the look number by a factor 
of (0.354/0.030)2 « 139 in the multi-look processing. Fig. 1 
depicts the change from grassland to forests, in a three di- 
mensional view, using the original and filtered data. While 
the filtered data using the wavelet transform method are 
the smoothest everywhere, the median filtered data pre- 
serve sharp edges better. 

Figure 1: Three dimensional views of data changes from 
grassland to forests: (a) original, (b) K-NN, (c) median, (d) 
Lee's multiplicative, (e) geometric and (f) wavelet trans- 
form. 

Table 1: Comparison of speckle suppression using different 
filtering algorithms for the JPL/NASA AirSAR C-band HH 
intensity data 

Area I Area II 
Filter NM STM NM STM 

Original 1.000 0.341 1.000 0.367 
K-NN 0.974 0.108 0.959 0.121 
Median 0.980 0.058 0.950 0.057 
Lee's Multi 1.002 0.048 0.990 0.050 
Geometric 1.020 0.105 1.021 0.099 
Wavelet 1.006 0.025 0.996 0.034 
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Abstract The RADARSAT SAR system has the unique 
ability to shape and steer the radar beam to permit imaging in 
numerous modes with varying image characteristics. Among 
these imaging modes, RADARSAT provides the first 
operational ScanSAR mode available on a satellite platform. 
Depending on the configuration, ScanSAR data can be 
acquired in nominal 300 or 500 kilometre swaths with 25 and 
50 metre pixel spacing respectively. 

The ScanSAR mode has proven to be an excellent tool for 
acquiring regional information, providing a means of rapidly 
and cost effectively mapping large areas while still retaining 
a high level of detail in the image product. In Southeast Asia 
the utility of this product has been translated into numerous 
regional mosaics which are being utilized in various resource 
development projects through the area. 

This paper discusses ScanSAR image quality issues related to 
the production of regional scale mosaics, reviews the 
mosaicing process and finally addresses the application of 
these unique products. Examples of geocoded and ortho- 
rectified image mosaics will be illustrated. 

1.    INTRODUCTION 

The RADARSAT program has been designed to provide 
operational functionality, first to meet Canadian earth 
observation requirements, and secondly, to address global 
earth observation requirements. As part of the process, 
considerable effort was spent addressing mission 
requirements from the perspective of data users [1],[2]. The 
results of this effort have been incorporated into the many 
elements of the RADARSAT system. Various aspects of the 
system have been described in considerable detail elsewhere 
[3],[4]. 

A unique feature of the RADARSAT system is the ScanSAR 
imaging mode which provides a useful wide area coverage 

capability. Although the image resolution is reduced, the 
ability to image large areas in a single pass provides an 
opportunity to effectively undertake broad area surveillance. 
In addition, it affords an opportunity for more frequent 
imaging than is normally possible. Figure 1 shows a full 
ScanSAR narrow scene (300 kilometre swath) of the Mekong 
Delta region of Vietnam. 

Figure 1 ScanSAR Narrow image of Vietnam, acquired 
September 15, 1996. © Canadian Space Agency/Agence 
spatial canadienne. 

2.    SCANSAR IMAGE QUALITY 

RADARSAT single-beam modes have a nominal swath 
width ranging from 50 km for Fine mode to 150 km for Wide 
mode. To achieve significantly wider swath widths in a 
single satellite pass, the ScanSAR imaging mode was 
developed.   ScanSAR details are given elsewhere [3].   The 
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ScanSAR mode is capable of operating in two combinations: 
ScanSAR Narrow gives a nominal 300 km swath width and 
ScanSAR Wide gives a nominal 500 km swath width (50 m 
and 100 m resolution respectively). Both modes combine 
single-beam Standard and Wide modes to produce the final 
8-bit ScanSAR image. 

To achieve the wide ScanSAR swath widths, the 
RADARSAT pulse repetition frequency (PRF) was modified, 
which also introduced nadir ambiguities near the edge of 
images with adjoining beams [5]. Beam overlaps were 
created between adjacent beams through PRF modification 
thus eliminating nadir ambiguities from all RADARSAT 
single-beam modes except Wide 3. Because of the beam- 
combining methods used to produce ScanSAR imagery, nadir 
ambiguities are to some degree present in all ScanSAR 
modes. The impact on the two ScanSAR Narrow modes is 
minimal since the ambiguity occurs in overlap region 
between the Standard and Wide modes. For one of the two 
ScanSAR Wide modes, however, the Wide 3 nadir ambiguity 
occurs in about the middle of the beam thus producing an 
unusually strong return in the azimuth direction. The impact 
on data quality on either side of the ambiguity is negligible. 

Doppler centroid estimation (DCE) is the process of 
determining the Doppler frequencies corresponding to the 
Doppler spectrum of the received signal. Due to the burst 
structure of the data received during ScanSAR mode, DCE 
errors result in scalloping. Scalloping is a high frequency 
modulation along the image due to unbalanced Doppler filter 
placement, and manifests itself as banding in the azimuth 
direction. DCE errors also introduce geometric errors. If the 
Doppler filters have an error which is an integral number of 
PRF's, then feature location errors of about 5 km per PRF 
error will occur [6]. In addition, if the Doppler filters 
straddle a multiple of the PRF, ghosting (the appearance of 
the same feature at two different azimuth locations) with 
about 5 km azimuth displacement, has been reported [7]. 
Improvements in the DCE are ongoing during the ScanSAR 
qualification period. 

Other ScanSAR image artifacts include radiometric 
imbalance between the beam modes that comprise the 
ScanSAR image. This radiometric imbalance is range 
dependent, and appears as a visible stripe where two beams 
join. Improved techniques to mosaic beam modes together 
have significantly reduced the radiometric imbalance. 
Cosmetic alterations of the ScanSAR imagery, similar in 
concept to antenna pattern corrections, have also been used, 
but at the expense of a slight reduction in overall radiometric 
fidelity. 

Finally, RADARSAT incorporates an automatic gain control 
(AGC) that sets the recorded signal intensity when in imaging 

mode. Dark rangeward bands, that sometimes appear in the 
imagery, have been attributed to saturation of RADARSAT's 
4-bit analog-to-digital converter [8]. The AGC is controlled 
using range samples 1025 to 3072. Therefore, for the case of 
an image acquired with low backscatter in the near range 
(water for example) and high backscatter in the far range 
(land for example), the far range portion will appear darker 
than it should; the reverse situation is also true, but rarely 
observed. Implementation of a scheme whereby the AGC 
can be turned off has virtually eliminated the AGC problem. 

3.    MOSAIC PRODUCTION 

The ability to image large areas rapidly is an important 
benefit of the ScanSAR mode. This capability is being 
utilized routinely in Canada to assist in mapping large marine 
areas in support of shipping activities. However the 
combined advantages of wide area coverage and reliable 
access to data are also important in the tropical belt where it 
has been possible to create large regional mosaics in areas 
where up to date information is lacking. 

This has been particularly important in Indonesia and other 
South East Asia countries where regional and country-wide 
mosaics have been prepared to support various resource 
development activities (Figure 2). 

Figure 2 Mosaic of Borneo using ScanSAR Narrow imagery. 
© Canadian Space Agency/Agence spatial canadienne. 

The SE Asia ScanSAR Narrow RADARSAT Mosaics are 
composed of multiple ScanSAR Narrow RADARSAT scenes 
which have been geometrically processed, enhanced and 
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merged into map oriented mosaics with 50 metre pixels. The 
mosaics are geometrically corrected to map coordinates in 
UTM projection. Assessment of the positional accuracy of 
the mosaics has shown them to be accurate to within 200M at 
sea level. 

The ScanSAR Narrow radar signal intersects the earth's 
surface at an incidence angle which varies from 31° to 46° to 
vertical, across each ScanSAR scene leading to geometric 
distortions in the image. With the radar data geometrically 
corrected to sea level, the inclined RADARSAT signal results 
in the locations of radar returns from elevations above sea 
level being offset towards the satellite by a distance equal to 
the product of the cotangent of the angle of radar incidence 
and the elevation. For example, with a topographic elevation 
of 2,000 m and an incidence angle of 31°, the radar return is 
offset 3,300 metres towards the satellite from its correct map 
location. At 2,000 m elevation and an incidence angle of 46° 
the offset is 1,900 metres towards the satellite. 

The topographic distortion of the RADARSAT data can be 
corrected using digital topographic data. Thirty arc second 
(approximately 1 km) resolution digital topographic data is 
available from SE Asia from NASA, via the US Geological 
Survey's EROS Data Centre in Sioux Fall South Dakota. 
The NASA digital topographic data can be used to correct the 
major, longer wavelength topographic distortions in the 
mosaics. In cases where more detailed topographic data is 
available the ScanSAR data can be rectified with this data 
yielding increased geometric fidelity. 

4.    SCANSAR APPLICATIONS 

RADARSAT ScanSAR data is an effective tool for providing 
an overview of large areas. In the ScanSAR Narrow mode 
the 50m resolution provides sufficient detail to permit general 
assessment of land cover and ocean conditions while the 
Wide mode (100m resolution) is still adequate for coarser 
scale mapping. Key applications of the data to date have 
included the following: 

• regional   and   country-wide   mosaics   for   geological 
mapping 

• general land cover mapping 
• detection of naturally occurring marine oil seeps 
• ship detection and sea ice mapping 

5.    CONCLUSIONS 

Despite the image quality challenges presented by the 
ScanSAR product, the imagery has been used successfully 
for a variety of applications. It is expected that this use will 
increase particularly in areas where access to regional scale 
data is difficult or where routine monitoring is required. 
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Abstract — The RADARSAT SAR design includes a number of 
selectable and programmable features to provide the wide range 
of operational imaging modes, ranging from ScanSAR to Fine 
Resolution. The potential range of imaging capabilities which this 
versatile instrument could provide is significantly larger than is 
currently offered operationally, and additional modes are 
progressively being introduced to meet identified demand. This 
paper considers the fine resolution imaging capabilities, 
describing some additional options which are now available and 
suggesting further modes, with wider access and even finer 
resolution, which the instrument could provide in the future. 

INTRODUCTION 

Canada's RADARSAT-1 Earth observation satellite is the first 
civilian satellite Synthetic Aperture Radar (SAR) mission to 
include a wide range of imaging modes covering different swath 
widths, resolutions and imaging angles [1]. It is also the first 
civilian satellite SAR to offer a fine resolution imaging mode. 
These capabilities are provided through a SAR system which was 
designed to be very versatile in its operations, allowing selectable 
chirp bandwidth, pulse repetition frequency (PRF), timing' 
parameters, and beam patterns and directions. With this degree of 
flexibility in the SAR operations, the potential range of imaging 
modes is considerably larger than is routinely used. 

During the first year of RADARSAT operation, the greatest 
commercial demand has been for the Fine Resolution mode. This 
mode offers a resolution of better than 9 m in both range and 
azimuth, and with options for either real time data downlink or 
data recording and playback, this imaging capability is available 
for the entire globe. The RADARSAT system currently provides 
imaging options covering incidence angles from 36 to 48 degrees, 
with image swaths of 37 to 45 km width with recorded data or 49 
to 57 km using the real time downlink. 

Initially, a choice of five Fine Resolution Beam positions was 
offered by the order desk for routine operations, but it was found 
that this limited choice unnecessarily restricted the completeness, 
flexibility, and efficiency of the fine resolution coverage. In 
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particular, it did not allow RADARSAT to operate optimally in 
providing fine resolution mapping and monitoring in cloud- 
covered equatorial regions. As an illustration of the effective use 
of the RADARSAT instrument's versatility, this paper explains 
how the ground segment was modified to operate the SAR so as 
to satisfy these fine resolution mapping requirements. 

The paper also considers some further potential enhancements 
to fine resolution imaging capabilities, which could extend the 
range of incidence angles that can be imaged. These capabilities 
would also be provided with the existing versatile features of the 
design using the wide bandwidth pulse together with appropriate 
selections of beam pattern, PRF and timing parameters. This 
extended range of fine resolution incidence angles would give 
improved revisit frequency for monitoring applications, provide 
better choice in applications requiring specific imaging angles, 
and allow enhanced fine resolution stereo imaging. 

RADARSAT SAR VERSATILITY 

Three main features were included in the RADARSAT SAR 
design [2] to provide a wide range of imaging options: 

o Elevation beamforming with 32 phase shifters across the 
antenna width and a fixed amplitude distribution. Sets of 
coefficients for 20 beams are stored on-board the satellite, any of 
which can be replaced by another set uplinked from the ground; 

o A choice of pulse forms, with three preprogrammed chirps 
covering different bandwidths (including the 30 MHz chirp used 
for Fine resolution imaging) and a programmable pulse register. 
Filters and sampling rates corresponding to each of the pulse 
defined bandwidths are available in the receiver; 

o Programmable timing parameters such as Pulse Repetition 
Frequency (PRF), receive window start time and duration. 

With appropriate combinations of these parameters and 
functions, the SAR can be commanded to image in the operational 
imaging modes (Standard, Wide Swath, Fine Resolution, 
ScanSAR and Extended High and Low Incidence) which offer 
wide ranges of viewing angle, resolution and swath width. In the 
Fine Resolution mode, for example, the wide bandwidth (30MHz) 
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options are selected for the pulse, filter and sampling rates. One 
of the five Fine Resolution Beams stored on-board the satellite is 
chosen to illuminate the required region, and the PRF and receive 
window duration and start time are set so as to give reception of 
signals from the required swath without exceeding the data rate 
limit and without interference from pulse transmissions or 
ambiguities from the nadir area. 

AUGMENTING THE FINE RESOLUTION COVERAGE 

The initial configuration of the RADARSAT system offered 
five beam positions in Fine Resolution mode, one for each of the 
beams stored on-board the satellite. Because the real time 
downlink permits a higher data rate than the on-board recorder, a 
longer receive window is used for the former. This gives coverage 
of a wider swath (49 to 57 km) for real time downlink than when 
using the on-board recorder (37 to 45 km). The initial five 
positions span an incidence angle range of 37 to 47 degrees and 
an accessibility swath of about 210 km. Real time swath positions 
overlap by more than 10 km, but with the narrower recorded 
swaths little or no overlap remains. 

During the first year of RADARSAT operations, the Fine 
Resolution has been the most popular commercial imaging mode. 
Much of this interest and activity has been in cloud-covered 
equatorial regions where use of the on-board recorder was 
necessary. Experience with numerous projects in these regions 
revealed some practical difficulties in planning and implementing 
coverage schedules with recorded Fine Resolution imaging. These 
difficulties, as explained in [3], result from the absence of beam 
overlaps with the limited range of swath positions offered to users. 
An operation was therefore undertaken to define and implement 
some additional fine resolution imaging options to provide the 
required swath overlaps and overcome these problems. These 
additional options are now operationally available for users. 

The main requirements for these Fine Beam additions were: 
o that an overlap of at least 10km be provided between swath 

positions for both real time downlink and recorder operation, 
o that quality be essentially the same as for existing options, 
o that they could be tested and implemented quickly and easily, 

if possible without any modification to spacecraft software. 
Various options were considered [3]. The solution that was 

adopted was the simplest to implement, requiring a change to only 
one parameter in the Payload Command Data (PCD): the receive 
window start time. With the additional choices that have been 
made available, there are now three swath positions available with 
each of the Fine Resolution Beams, with the additional two 
positions obtained by setting the receive window start time earlier 
and later than for the existing mode. For the recorder mode, the 
changes in the start time are ±60us, and for the real time mode 
±30us. These values take into account the difference in receive 
window durations, and were set after consideration of the 
following performance aspects: 

o All overlaps are at least 24km, and are approximately equal 
across the set of 15 recorder mode options. 

o Nadir ambiguities are avoided with all swath positions, as 

indicated in Fig. 1, in which the ground range positions of the 
swaths (horizontal lines) are plotted against PRF. The diagonal 
bands on this plot indicate regions which cannot be imaged 
because returns coincide with pulse transmissions, and the single 
diagonal lines show the positions of nadir ambiguities. 

Figure 1: Augmented Fine Beam Positions 

o Sensitivity, as characterised by Noise-Equivalent Sigma-Zero 
(NESZ), remains comparable to other current imaging modes. 
This aspect of performance is affected because the imaged area is 
now illuminated by a section of the beam further from the peak. 

o Radiometrie accuracy effects due to pointing uncertainties 
remain within budget limits. These effects are increased for the 
new positions because the coverage includes regions of greater 
gain slope in the antenna beam pattern, although less than for 
some of the other existing beams used operationally. 

There are now a total of 15 swath positions available for any 
real time downlink image, and 15 positions for any recorded 
image. The widths and positions of these options are given in 
Table 1. The benefits of this wider range of options in mapping of 
Equatorial regions has been demonstrated in the early months of 
their availability. 

Real Time Ta pe Recorded 

Beam Posrtion 
(code) 

Swath 
Width 

(approx.) 

Incidence Angle 
Range (Degrees) 

Swath 
Width 

(approx.) 

Incidence Angle 
Range (Degrees) 

Fine 1 Near (F1N) 
Fine 1 (F1) 
Fine 1 Far(F1F) 

57 km 
36.4-39.5 
36.8-39.9 
37.2-40.3 

45 km 
36.3-38.9 
37.2-39.6 
38.0 - 40.3 

Fine 2 Near (F2N) 
Fine 2 (F2) 
Fine 2 Far (F2F) 

56 km 
38.9-41.8 
39.3-42.1 
39.6-42.5 

42 km 
38.9-41.1 
39.6-41.8 
40.3 - 42.5 

Fine 3 Near (F3N) 
Fine 3 (F3) 
Fine 3 Far (F3F) 

51 km 
41.1-43.7 
41.5-44.0 
41.8-44.3 

39 km 
41.1-43.1 
41.8-43.7 
42.5-44.4 

Fine 4 Near (F4N) 
Fine 4 (F4) 
Fine 4 Far (F4F) 

50 km 
43.2-45.5 
43.5-45.8 
43.8-46.1 

37 km 
43.2-45.0 
43.8-45.6 
44.4-46.1 

Fine 5 Near (F5N) 
Fine 5 (F5) 
Fine 5 Far (F5F) 

49 km 
45.0-47.3 
45.3-47.5 
45.6-47.8 

38 km 
45.0-46.8 
45.6-47.3 
46.2-47.8 

Notes: 
1. These values are for a mid-latitude case with 800 km satellite altrtude. 
2. Incidence angles wil change slightly (+/- 0.1 degrees) with scene latrtude, 

primarily due to the change in artrtude with latrtude. 
3. Product widths should be within approximately 1 km of stated width. 

Table 1: Augmented Fine Resolution Parameters 
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ADDITIONAL FINE RESOLUTION CAPABILITIES 

The additional fine resolution options described in the previous 
section were offered in order to support operations in mapping of 
Equatorial regions. The instrument is capable of providing many 
other additional modes, and these might be considered for 
implementation if they would also satisfy an identified customer 
need. Certain practical considerations would have to be taken into 
account, however, before that decision could be made: 

o RADARSAT is an operational system with a large number of 
users depending upon its reliable operation. Implementation and 
testing of new modes should not disrupt routine operations. 

o To ensure continuity, the improved capability should be 
compatible with the existing imaging modes and products. 

o Changes to the Space Segment should be avoided if possible. 
o Changes to operations and documentation in all elements of 

the ground segment (Mission Management Office, Network 
Stations, processors, products, etc.) should be minimized. 

The additional capabilities that have already been provided are 
simple in concept, but still required significant changes in the 
ground segment operations. The image planning and payload 
command generation had to include the new options, for example, 
and product descriptions and identifications had to be modified in 
all processing, archiving, distribution and sales activities. 

The following subsections identify further potential extensions 
to fine resolution capabilities, and explain how they could be 
provided using the versatile elements in the instrument design. In 
practice, however, these are only likely to become operational 
capabilities if they meet the criteria of need and practicality. 

Extended Angular Accessibility 

The Fine Resolution Beams currently provide access to a width 
of about 230km between incidence angles of about 36° and 48°. 
This region was chosen to take advantage of the inherently finer 
ground range resolution at higher incidence, and is at the far edge 
of the 500km Standard Beam accessibility region. The SAR can 
use the wide bandwidth pulse for imaging at any angle, however, 
and so finer resolution images could be obtained anywhere within 
the wider access region. (Azimuth resolution would be essentially 
the same as for the current modes, and ground range resolution 
would be better than 12m for all but the first 80km.) Of potentially 
even greater interest would be fine resolution imaging at higher 
angles, over the region currently covered with the High Incidence 
Beams, where the ground range resolution would be even finer 
(about 6m at 60° incidence). With these extensions from 20° to 
60° incidence, total access is increased to about 800km. 

These capabilities could be provided by uploading beams 
specifically designed to illuminate the required swaths. Because 
of the limited number of beam table locations available on the 
satellite, however, this is likely to require frequent replacement of 
beams and updating of information for all network stations. 

A more practical approach, with only a small impact on 
imaging performance, is to use the fine resolution pulse with 
existing beams which were originally defined for use with the 

lower bandwidth pulses. Because of the higher sampling rate, the 
receive window and the imaged swath will be narrower for fine 
resolution imaging, but full accessibility can be achieved using 
two or more receive window start times with each beam. 

Non-standard combinations of beam pattern and pulse have 
been demonstrated experimentally. To implement a full range of 
swath positions operationally would require significant 
modification in the ground segment (as indicated above), but 
could be considered if a major customer base were identified. 

Finer Resolution Image Production 

The current fine resolution images are produced with single- 
look, coherent processing across the full nominal pulse bandwidth 
in range and a Doppler bandwidth corresponding to about 95% of 
the antenna 3dB-beamwidth in azimuth. In both dimensions, a 
standard weighting (about 9dB taper) is applied in the processing. 
If some relaxations could be allowed for other aspects of image 
quality (principally, impulse response sidelobes and azimuth 
ambiguities), the system could provide even finer resolution in 
both dimensions. The principal change in the instrument operation 
is to use a higher PRF (but within duty cycle constraints for the 
amplifier). This would allow coherent processing to be performed 
over a wider Doppler bandwidth without causing high azimuth 
ambiguities. When this change in processing is combined with a 
significant reduction in weighting, reductions by as much as 30% 
in azimuth and 15% in range could be achieved. 

SUMMARY 

The RADARSAT SAR provides operational capabilities in a 
wide range of imaging modes. The Fine Resolution mode has 
proven to be the most popular mode for commercial customers 
during the first year of operations. Initially, a choice of only five 
swath positions was offered to users for fine resolution imaging, 
but this choice has now been expanded to 15 to provide the larger 
overlaps required to allow efficient mapping strategies. The 
additional capabilities were provided using the versatile features 
built into the instrument design. Further potential additional fine 
resolution modes have been identified to provide a much wider 
accessibility and even finer resolution. Operational 
implementation of these modes depends on there being an 
identified need, and on the practicalities of performing the 
necessary associated modifications in the ground segment. 
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Abstract -- In this paper, we present an overview for the 
initial calibration of RADARSAT beams and modes, the 
elements of the operational calibration of RADARSAT data, 
progress to date in executing the calibration plan, and some 
general information on the image quality performance 
achieved to date. 

INTRODUCTION 

The Canadian Earth observation satellite, RADARSAT 
was launched on November 4, 1995. After commissioning, 
it was put into routine operation on April 1, 1996. Since then 
we have completed one year of successful operation, 
demonstrating and utilizing data for their intended 
applications. The overall requirements for image quality are 
laid out in the System Specification Document for 
RADARSAT [1]. This included consideration of 
radiometry, location fidelity, impulse response 
characteristics, as well as swath size and image sampling 
characteristics. The CEOS Working Group on Calibration 
and Validation conducted a three-day symposium on 
RADARSAT data quality in February, 1997 at the Canadian 
Space Agency; readers should consult the proceedings [2] 
for a more complete picture. In this paper, we are primarily 
concerned with the image quality and radiometric properties 
associated with the image products generated by the 
Canadian Data Processing Facility (CDPF). It was clear 
from our first considerations on the subject that data volume 
dictates that the only feasible model for the calibration of 
products from this operational satellite is to build that 
calibration into the product itself. 

CALIBRATION MODEL 

In this model, we needed to build into the satellite and 
ground segment operations the hardware and interfaces 
which would enable us to determine and update 
automatically in the processing chain as many as possible of 
the dynamically varying system parameters. Parameters 
which are provided or updated automatically for each 
processing sequence include the following: 

Spacecraft   ephemeris   data   including:   velocity   and 
position vectors through predicted or reconstituted orbit 
information, 
Spacecraft attitude as deduced from Doppler frequency 
and interbeam radiometry characteristics, 
Transmitted   power   and   receiver   gain   through   the 
recording and  subsequent processor analysis of the 
pulse replica information, 
SAR mode and beam configuration through appropriate 
normalizations in the processor, 
Antenna pattern mask placement, and range-dependent 
fall off in the received power across the swath. 

More slowly varying properties or initialization parameters 
for the system would be determined off line, monitored in 
time, updated as required and fed back into the processing 
stream by the Mission Management Office (MMO). Those 
parameters which are deemed to be more slowly varying 
include: 

• Antenna pattern shape and absolute gain for the 
system - the determination of the antenna pattern shape 
and overall system gain are described briefly in [3], 

• Range chirp phase characteristics - are output by the 
processor with each image product using replica data. 
However, they were fixed early on in the mission and 
fixed parameters are used in the processing, 

• System noise - is determined from a special calibration 
sequence in the spacecraft and processing in the CDPF 
and a thermal noise reference level (TNRL) is provided 
in the product. The levels for RADARSAT are 
considerably better than the specification. It is expected 
that the TNRL levels will soon be updated in the 
product. 

The calibrated products generated by the CDPF are in 
terms of radar brightness ß . Users retrieve this information 
from the Digital Numbers (DN's) through use of a Look Up 
Table included in the product as described in [4]. 

0-7803-3836-7/97/S10.00 © 1997 
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RESULTS Table I Measured Image Quality Performance Summary 

There are several aspects of image quality which are part 
of the operational "calibration" of RADARSAT which 
should be highlighted. These include: 

• Impulse Response Characterization 
• Location Accuracy 

Parameters are determined from use of the RADARSAT 
Precision Transponders [5] and have been reported in detail 
elsewhere [6] to significantly exceed the system 
specification. A summary of the image quality performance 
for single beam products is given in Table 1. 

There are problems in the ScanSAR processor in 
estimations of Doppler centroid and beam pointing. As a 
result, occasionally scalloping effects and visibility of beam 
boundaries are observed in products produced by the CDPF. 
Therefore ScanSAR products are not yet qualified. Work is 
in progress to correct or minimize these problems. 

Table 2 is a chronology of progress to date and plans for 
the completion of the radiometric calibration of 
RADARSAT. Based on the measurements, for the beams 
calibrated to date we note the following from Table 3 which 
summarizes the worst case results during the Calibration 
Phase: 

• RADARSAT beam pattern variation during the first 

Parameter Comparison with Specs 
Ground range resolution Better by 11.5% 
Azimuth Resolution Better by 8.4% 
Range PSLR Better by 1.0 dB 
Azimuth PSLR Better by 2.7 dB 
Absolute Location Error Better by 78% 

year of operation seems to be small. 

• RADARSAT calibration uncertainty seems to be 
dominated by the combined effects of placement of the 
antenna mask and apparent overall gain variations in the 
system. 

• The greatest uncertainties are near the edges of the 
beams where the effects of roll pointing uncertainty in 
the satellite is highest. Roll uncertainties as high as 0.3 
degrees have been observed. This is particularly 
important in ScanSAR. 

The radiometric uniformity of ScanSAR images has 
improved remarkably with the updates to the constituent 
beam patterns (S5, S6, S7, Wl, W2 and W3) which have 
occurred during the past year. It is expected that ScanSAR 
data quality will improve even more when the dynamic 
beam pointing algorithm will be updated in the CDPF since 
this will significantly improve matching in the interbeam 
region. 

Table 2 Chronology and Plan for Radiometric Calibration of RADARSAT 

Dates Activity Significant Results 
December, 1995 

to 
March, 1996 

Characterization and 
Qualification Phase 

- Chirp Phase coefficients established (February, 1996). 
- Many final integration aspects corrected. 
- Some beams reduced in swath to exclude nadir ambiguity 

(March, 1996). 
- Single beam products in 500 km accessibility swath qualified 

in terms of swath and impulse response (April, 1996). 

March, 1996 
to 

July, 1997 

Qualification and Calibration 
Phase 

- SGF products for beams EH1-EH6 qualified in terms of swath 
and impulse response (August, 1996). 

- Shifted fine beams introduced (November, 19.96). 
- Beams S1-S4 calibrated (November 27, 1996). 
- Beams S5-S7 and W1-W3 calibrated (February 14, 1997). 
- Products for beam ELI qualified in terms of swath and impulse 

response (April, 1997). 
- Thermal noise references for all beams (to be established by 

May, 1997). 
- Calibration of currently available extended high and low beams 

(to be completed by July, 1997). 
- ScanSAR qualification and calibration (to be completed by 

July, 1997). 
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CONCLUSIONS REFERENCES 

The image quality measurement results indicate that the 
RADARSAT System is meeting and exceeding its 
performance specifications. The operational objectives for 
producing radiometrically calibrated products for all beams 
and processing modes will soon be achieved for the CDPF. 
In fact a number of beams have already been calibrated as 
indicated in Table 2. The process has been long due to the 
large number of beams (22) and products available. We 
believe, however, that end users can count on high quality 
data that will serve their needs for quantitative 
measurements from RADARSAT products. 
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Table 3 Measured Worst Case Radiometrie Calibration Accuracy for Beams S1-S7 and W1-W3 

Property Unit Central 80% Whole Beam 
Beam Pointing Stability [deg] 0.3 0.3 
Beam Pattern Stability [dB] 0.2 0.2 
Processing Replica Error [dB] 0.2 0.2 
Point and Distributed Target Pattern 
Agreement 

[dB] 0.2 0.2 

Point and Distributed Target Level 
Agreement 

[dB] 0.5 0.7 

Relative Accuracy within Scene [dB] 0.8 1.04 
Measurement Mission 

Lifetime Goal 
Measurement Mission 

Lifetime Goal 
Overall Accuracy' [dB] 1.4 3.0 1.6 3.0 

Measurements performed with matched AGC setting and limited dynamic range. 
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Abstract - This paper investigates the suitability of use of 
space-borne multi-date SAR images (ERS1/2) for 
monitoring of growth stages of wetland paddy crops. Four 
study sites are selected in the Kedah State, Malaysia, which 
produces 39% of total paddy output in the country. The 
period of study is from April to September 1996, which 
covers the first cropping in the year. Groundtruth 
measurements on soil and paddy plants are conducted 
around the days of data acquisition. In general, the 
phenological growth stages of wetland rice can be classified 
into five main stages: soil preparation, germination, 
vegetative, ripening and harvest. Preliminary results 
indicate that space-borne radar imagery has a great potential 
for delineation and monitoring different growth stages of 
wetland rice. 

INTRODUCTION 

Rice is the staple food in Malaysia. The growing areas for 
paddy (Oryza sativa) form about 12.7% of total cultivated 
vegetation areas in the country. The identification and real- 
time monitoring of paddy areas is therefore essential for 
economic reasons. Traditionally this has been done by 
using optical remote sensing data such as SPOT. However, 
due to cloud cover over the country, year-round optical data 
are not possible. The use of microwave remote sensing 
technology is thus a logical choice. Some work has recently 
been reported on the use of ERS-1 data for rice monitoring 
in the temperate regions [1]. This paper reports on a similar 
investigation of the suitability of using SAR images to 
monitor the phenological growth stage characteristics of 
wetland rice in the tropical region. The study site is at 
Kedah, a Northern State in Peninsular Malaya, which 
accounts for 39% of total paddy fields (about 97,200 
hectares during main season) in Malaysia [2]. Double 
cropping is practised in Malaysia, where the first cropping 
is planted around April and harvested around September; 
while the second cropping covers the period from October 
to February the following year. The images used are multi- 
date images from ERS 1/2. Although our initial plan also 
includes the use of RADARSAT data, we are unable to 
present those results in this paper at the point of writing. 
The main difficulty encountered is the rescheduling of the 

data acquisition by RADARSAT due to unforeseen 
circumstances. Groundtruth measurements are conducted 
around the day of data acquisition. These include moisture 
content of the soil, soil composition, water depth, plant 
height, plant density, sizes and moisture contents of leaves, 
stems and stalks. The study covered the period from April 
to September 1996. From our analysis, generally there is an 
increase in backscatter as the plant grows and the biomass 
increases. Then the backscatter saturates and drops as the 
plant matures and dries before harvest. Preliminary results 
indicate that backscatter returns vary with phenological 
growth stages of the paddy plants which can be divided into 
5 main stages: Soil Preparation, Germination, Vegetative, 
Ripening, and Harvest [3]. This study shows that space- 
borne SAR images can be a useful tool for delineation and 
monitoring of paddy growing areas in a tropical condition. 

FIELD WORK 

Four paddy fields in the Kedah State had been selected for 
the study: Kampung Tanah Seratus (Lat. 6° 1' 50.5"N, 
Long. 100°21' 53.1"), Kampung Rambai (Lat. 6°2' 6.7"N, 
Long. 100° 27' 8"), Kampung Hutan Kandis (Lat. 6° 11' 
1.4"N, Long. 100° 24' 33.1") and Kampung Telok Jawa 
(Lat. 6° 13' 24.9"N, Long. 100° 19' 36.9"). 6 field trips 
were conducted during the period of study from April to 
September 1996 (i.e. on April 27, May 19, June 1, June 25, 
August 11, and September 15, 1996). During each field trip, 
the following groundtruth measurements were made at the 
sites, the positions of which were checked by a GPS 
system: 
(a) composition and moisture content of soil 
(b) average height of paddy crops above the soil 
(c) moisture content and sizes of paddy plant constituents 

such as leaves and stalks 
(d) weather conditions 

At each site, measurements were done on 5 samples for 5 
plots. Photographs of the sites were taken and properly 
documented. Table 1 gives a typical measurement results on 
the paddy plants for Kampung Tanah Seratus. 
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Table   l:Typical   Measured   Data   for   Paddy   Field   at lower than that on the previous trip, but the average 
Kampung Tanah Seratus, Kedah State, Malaysia 

Date 4.27 5.19 6.1 6.25 8.11 9.15 
Average height above 
water (cm) 

17.2 59 59.0 76.8 89.7 0 

Average   leaf   width 
(cm) 

0.42 0.88 0.9 1.1 1.13 0 

Average leaf thickness 
(mm) 

0.11 0.14 0.14 0.17 0.22 0 

Average stalk 
diameter (cm) 

0.4 0.4 0.5 0.6 0.6 0 

Average of   moisture 
content of plant (%) 

76.2 - 79.8 75.2 53.2 0 

Average No. of tillers 
in a 0.5m x 0.5 m plot 

176 186 186 132 90 0 

Average No. of leaves 
per tiller 

4 8 8 5 4-5 0 

height was taller. a0
w is still high, indicating that plant 

moisture and plant height are two important factors that 
control the radar backscatter returns. 

(d)On 9.15.96, the paddy crops had already been 
harvested, leaving behind bare soil that were ploughed 
and prepared for the second cropping in the year. The 
field was also covered with water. Again we note that 
CT

0
W is relatively low compared to those at vegetative 

stage, or the ripening stage. 

There is an immediate plan to concentrate on the use of 
RADARSAT data for our next phase of study. 

CONCLUSION 

RESULTS AND DISCUSSION 

Figure 1 illustrates graphically the preliminary results of the 
study for Site 1: Kampung Tanah Seratus. Figure 1(a) gives 
the average radar backscatter coefficient CT° from the 
wetland paddy fields based on ERS1 (for dates: 4.27.96 and 
6.1.96), ERS2 (8.11.96 and 9.15.96) as well as 
RADARSAT data (8.21.96). CT° is obtained using the 
following equation: 

a° =201og10(DN)-K  (1) 
where DN is the SAR image digital number, K= 63.43 dB 
(before 8.16.96) and K=59.68 dB (after 8.16.96) for ERS1 
data; while K=60.92 dB (before 8.16.96) and K=59.75 dB 
(after 8.16.96) for ERS2 data. 

All the images have been co-registered using SPOT 
Panchromatic data as reference. Note that a0 from ERS1/2 
are VV-polarization. 

Figures 1(b) and (c) shows the average height and moisture 
content of the paddy crops, respectively; whereas Figure 
1(d) gives the growth stages of paddy during the study 
period The following observations can be made: 
(a) On 4.27.96, the paddy was at its germination stage. The 

soil was irrigated and the field was practically flooded 
with water. o-°w is low since there is very little 
backscatter contribution from the water surface, and the 
plants are very small. 

(b) On 6.1.96, after 45 days, the crops were in the 
vegetative phase. The moisture content of the plant was 
high and the average height of plant above the water 
level was about 59 cm. In this case, a0,, is higher since 
there is more returns due to volume scattering with the 
plant constituents. 

(c) During the field trip on 8.11.96, the crops were in the 
ripening/mature stage. The plant moisture content was 

From this preliminary study, the backscatter coefficient a0 

of the paddy fields from ERS1/2 do vary at different growth 
stages. The variation reflects the conditions/states of the 
plants and soil surfaces such as water content and height of 
plant. Thus there is a great potential for application of SAR 
images in delineation and monitoring of paddy fields. 
However, much detailed work needs to be done to compare 
and contrast, both qualitatively and quantitatively, a0 and 
the physical conditions of the fields, through groundtruth 
measurements and simulations. This will enhance one's 
confidence in the use of such space-borne data. 
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Fig 1: (a) Radar backscatter from ERS XA Data (b) Average height of 
paddy crop above water level (c) Plant moisture(%O.F B) 
(d) Phenological growth stages of paddy plant. 
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ABSTRACT 

In this paper we investigate the sensitivity of the SIR-C/X- 
SAR instrument to within-season moisture perturbations for 
the Michigan Forests Test Site (MFTS). Precipitation events 
occurred at the conclusion of the October mission and thus 
analysis of the last four data-takes can demonstrate the rela- 
tionships between SAR backscatter (<r°) and precipitation at 
each polarization and frequency. It is expected that backscatter 
is affected by incident precipitation and that the presence/absence 
of intercepted precipitation will be found to have the greatest 
impact at the shorter wavelengths and for vegetation classes 
characterized by low relative biomass. Four scenes for SRL-2 
were acquired at a common viewing geometry (41° angle of in- 
cidence) and 24-hour revisit interval. The means and standard 
deviations are used to measure the sensitivity of feature vec- 
tors to intercepted precipitation and soil moisture content con- 
ditions. Differences are generated using the October 7 scene 
(taken before any precipitation events) as the baseline. T-tests 
are used to determine significance of the differences. Results 
show (1) that changes in a" of agricultural fields are corre- 
lated with near-surface soil moisture and (2) changes in a° 
of forested areas corresponds to senescence of deciduous fo- 
liage and the competing effects of intercepted precipitation on 
crown-layer attenuation. Typically, intercepted precipitation 
changes scattering mechanisms at shorter wavelengths (C-band) 
and mainly enhances attenuation at L-band. T-tests show these 
daily differences are commonly significant. Hence, land-cover 
classifications and biophysical retrieval algorithms must con- 
sider these sources of scene variability in <T° . 

1. INTRODUCTION 

SAR backscatter (<r°) from vegetation is a function of vegeta- 
tion structural composition and its dielectric properties. Vary- 
ing moisture conditions can affect cr°, and in this paper we 
investigate the sensitivity of the SIR-C/X-SAR instrument to a 
sequence of precipitation events which occurred at the Michi- 
gan Forests Test Site (MFTS) at the conclusion of the October 
1994 mission. Here we analyze the last four data-takes of this 

mission to demonstrate the relationships between <J° and pre- 
cipitation at each polarization and frequency and for different 
vegetation types. Regarding the latter, it is expected that low 
biomass vegetation classes such as short vegetation or young 
trees will be more sensitive to precipitation effect on a". Fre- 
quency/polarization combinations respond to moisture effects 
of different compartments. For example, for a forested area, at 
L-hh, soil moisture tends to dominate, at L-vv, crown effects, 
and at L-hv a mixture of crown, trunk and soil. In general, 
moisture drives up the a", as has been demonstrated by soil 
and vegetation moisture dielectric measurements [1-3]. How- 
ever, this is not always the case, as it has been demonstrated 
with AIRSAR data that the presence of rain on conifer needles 
may decrease backscatter [4]. 

2. METHODS 

Six features each for the four scenes were extracted for initial 
analysis: C-hh, hv, vv, and L-hh, hv, vv. X-SAR has not yet 
been analyzed but will be included. All data were processed 
by JPL and DLR to single-look complex values in slant range. 
Calibration values for antenna pattern correction and ampli- 
tude and phase are those provided by JPL and DLR. Data were 
orthorectified to a digital elevation model (DEM) interpolated 
from 1:100,000 DLG hypsography using a program developed 
jointly by VEXCEL Corporation and The University of Michi- 
gan Microwave Image Processing Laboratory. Data-takes were 
co-registered to the UTM grid using an automated registration 
program based on the correlation method [5]. 

Precipitation was recorded over the duration of the October 
mission. A network of rain gauges was distributed within the 
forest stands and in adjacent clearings. If we assume incident 
rainfall to be uniformly distributed, then the difference between 
recorded precipitation within and adjacent to the stands should 
be proportional to the rainfall intercepted by the vegetation. 
Precipitation events and amounts are summarized in Table 1. 

Data-take 118.6 (Oct. 7) was taken before any precipitation 
occurred, and this provides a baseline from which to measure 
ACT

0
. Precipitation on Oct. 8 occurred during the over-flight of 

the MFTS; however, the rainfall was very scattered and would 
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Table 1: Average Precipitation Oct. 7 - Oct. 10, 1994 

Daily Precipitation (mm, stdev) 
Oct. 7 Oct. 8 Oct. 9 Oct. 10 

Clearings 0.0 1.45(0.87) 10.31(1.46) 4.09(1.18) 

Forest 0.0 1.10(0.78) 8.65 (2.04) 2.29 (0.99) 

Time of none during during before 

have affected only some of the portions of the western part of 
the test site. Thus this image should show fairly minor, if any, 
moisture differences. On Oct. 9, rain occurred both before 
and during the over-flight, and throughout the MFTS. This im- 
age should show the effect of precipitation. Rain continued 
overnight, and while it had stopped by the time of the Oct. 10 
over-flight, accumulated soil and vegetation moisture was at 
a peak for the sequence of scenes analyzed. Analysis of this 
image should show the greatest effect of precipitation. 

Data were extracted from the overlap area of the four scenes 
for each of 45 forest test stands (each 200 x 200 m ) and 27 
agricultural fields using GIS polygons developed from a GPS 
survey which was also registered to the UTM grid. Means and 
standard deviations were extracted for each Level II or Level 
III land-cover class. Level II classes include short vegetation, 
northern hardwoods, aspen, lowland conifer, red pine, and jack 
pine. For red and jack pine, additional Level III classes based 
on basal area (lo BA, hi BA) were defined. 

Differences were generated for each class type using the Oc- 
tober 7 scene (taken before any precipitation occurrences) as a 
baseline and are calculated on a pixel-by-pixel basis as, e.g., 
Oct. 7 - Oct. 8. Means were also extracted for each individual 
stand/field and t-tests were done by class to provide a decision 
method to determine the significance of the Aa°. Further work 
will include extraction of X-SAR data and tests of the effect of 
precipitation on classifications. To determine the effect of A<r° 
on classification, a classification will be done for the reference 
scene and then applied to each of the remaining three scenes. 
Classification accuracies can then be evaluated for each of the 
Level II classes. 

3. RESULTS 

Tables 2 and 3 give the mean <x° in dB by land-cover class 
for the October 7 reference scene and A<r° in dB's for the re- 
maining three scenes. Aa° is generally less than 2 dB and 
positive with the significant exception of short vegetation (i.e., 
the agricultural fields). This decrease in backscatter for heavily 
vegetated areas corresponds to two factors: (1) the senescence 
of deciduous foliage, and (2) the effects of intercepted precip- 
itation leading to either an increase in crown layer attenuation 
(most noticeable at L-band) and a competing increase in scat- 
tering by the crown layer (most noticeable at C-vv on October 
9). The backscatter difference for the agricultural fields are 
correlated with observed change of near-surface soil moisture, 
the extent to which the observed differences in a" are signifi- 

cant with respect to classification is evaluated using T-tests of 
the sample populations for each feature vector. These results 
are given in Tables 4 and 5 for L-and C-bands respectively. The 
T-tests show these daily differences are commonly significant, 
in particular at the shorter wavelength and under the greatest 
precipitation conditions (see Table 5). Therefore we expect that 
land-cover classifications and biophysical retrieval algorithms 
will need to consider these sources of scene variability. 

4. NOTES TO TABLES 2-5. 

(1) Note: N = N of pixels. (2) Note: N = N of test stands/fields. 
Red pine med and hi are combined into one category (hi); n. 
hdwds and aspen are combined to one category each. Lowland 
conifer results cannot be considered significant due to small 
sample size. Results significant to 0.10 are highlighted in bold. 

5. REFERENCES 

[1] McDonald, K.C., M.C. Dobson, and FT. Ulaby, "Mod- 
eling Multifrequency Diurnal Backscatter From a Walnut 
Orchard, " IEEE Trans. Geosci. Rent. Sens. , Vol. 29, No. 
6, pp. 852-863, Nov. 1991. 

[2] Bergen, K.M., M.C. Dobson, L.E. Pierce, J. Kellndorfer, 
and P. Siqueira, October 1994 SIR-C/X-SAR Mission: An- 
cillary Data Report Raco, Michigan Site, Radiation Lab- 
oratory Technical Report 036511-6T, Radiation Labora- 
tory, EECS Dept. The University of Michigan, Ann Ar- 
bor, MI, Dec. 1995b. 

[3] Dobson, M.C, K. McDonald, FT Ulaby, and T. Sharik, 
"Relating the Temporal Change Observed by AIRSAR 
to Surface and Canopy Properties of Northern, Mixed 
Conifer and Hardwood Forests of Northern Michigan," 
Proceedings of the Third Airborne synthetic aperture 
Radar (AIRSAR) Workshop, Jet Propulsion Laboratory, 
Pasadena, CA, May 20-24,1991, JPL Publication 91-30, 
pp. 34-43, August 1,1991. 

[4] Schowengerdt, Robert A., Techniques for Image Process- 
ing and Classification in Remote Sensing, New York : 
Academic Press, 1983. 

[5] Bergen, K.M., M.C. Dobson, T.L. Sharik, I.J. Brodie, 
Structure, Composition, and Above-ground Biomass of 
SIR-C/X-SAR and ERS-1 Forest Test Stands 1991-1994, 
Raco, Michigan Site. Radiation Laboratory Technical 
Report, 026511-7-T, Radiation Laboratory, EECS Dept. 
The University of Michigan, Ann Arbor, MI, Oct. 1995a. 

1073 



Table 2: Effect of precipitation on L-band <r° (1). 

Class N Oct7(118.6) Oct8(134.3) Oct9(150.2 Oct 10 (166.1) 
aw L-hh <T   L-vv <7° L-hv A L-hh A L-vv A L-hv A L-hh A L-vv A L-hv A L-hh A L-vv A L-hv 

short veg 6386 -18.629 -17.231 -27.628 -0.174 -0.229 -0.074 -2.061 -0.448 -2.297 -3.298 -1.208 -3.608 
red pine lo BA 467 -7.806 -10.895 -14.579 0.838 0.656 0.585 1.082 0.777 0.876 0.352 0.671 0.201 
red pine med BA 116 -6.115 -9.640 -12.691 0.98 1.568 0.713 1.951 0.419 0.329 0.357 -0.526 0.508 
red pine hi BA 516 -6.392 -8.338 -11.870 0.44 0.93 0.517 1.037 1.074 0.75 0.473 0.722 0.488 
jack pine lo BA 1764 -8.698 -11.830 -15.623 0.969 0.297 0.698 0.982 0.196 0.715 0.174 0.322 0.181 
jack pine hi BA 814 -7.233 -10.217 -14.069 1.074 0.773 0.856 1.226 0.623 0.674 0.313 0.439 -0.256 
lowland conifer 180 -7.980 -9.053 -14.397 0.075 0.152 0.223 0.058 0.785 0.228 -0.425 0.522 -0.353 
n. hdwd med BA 254 -8.300 -9.632 -14.364 1.266 0.238 0.332 2.104 1.073 0.684 0.864 0.674 0.227 
n. hdwd hi BA 900 -8.239 -8.687 -13.510 0.488 0.942 0.918 1.163 1.363 1.542 0.624 1.408 0.661 
aspen lo BA 212 -9.187 -10.194 -16.134 1.29 1.224 0.97 1.309 1.682 0.539 0.737 1.711 -0.539 
aspen med BA 219 -8.116 -9.335 -14.320 0.701 0.688 0.093 1.089 1.168 0.505 -0.018 0.985 -0.505 

Table 3: Effect of precipitation on C-band <r° (1). 

Class N Oct 7 (118.6) Oct 8 (1343) Oct 9 (150.2 Oct 10 (166.1) 
a" C-hh (7° C-vv <ru C-hv A C-hh A C-vv A C-hv A C-hh A C-vv A C-hv A C-hh A C-vv A C-hv 

short veg 6386 -11.847 -13.465 -19.376 0.464 0.222 0.286 -0.247 -1.183 -0.784 0.504 -0.254 -0.51 
red pine lo BA 467 -10.216 -11.107 -15.997 -0.207 0.031 0.063 -0.089 -0.71 -0.34 0.48 0.645 0.595 
red pine med BA 116 -9.727 -10.784 -15.103 0.635 1.152 1.806 0.484 -0.267 0.729 0.776 0.545 1.365 
red pine hi BA 516 -9.287 -9.690 -14.276 0.332 0.61 0.318 0.36 0.006 0.67 1.387 1.397 1.574 
jack pine lo BA 1764 -9.483 -10.625 -15.703 0.389 0.501 0.199 0.039 -0.088 0.338 0.908 0.684 0.885 
jack pine hi BA 814 -8.526 -9.658 -14.021 0.376 0.284 0.835 0.246 -0.153 0.398 1.201 0.685 1.17 
lowland conifer 180 -7.150 -7.989 -13.536 0.579 0.864 0.548 0.609 0.293 0.979 1.432 1.294 0.857 
n. hdwd med BA 254 -8.594 -8.966 -14.984 0.965 0.211 -0.023 0.426 -0.35 -0.185 1.947 0.747 1.155 
n. hdwd hi BA 900 -8.014 -8.140 -13.673 1.213 0.717 0.523 0.871 0.074 0.951 1.858 1.159 1.718 
aspen lo BA 212 -9.360 -9.754 -15.082 0.315 0.079 0.459 0.095 -0.881 -0.207 1.051 0.381 1.222 
aspen med BA 219 -8.892 -8.895 -13.598 0.343 0.442 0.978 -0.224 -0.047 0.928 0.82 1.524 1.879 

Table 4: L-band: T-test p-values comparing sample populations of a" on October 7 to the remaining three dates (2). 

Class N Oct 8 (134 3) Oct 9 (150.2 Oct 10 (166.1) 
L-hh L-vv L-hv L-hh L-vv L-hv L-hh L-vv L-hv 

short veg 27 0.84 0.54 0.89 0.00 0.24 0.00 0.00 0.01 0.00 
red pine lo BA 5 0.01 0.37 0.35 0.10 0.31 0.23 0.46 0.36 0.67 
red pine hi BA 8 0.21 0.22 0.22 0.00 0.04 0.02 0.37 0.45 0.09 
jack pine lo BA 12 0.05 0.49 0.14 0.04 0.64 0.16 0.72 0.42 0.72 
jack pine hi BA 5 0.10 0.08 0.24 0.01 0.19 0.12 0.55 0.40 0.51 
lowland conifer 2 0.90 0.91 0.80 0.90 0.56 0.83 0.39 0.67 0.65 
n. hdwd 8 0.19 0.14 0.08 0.00 0.00 0.00 0.12 0.01 0.18 
aspen 5 0.38 0.25 0.63 0.10 0.04 0.64 0.79 0.14 0.62 

Table 5: C-band: T-test p-values comparing sample populations of <T° on October 7 to the remaining three dates (2). 

Class N Oct 8 (1343) Oct 9 (150.2 Oct 10 (166.1) 
C-hh C-vv C-hv C-hh C-vv C-hv C-hh C-vv C-hv 

Short Veg. 27 0.94 0.78 0.58 0.00 0.00 0.00 0.75 0.17 0.05 
red pine lo BA 5 0.45 0.83 0.93 0.85 0.13 0.26 0.18 0.33 0.23 
red pine hi BA 8 0.27 0.27 0.23 0.41 0.93 0.02 0.00 0.01 0.00 
jack pine lo BA 12 0.18 0.07 0.54 0.93 0.71 0.29 0.00 0.01 0.00 
jack pine hi BA 5 0.15 0.18 0.10 0.40 0.54 0.41 0.00 0.00 0.02 
lowland conifer 2 0.50 0.27 0.43 0.10 0.55 0.11 0.16 0.13 0.22 
n. hdwd 8 0.00 0.02 0.36 0.00 0.91 0.11 0.00 0.00 0.00 
aspen 5 0.20 0.37 0.33 0.79 0.46 0.38 0.07 0.00 0.01 
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Abstract - Researchers are becoming increasingly aware of the 
importance of characterising the anisotropic reflectance of 
vegetated surfaces for remote ground cover monitoring. View 
angle considerations are particularly important for wide field of 
view sensors such as the NOAA AVHRR series of instruments. 
Orbital constraints mean that it is difficult to adequately sample 
the domain of viewing and illumination geometries in order to 
build a model of the surface anisotropy. 

This paper assesses the feasibility of applying a Bidirectional 
Reflectance Distribution Function (BRDF) derived from high 
resolution data (30cm), acquired with an aircraft mounted 
digital camera, over a number of vegetation classes, to the low 
resolution (1.1km) AVHRR observations. The validity of 
integrating data from these significantly different scales is 
discussed. Limitations on data comparison due to atmospheric 
and radiometric effects are also addressed. 

INTRODUCTION 

Over recent years researchers have become aware of the value 
of the data derived from multiple viewing angles over a given 
area of vegetation. The structure and state of a vegetated 
surface influences the way that light is reflected back to a sensor 
at different viewing positions. With a large number of views, it 
is possible to build a BRDF. There is significant interest in 
inverting BRDFs to retrieve biophysical parameters [1], [2], 
[3]. 

This new awareness of the anisotropy of the Earth's surface 
has led other researchers to seeks to remove the effect for the 
purposes of accurate monitoring of vegetation state over time 
[4], [5]. 

In order to derive a BRDF, it is necessary to obtain a large 
number of measurements over a wide range of viewing and 
illumination geometries. This is best achieved using a low 
altitude sensor where a range of measurements can be made in 
a relatively short period of time, and problems such as 
atmospheric contamination and non-homogeneity are 
eliminated. However, with regard to monitoring land surface 
state on a regional, or even global scale, satellite remote sensing 
is the only practical alternative. We are therefore faced with the 
challenge of making the most of each distinct data source : 
surface anisotropy characterised via a BRDF derived from 
ground based data; and accurate monitoring capabilities from a 
wide field of view, frequent revisit space-based sensor such as 
the NOAA/AVHRR instrument. In this paper we begin to 
assess whether a low altitude BRDF can be used to characterise 

the the angular effect in a AVHRR data set. 

METHOD 

AVHRR data was collected over the Southern hemisphere 
summer of November 1996 - February 1997. Band 1 (660 nm) 
samples were taken over three forest test sites. These samples 
included a range of viewing and illumination geometries and 
were oriented 30 to 40 degrees from the principal plane1. 

A BRDF model, derived for the same ground cover types, 
based on data from an aircraft mounted digital camera, was used 
and reflectances were calculated for geometries corresponding 
to the satellite samples. The satellite measurements were 
compared to the modelled reflectances. 

BRDF Model Description 
The model used was developed by Dymond and Qi [6]. It 

calculates the radiance of a dense vegetation canopy as the 
product of three functions 

S(ß,$)H(a,Q)B(a) (1) 

The S function represents the proportion of canopy seen as 
sunlit, excluding the hotspot. The hotspot function, H(a,6), 
corrects the S function for the higher probability of seeing sunlit 
leaves near to the anti-solar point. The B function represents the 
average radiance of sunlit leaves. These functions are given by 

S(0,(b) cos0 
cos0 +(ae/a.)coscp 

H(   Q,     12exp(-tan(a/2)/A0)        a<7i/2 
ti{a,V) - | 2exp(-tan(it/4)/Ä0)        a^7i/2 

AoE 
B(a) = —— (sina + (7r./2-a)cosa) 

3TC2 

The principal plane is the plane in which the sun and viewing 
directions are the same or separated by 180 degrees 
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where 6 is the sun zenith angle; $ is the off-nadir view angle; a 
is the phase angle; oe and o$ are the average projected leaf area 
in the sun and view directions respectively; h is a constant which 
is proportional to the leaf length divided by the distance 
between leaves [7]; p is the leaf reflectance; and E is the radiant 
flux density of the sunlight. The model essentially has two 
parameters, h and pE, and a function, a$/o6, to be determined. 

The model was tested by fitting it to densely-sampled, multi- 
view radiance measurements of pine forest (Pinus radiata) and 
pasture (Lolium spp), taken at a sun zenith angle of 59°, and 
then making radiance predictions for multiple views at a sun 
zenith angle of 20°. Comparison of predicted with measured 
radiances showed that the model out-performed the linear 
Roujean et al.model [4] and the non-linear Verstraete et al. 
model [9]. The improvement is due to two factors: the hotspot 
function has a sun zenith angle dependence; and the S function 
allows the average projected leaf area to vary with off-nadir 
view angle. 

AVHRR Data Acquisition and Preprocessing 
All afternoon passes of the NOAA-14 satellite were received 

and archived at Landcare Research NZ Ltd., Wellington, New 
Zealand. The scenes were manually cloud screened and 
rectified to the New Zealand metric map grid using automatic 
chip matching and manual refinement. 

Test sites were chosen in the central North Island of New 
Zealand. Two sites were pine forest (Pinus radiata) and one 
was beech forest (mixed Northofagus fusca and Northofagus 
menziesii). They were all mature stands with closed canopies. 

In order to avoid pixel mixing, the sample locations were 
reverse mapped into the raw imagery and 3x3 pixel samples 
were extacted. Allowing for sub pixel cloud contamination and 
misregistration, the lowest value pixel was selected for 
processing. It was calibrated using updated calibration 
coefficients from NOAA. 

AVHRR top of atmosphere radiances were atmospherically 
corrected using the 6S computer code [10] to produce surface 
reflectances. The atmospheric profiles input to this code were 
monthly climatoglical mean profiles of pressure, temperature, 
water vapour and ozone, obtained at the National Institute of 
Water and Atmosphere Research (NIWA) facility at Lauder in 
Central Otago, New Zealand. Aerosol optical depth was also 
estimated from preliminary sun photometer investigations taken 
at this site. 

Lake Taupo, a large lake in the central North Island of New 
Zealand, was used as a dark target to investigate accuracy of the 
atmospheric correction. AVHRR data was gathered over the 
lake and the calibration and atmospheric correction procedures 
were applied as outlined above. It was anticipated that accurate 
preprocessing would yield a consistent near-zero reflectance 
irrespective of view zenith angle, except for forward scattered 
geometries where specular reflection would lead to sun glint off 
the water. Initial results showed a small overestimation of 
atmospheric effects, leading to backscatter reflectances being 

slightly depressed. An improved lake reflectance was obtained 
assuming no atmospheric aerosols (see Fig. 1). Some variation 
in the measured reflectance is still visible in this data. Since the 
sample was taken in the middle of a large lake, errors due to 
misregistration are unlikely to cause this variability. We 
therefore conclude that the variation is due to day to day 
variations in the atmospheric profile which have not been taken 
into account. 

Reflectance for Lake Taupo 
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Figure 1: Lake Taupo reflectances 

RESULTS 

Figure 2 shows both the measured and the modelled results 
for the three test sites. Although there is still some variability 
in the measured reflectances, there is agreement between the 
measured and modelled values in terms of magnitude and trends 
exhibited. 

Measured reflectances are consistently higher in the forward 
scatter direction. This may be due to incorrect atmospheric 
correction but this seems unlikely in view of our dark target 
results. Although some of the lake measurements in the forward 
scatter direction were affected by sun glint (reflectances of 0.4 - 
0.6), others with similar view zenith angles had relative azimuth 
angles2 large enough ( > 220 degrees) to avoid this. These 
samples showed relatively consistent near-zero reflectance. It 
is therefore likely that the model is slightly underestimating the 
forward scatter reflectances. 

DISCUSSION 

There are a number of other considerations that need to be 
taken into account when comparing the measured and modelled 
results. . 
• In order to obtain samples from a wide range of view angles, 

some very oblique views were processed. According to [11], 
at a view zenith angle of 60 degrees, an AVHRR pixel is 
approximately 2km by 4km in size. Although every effort 
was made to find large homogeneous test sites, these were on 

' The relative azimuth angle is the angle between the solar and view 
azimuths 
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average only 4km by 4km. Small misregistrations would 
therefore lead to pixel contamination. 

• The 6S atmospheric correction code is limited to view zenith 
angles of less than 60 degrees and solar zenith angles of less 
than 50 degrees. Some of our backscatter samples have 
geometries very close to this and are therefore not reliably 
corrected. 

In light of these factors we feel that the results are extremely 
encouraging and warrant further investigation. 
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Fi 
gure 2 : Measured and modelled results 

CONCLUSION 

The agreement between the measured AVHRR samples and 
the low altitude BRDF modelled values suggests that there is a 
future for this approach. We would like to extend this work into 

the near infrared by comparing AVHRR band 2 measurements 
with an enhancement to this BRDF model that incorporates 
multiple scattering. 

These results suggest that is a realistic possibility to develop 
a cover-type specific angular correction for AVHRR data based 
on low altitude measurements. 
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Abstract ~ An end-to-end information system for forest 
mapping and monitoring is discussed, in which the data are 
obtained from many available sensors. The role of airborne 
SAR in such a system is emphasized. User groups are 
identified, as well as their requirements, the system concept, 
and aspects of the implementation. 

INTRODUCTION 

Export of timber is of large economic importance for many 
tropical countries. In view of international agreements, there 
exists a commitment after the year 2000 to export timber 
obtained from the sustainably managed exploitation of forests. 
To ensure availability of operational tools for monitoring and 
management of the extensive tropical forest areas after the 
year 2000, it is necessary to install on relatively short term 
operational forest monitoring and management systems. These 
systems will be able to draw for a large part on remote sensing 
data, from satellites and from aircraft. In general, optical data 
could provide much of the required information; however, 
especially in tropical regions persistent cloud cover can pose 
severe problems. For this reason, SAR (Synthetic Aperture 
Radar) data are used. In addition, radar data can give 
information on forest presence, type and condition, and 
interferometric radar data can be used to produce elevation 
models. In the recent past, pre-operational flights have been 
performed with airborne SAR systems. Based on the outcome 
of these experiments, decisions can be made concerning the 
configuration of an adequate operational forest monitoring 
system. 

Since the information needed by forest users and managers 
will have to come from a variety of sources in a reliable way, 
it is necessary to integrate the entire process between data 
reception and information delivery into a complete 'end-to- 
end' system. This paper reports on a study resulting in a 
system concept for an end-to-end operational forest 
monitoring system. The 'end-to-end' system refers to the 
complete chain of elements that will gather, process and 
present the information required by a user. 

BOUNDARY CONDITIONS 

There are several important boundary conditions that have 
to be taken into account in defining and developing an end-to- 
end system. The output and performance of the system has to 
determined based on user requirements; the users will have to 

be involved in both the definition and the development of the 
system. For maximum acceptance and cost effectiveness in the 
development phase, the system will have to build upon the 
existing infrastructure. It is important to recognize different 
user groups, each with their own specific requirements. There 
are four: (1) The system operators, cf. in the form of a 
commercial or government service; they will run the system, 
direct the operations, and deliver the output. (2) Forest 
exploitation organizations; they will use the system to plan 
and monitor their operations, and to demonstrate that the 
exploitation is within the limits of their concession. (3) The 
government, for verification of the concession holders' 
activities and for releasing new concessions. And (4) 
independent NGO's, for verification of the proper 
implementation of the international conservation criteria and 
guidelines such as those from ITTO. In addition to the users, 
numerous other parties are involved in the acceptance and 
development. These will include manufacturing industries, 
commercial services, research institutes, universities and 
government bureaus, who will share amongst them the 
required expertise, capabilities and responsibilities in the 
fields of forestry, remote sensing, SAR, operations, 
manufacturing, technology development and management. 

THE END-TO-END SYSTEM 

The end-to-end forest monitoring and management system 
should be based on advanced observation techniques. The 
system will comprise the following elements: 
• Space segment (optical, radar and infrared). 
• Air segment (one or more aircraft with camera, SAR 

sensor, real-time SAR processor, navigation/motion 
registration and data storage). 

• Ground segment (data reception, handling, processing, 
archiving and distribution). Under processing can be 
recognized: optical processing, SAR processing, 
interferometric processing, DEM (Digital Elevation 
Model) extraction, georeferencing, radiometric 
calibration and thematic processing. 

• Support segment (planning, operations, maintenance, 
ground truthing, education and training, research, system 
upgrading). 

The information products that are output of the system can 
be divided into four categories: 
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1. Mapping for land use and vegetation type. This is 
required at scales of 1:250,000 to 1:25,000. 

2. Forest fire monitoring. This can be implemented by fire 
detection, assessment of fire damage, and detection of dry 
areas. Also partially underground coal fires are an issue in 
this respect. 

3. Monitoring of indicators for sustainable forest 
management. This needs to be implemented by the ability 
to map individual tree crowns, degree of canopy closure, 
skid trails and reforestation. 

4. Advanced products. This refers to products which are at 
the moment not yet defined, but these will include timber 
volume and tree height. 

These information products impose specific demands on the 
data, which, in turn, can be addressed by specific sensors. 
Only a combination of sensors is able to cover the full 
spectrum of user needs. An overview is given in Table 1. 

Table 1. Products data requirements and sensors. 
; Application Data Sensor                    i 
; Mapping Multi-channel Optical and SAR    I 
i 1:250.000 25 m resolution satellite                  j 
i Mapping Multi-channel Optical and SAR    j 
1 1:100.000 20 m resolution satellite                  ; 
i Mapping Multi-channel Optical and SAR    j 
1 1:50.000 10 m resolution satellite, or             ; 

airborne SAR         1 
| (Logging) road Single channel Airborne SAR 
| network 3-10 m resolution or aerial 

photography 
i Mapping Multi-channel Airborne SAR        ■ 
i 1:25.000 3-5 m resolution 

(multi-look) 
interferometric or aerial                 1 
or optical photography           j 

1 Forest fire Infrared Infrared                  ; 
; detection low resolution satellite                 j 
i Forest fire Short wave Airborne SAR, 
1 monitoring single channel directed by 
1 (1:15.000) 3 m resolution satellite 
I Monitoring Short wave (X or C) Airborne SAR 
i indicators of high resolution 
1 sustainable (2x2x2 m 10-look) 
; management interferometric or aerial                 1 
i (1:5^10.000) or optical photography           ! 
I Advanced ? (Multi-frequency 

high resolution 
interferometric 

Airborne SAR 

!  polarimetric) ? j 

presently draw upon LANDSAT and SPOT for optical; on 
NOAA-AVHRR or ERS-ATSR for infrared; and on ERS, 
JERS and RADARSAT for radar. In the future, most of these 
data sources will have comparable successors; also the 
possibility of dedicated satellite missions for tropical forest 
management must not be discounted. 

An operational and economically viable airborne SAR 
system will have to comply with a number of criteria (in 
addition to the requirements from Table 1). It will have to: - 
have a reasonably wide swath, in combination with a limited 
range in incidence angle; - have an on-board quick-look 
facility; - have a large baseline (i.e. distance between the two 
interferometric antennae); - be robust and easily maintainable; 
- be suited for use on small aircraft; - and its platform will 
have to be able to fly at high altitude (up to 8 km at least). For 
airborne SAR, some of the products of Table 1 can be 
delivered by sensors that are nowadays available, although 
almost all of these are not truly operational. For the high- 
resolution products, at present there are no operational 
systems available at all, and these will have to be developed. It 
is possible to design SAR systems, on the basis of present-day 
commercially available technology, that attain the 
specifications needed. The parameters of one such a system 
are listed in Table 2. This concerns a single system that can 
operate in two modes: a high-resolution interferometric mode 
for use of monitoring indicators of sustainable management, 
and a medium resolution polarimetric mode, with one 
interferometric channel, for mapping at 1:25.000 scale. 

Table 2. SAR system parameters for a system that 
simultaneously covers two of the requirements of Table 1. 
Incidence angles depend on altitude but always fall within the 
S!?.??.?^.!?!}.??.-..?.^.?.!?1.?.? are sucn mat one recorder suffices. 

Mode j High-resolution 1 Medium resol. 
1 interferometric 1 polarimetric           ; 

1 interferometric       i 
I Altitude j 5-8 km I 5-8 km                  j 

j Max. velocity 1 145 m/s j 145 m/s                 ! 
j Baseline I 1.4 m I 1.4 m                     i 
j Channels ! 2 ! 4                           1 

Slant range j 0.6 x 0.6 m i 1.2 x 0.6 m            ! 
resolution ] (Range x Az) ; (RaxAzimuth) 

! Ground resolution j 2.0 m j 3.0 m 
j @ 11 look ; @ 12 look             j 

Height accuracy j < 2. 0 m ! < 2.0 m                  j 
Ground swath 1 7.9 km i 7.9 km                  j 
Incidence angle 1 40° - 67° j 40° - 67°               j 
Band width ! 250 MHz i 125 MHz               j 
Max. data rate j 29 Mbyje/s j 29Mbyte/s            ] 

Satellite data can be used for large-scale overviews, with 
which airborne operations can be directed to gather more 
detail. Subsequently, once detailed information is known 
about an area, the frequently available satellite data can be 
used to monitor for changes. For satellite data, the system can 

Of course, it is also possible to implement each requirement 
in a different system, which may be more economical in 
practice if these systems need to be used much. The high data 
rates will result in large amounts of data; this puts a very 
heavy load on all subsequent activities, such as processing, 
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archiving and analysis. A single channel radar image at 2 m 
resolution amounts to a data volume of 10 Gbyte/Mha 
(Million hectare), while the intermediate single-look complex 
data needed to derive the associated DEM is an order of 
magnitude more, and the raw data is 25 times as much. A 
polarimetric image at 5 m resolution amounts to some 5 
Gbyte/Mha. The most stringent requirement of Table 1 is the 
2m, 10-look resolution (also in terms of radar hardware); 
although this requirement is technically feasible, if it can be 
relaxed (even to 2.5 m or 3 m) then system cost and 
complexity will be significantly reduced. However, the need to 
discern individual tree crowns seems at the moment to imply 
this requirement. 

Because the final information products will be the result of 
a combination of the data from various sensors, and because 
of the very high data rates, the ground segment will be of 
considerable complexity. There is the choice between a 
centralized facility or a network of decentralized ones. From 
the point of view of data access and local availability, the 
latter would be preferable; however, archive integrity, the 
complex processing and analysis, and the need to combine 
data from different sources favor a centralized facility. This 
choice will also be influenced by the existing infrastructure. 
The software needed for the ground segment may be 
composed of commercially available packages, customized for 
the operational environment and overlaid with a shell for 
proper data and user interfacing. The information products 
should have a data format which conforms to international 
commercial standards. Commercially available PCs and 
UNIX-based workstations may be used, extended with 
accelerator boards for some of the computationally intensive 

tasks such as the SAR processing. With the nowadays 
available hardware, a limited number of workstations suffices 
to cover the processing demands of the ongoing forest 
monitoring operations of a medium-sized country. 

IMPLEMENTATION 

Implementation of an end-to-end system will have to be 
based on the existing infrastructure, the availability of sensors 
that partially cover the data requirements, the lack of those 
that would cover them in full, and the milestone of the year 
2000. Between now and 2000, existing airborne SAR systems 
can be used for mapping down to scales of 1:15.000, together 
with data from existing satellites and aerial photography 
operations. At the same time, a new dedicated high-resolution 
airborne SAR system can be developed. From 2000 onwards, 
this system will then be available for mapping at scales of up 
to 1:10.000. After 2005, other and more advanced airborne 
SAR systems will become available to address the more 
advanced applications such as tree and height timber volume 
estimation. Airborne SAR systems can be designed to operate 
in various modes, each suited for a particular application. In 
defining new systems, other applications besides forest 
management should be taken into account, such as general 
mapping, agriculture and coastal zone management. This will 
positively influence the cost/benefit ratio and the acceptance. 
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Abstract - Recent advances in developing remote sensing 
methods for forest inventory have suggested a good potential 
for the use of multi-source, multi-dimensional remote sens- 
ing dato. This paper describes results of the retrieval of stem 
volume, basal area, and mean height utilizing the following 
remote sensing data: Landsat TM, SPOT Pan and XS, ERS- 
1/2 PRI and SLC, airborne data from imaging spectrometer 
AISA, radar-derived forest canopy profiles (obtained with 
HUTSCAT), and aerial photographs. Ground truth data con- 
sist of 40 spruce-dominated and mixed stands, which have 
been carefully measured using about 10 relascope sample 
plots in each stand. Multivariate data analysis techniques 
were applied. The results suggested that 1) radar-derived 
stand profiles seemed to be the most accurate data source for 
forest inventory, 2) combining ERS-1/2 coherence images 
with Landsat TM improved estimation accuracy, 3) Landsat 
TM was a more accurate data source than other satellite data 
(SPOT Pan and XS, ERS-1/2 intensity and coherence im- 
ages), 4) principal component analysis was found to be a 
good technique with this dataset to derive predictor variables 
from AISA data (30 channels with high multicollinearity), 
5) higher coherence was obtained for winter images than 
summer images due to snow-covered ground. 

INTRODUCTION 

Conventional forest inventory is both expensive and time- 
consuming. In theory, remote sensing methods offer a good 
alternative and/or a supporting method for traditional forest 
inventory and, therefore, remote sensing applications in the 
estimation of biomass and stem volume have been inten- 
sively investigated during the last few years (e.g. 
[1],[2],[3],[4],[5]). The feasibility of remote sensing data at 
visible, near-infrared, infrared and microwave spectral bands 
has been studied for both small- and large-area forest in- 
ventory. Digital satellite, e.g. Landsat TM, have even been 
applied with success for operational large-area applications, 
such as national forest inventories [61. Recently, progress has 
been made to combine both microwave and visible/infrared 
data sets to fully exploit the potential of both approaches. A 
multi-source remote sensing data for forest inventory can be 

used to improve the accuracy of remote sensing based esti- 
mates. Using conventional field inventory methods, the accu- 
racy for main attributes, such as stem volume, is typically 
about 15 %. 

The main objective of this study was to estimate the accu- 
racy of each individual remote sensing data source on the 
retrieval of the following forest stand attributes: stem volume 
(m3/ha), basal area (m2/ha) and tree height (m), and to im- 
prove current methods by applying multi-source data sets. 

MATERIAL 

From the Kalkkinen test site, locating 130 km north of Hel- 
sinki, 40 homogeneous spruce-dominated and mixed stands 
were measured using about 10 relascope sample plots in each 
stand. Tree species and diameter at breast height (dbh) were 
recorded for each measured tree, determined with a relascope 
factor of 1. Age, dbh, and height were measured for the ba- 
sal-area-median-tree of each sample plot. From these data 
mean tree height (m), basal area per hectare (m2/ha) and 
stem volume per hectare (m3/ha) were obtained for each 
stand basically as means of the sample plot values. Descrip- 
tive statistics of the 40 stands are depicted in Table 1. The 
applicability of the results with other stand conditions were 
not tested. In the future, the results will be obtained for all 
typical stand conditions covering thousands of hectares. 

Table 1. Descriptive Statistics of Field Inventory Stands. 

Volume Basal area Height 

Minimum 119.3 m3/ha 13.1 m2/ha 10.6 m 

Maximum 330.6 m3/ha 30.1 m2/ha 25.4 m 

Mean 222.5 m3/ha 22.6 m2/ha 20.3 m 

Std.dev. 58.9 nvVha 4.5 m2/ha 2.8 m 

The remote sensing data set included satellite data from 
SPOT, Landsat, ERS-1/2, airborne data from imaging spec- 
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trometer (AISA), airborne ranging radar (HUTSCAT), and 
digitized aerial photographs, Table 2. 

Table 2. Remote Sensing Data. 

Imaging 
spectrometer 
AISA 

Measured on 10 June 1996 using the 
AISA spectrometer of the Finnish For- 
est Research Institute (METLA), reso- 
lution 1.6 m (across-track) and 2.4 m 
(along-track), geometric and radiomet- 
ric rectification was done by METLA, 
spectral range 466-870 nm. 

Aerial 
photographs 

Photographed on 8 June 1996, with 
scale of 1:20 000, digitized and ortho- 
rectified into pixel size of 0.85m. 

Radar profiles Measured on 22 November 1996, using 
helicopter-borne ranging scatterometer 
HUTSCAT with polarization modes 
HH, VH, HV, and W at an incidence 
angle of 23° off nadir, center frequency 
5.4 GHz, range resolution 0.65 m, spa- 
tial resolution (at tree tops) 8 m, flight 
line spacing was 100 m. 

SPOTPan/XS Acquisition date 24 August 1996, proc- 
essing level IB. 

Landsat TM Acquisition date 24 August 1996, sys- 
tem corrected mini-scene. 

ERS-1/2 5 SLC pairs and corresponding ERS-1 
PRI images obtained via ERS tandem 
AO project AOT.SF301 during summer 
1995 and spring 1996. 

METHODS 

The coherence images were produced from ERS-1/2 Tandem 
SLC images using the ISAR-Interferogram Generator soft- 
ware developed in Politecnico di Milano. The ISAR-software 
is distributed free of charge to the members of the ESA 
Fringe Group. ISAR software co-registers the two SLC im- 
ages to the required sub-pixel accuracy, subtracts the flat 
terrain phase term from the interferogram and performs 
common-band filtering in order to reduce baseline decorrela- 
tion. If needed, ISAR software also estimates the local direc- 
tional slopes (the instantaneous frequency of the interfer- 
ometric phase). In coherence estimation the ISAR software 
uses a Gaussian estimator window in order to reduce the 
deleterious effect of bright reflectors. 

Satellite images were rectified using base maps and ground 
control points. Radar profiles corresponding to ground truth 
stands were determined using GPS-coordinates and corre- 
sponding time recorded during flight. In digitized aerial 
photographs, the effects of illumination variations within 
images were reduced by a regression method (Holopainen, 
1995). After correcting the individual images, an ortho-photo 
mosaic was constructed. 

The rectified and preprocessed data was analyzed using im- 
age processing, GIS and statistical software. The boundaries 
of the stands were imported from GIS to the image process- 
ing system. From each stand, statistical features such as 
mean, standard deviation, histogram and its shape, find ratio 
of different channels were calculated. Principal component 
analysis was applied to the 30-channel AISA image and a 
combination of all satellite images. All together, over 250 
predictor variables were formed. Multiple regression models 
were built on these variables using best subset regression. All 
data were used for modelling. The criterion to eliminate 
variables was that all variables in the models should be sig- 
nificant (p<0.05). 

RESULTS AND DISCUSSION 

Table 3 shows the accuracy comparison of various data 
sources for standwise volume estimation. The results are 
summarized in the following. 

• HUTSCAT-derived tree height estimates differed with 
1.3 m standard deviation and 0.3 m systematic error from 
the ground truth data. The tree height estimation capa- 
bility of HUTSCAT was superior to any other data 
source. Adding crown backscatter mean to the volume 
model, the standard error of volume estimates was only 
28 m3/ha (12 %). 

• Within stand shadowing in aerial photographs, maybe 
typical to spruce stands, improved both height and vol- 
ume estimation accuracy. Additionally, inadequate mo- 
saicing and illumination correction resulted in dramatic 
deterioration of accuracy. 

• Aerial photographs and AISA image gave second best 
accuracy of 15 % to 18 % to stem volume. Principal com- 
ponent analysis was successfully applied to AISA data, 
because signals of 30 AISA output channels correlated 
strongly with each other. The first principal component 
(PC) corresponded to overall variation in the image, the 
second PC to variation in the forest, and the third PC to 
striping effects in the images caused by unideal mounting 
of the sensor on the aircraft. 
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The combination of ERS coherence image and LAND- 
SAT TM image resulted in improved accuracy for all 
tested attributes. The ERS coherence based estimates 
were more accurate than SPOT Pan and XS based esti- 
mates. 

Table 3. Accuracy comparison between various data 
sources for stem volume assessment 

Data source Predictors R2 SE (m3/ha) 

SPOT Pan mean intensity 0.11 56.4 (25.3%) 

SPOTXS mean intensity, ch 1 0.21 53.2 (23.9 %) 

Aerial mosaic mean ofnear-IR and 
green channels 

0.32 50.0 (22.5 %) 

ERS mean of coherence 
21-22 August 

0.32 49.4 (22.2 %) 

Landsat TM mean ofch 6 0.37 47.4(21.3%) 

ERS/Landsat mean ofch 6, mean 
of coherence 21-22 
August 

0.43 45.7 (20.6 %) 

AISA* PC 2 0.63 40.5 (18.7 %) 

Aerial photo* mean of red and 
green channels 

0.78 35.0(15.6%) 

HUTSCAT* mean height of the 
profile, crown 
backscatter at VH 

0.75 28.2 (12.3 %) 

• The number of stands used for AISA, aerial photograph and 
HUTSCAT measurement varied slightly due to improper data ac- 
quisition. However, it was statistically tested that each ground 
truth data sets reprented the same distribution. 

• The coherence over boreal forests during winter was con- 
siderably higher than during other seasons perhaps due to 
wet snow conditions. Therefore, ERS Tandem interfero- 
grams acquired during winter seemed to be ideal for 
DEM generation over boreal forests. 

• Summation of several normalized coherence images pro- 
duced images suited better for land-use and forest classi- 
fication than a single coherence image. 

The relative accuracies are extremely good, mostly due to 
low variation of stands. Therefore also, the coefficients of 
determination are relative low. With larger number of stands 

and with larger variation, it is expected that coefficients of 
determination and SE (standard error) values will be higher 
than in Table 3. 
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Abstract ~ The aim of this study is to use 
multitemporal ERS-2 satellite synthetic aperture radar 
(SAR) images in delineating and mapping areas under 
different rice cropping systems in the Mekong river delta, 
Vietnam. Five change index maps were generated from 
the six images acquired between June and December, 
1996. Using a 3-dB threshold, the pixels in each change 
index map were classified into one of three classes: 
increasing, decreasing or constant backscattering. The 
five change index maps were used to generate a 
composite map with 243 possible change classes. After 
discarding the minority classes, and merging the 
dominant classes with similar backscatter time series, the 
thematic classes of rice cropping systems practiced in the 
study area were delineated. 

INTRODUCTION 

The objective of this study is to use multi-temporal 
ERS-2 SAR data to delineate and map the spatial 
distribution of the various rice cropping systems in the 
Mekong River Delta. The results of our previous study 
within a test area of 100 km by 100 km which includes 
parts of Soc Trang and Bac Lieu provinces in the Mekong 
river delta, Vietnam using ERS-2 SAR scenes 
subsampled to 50 m pixel size have been reported, have 
been reported [1]. Single cropping and variations of the 
double cropping rice cultivating regions have been 
delineated by thresholding the change index maps derived 
from a series of seven multitemporal ERS-2 images. This 
method allows the discrimination of regions of different 
rice cropping systems over a broad area. 

In this paper, we report the results of applying the 
similar technique to delineate rice cropping systems on a 
smaller scale. The test area is confined to a 12 km x 10 
km region southwest of the town of Soc Trang in the 
Mekong Delta. Full resolution (12.5 m pixel size) 
Precision Image (PRI) products are used in this study. 
The rice cropping systems in this region are mainly the 

rainfed double cropping systems. Variations of this main 
system have been mapped using this technique. 

There are three main rice seasons in the Mekong river 
delta (see Table 1). Two of the seasons (HT and M) 
coincide with the rainy season which typically starts in 
May and lasts until November. The three rice seasons, in 
various combinations governed by hydrology, rainfall 
pattern and availability of irrigation, constitute the variety 
of rice-based cropping systems practiced in the Mekong 
river delta [2]. The rainfed double cropping systems in 
this area are variations of the HT-M system, typically 
practiced in the salinity affected areas and in areas where 
irrigation is not available. The planting methods are 
mainly the direct seeding methods. 

Table 1: Rice Seasons in the Mekong River Delta 
Season Planting Harvest 

DongXucm(DX) Winter - Spring Nov/Dec Feb/Mar 
He Thu (HT) Summer - Autumn May/Jun Aug/Sep 

Mua (M) Rainy Season Jul/Aug Dec/Jan 

Various studies on the backscattering of radar from rice 
plants [3] indicate that the radar backscatter generally 
increases with time after planting during the vegetative 
phase when there is a rapid increase in plant biomass. The 
backscatter saturates at the reproductive phase of the 
growth cycle when the plants start flowering. The 
backscattering coefficient is found to increase from -16 
dB or less at the beginning of the growth cycle when the 
field is inundated and there is little biomass in the field, to 
about -8 dB at the saturation level [3]. It should then be 
possible to monitor the rice growth stage by measuring 
the backscattering coefficient from the plants as a 
function of time if radar images are acquired at 
appropriate time intervals. ERS-2 SAR images can only 
be acquired in the same mode (either descending or 
ascending) at 35-day intervals. Although the backscatter 
time series obtained at 35-day intervals would not have 
sufficient temporal resolution to capture the rapid 
increase in biomass during the vegetative phase for the 
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short growth duration rice, which is about 30 days, it 
would still be able to capture the changes in backscatter 
between the beginning of the planting cycle and the end 
of the reproductive stage. Generally, the beginning of a 
rice season would be identified by a low backscatter in 
the time series when the field was inundated while the 
end of the reproductive stage is characterised by a high 
backscatter. 

IMAGE PROCESSING 

Seven descending mode ERS-2 synthetic aperture radar 
images at 35-day repeat intervals were acquired (track 75, 
frame 3411 shifted down by 30% to cover areas of 
interest in Soc Trang and Bac Lieu provinces) during the 
following dates in 1996: May 5, Jun 9, Jul 14, Aug 18, 
Sep22, Oct27andDecl. 

The ERS-2 scenes were acquired and processed into 
the calibrated SAR Precision Image (PRI) format at the 
ground station of the Centre for Remote Imaging, Sensing 
and Processing (CRISP), Singapore. An edge-preserving 
speckle removal filter based on the adaptive Wiener filter 
for multiplicative noise was applied. Multitemporal 
colour composite images were then generated to show the 
changes in the backscattering coefficients during the rice 
growing seasons. 

CLASSIFICATION METHOD 

The classification method has been described in [1]. 
Maps of radar change indices (change in backscattering 
coefficient expressed in dB) for consecutive pairs of 
images were generated. A 3-dB threshold was then 
applied to each change index map to produce a threshold- 
change-index (TCI) map. For each TCI map, the pixels 
were classified as having a constant (-3 dB < CI < +3dB), 
decreasing (CI < -3 dB) or increasing (CI > +3 dB) 
backscattering over the corresponding time period. Five 
TCI maps (covering the period from Jun 9 to Dec 1) were 
combined to give a total of 243 possible change classes. 
In the previous study [1] covering a larger area, the 
change classes were merged into thematic classes of rice 
cropping system on the basis of similarity in their time 
series of radar backscattering (CTQ in dB) as well as their 
geographical distribution pattern, with the consideration 
of field knowledge about the type of rice cropping system 
that might be practiced in a particular geographical 
region. In this study, the same change signatures in the 
series of threshold change index maps were used in 
merging the change classes into thematic classes. 

RESULTS AND DISCUSSIONS 

An example of a multitemporal colour composite 
image of the test area is shown in Fig. 1. The multitude of 
colours illustrates the variety of rice cropping systems in 
the study area. The bright white area on the top right part 

of the image is the town of Soc Trang. The grey linear 
features are the linear settlements, homestead gardens and 
orchards along canals and roads where the backscattering 
coefficient remained relatively constant throughout the 
season. The rice areas appear in shades of reddish orange 
and green. 

Fig. 1: Multitemporal SAR colour composite image of the test 
area (Red: May 5, Green: June 9, Blue: July 14,1996) 

The resulting thematic map of the rice cropping 
systems is shown in Fig. 2 while the time series of the 
change classes corresponding to these thematic classes are 
graphed in Fig. 3. The white areas Fig. 2 are the areas 
with relatively time invariant radar backscatter (see Fig. 
3a). The magnitude of the back scattering coefficient is 
relatively high at about -7 dB, typical of vegetation with 
closed canopy structure. 

&RBW&ffi5gm 

Fig. 2: Thematic map of rice cropping systems in the test area. 
The magenta, green and cyan regions are regions of three 
variations of the double crop rainfed HT-M system. The 
white areas are non rice areas with relatively stable radar 
backscatter over time. 
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Three variations of the double crop rainfed rice 
croping systems have been identified in this region. The 
magenta-coloured areas appear scattered, with some 
concentrations along the main road leading from Soc 
Trang to Bac Lieu. Ground observations indicate that the 
rainfed HT-M system is practiced in some parts of this 
area, where the dry direct-seeded HT crop is planted 
between May/June and Aug/Sep, followed by the Mua 
crop in Oct. The backscatter time series (Fig. 3b) is 
characterised by a distinct drop in a on Oct 27, followed 
by a steep increase in backscatter. This increase is 
probably due to the Mua crop. The earlier part of the time 
series is relatively flat. The beginning of the HT crop in 
May/June is probably not sampled by any of the SAR 
images. 
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Fig. 3: Backscatter time series of the four thematic classes 
shown in Fig. 2. 

The system practiced in the areas coloured light 
green in Fig. 2 is characterised by two distinct drops in 
the backscatter time series, i.e. on Jun 9 and Oct 27 (see 
Fig. 3c). These areas are lower-lying, the fields are 
flooded in June resulting in the drop in a in the Jun 9 
scene. The wet field conditions allow for wet direct 
seeding of the HT crop. The increase in a after October 
corresponds with the Mua crop. On the other hand in the 
areas coloured cyan in Fig. 2, there is no distinct dip in a 
in the backscatter time series (Fig.3d); there was no early 
season inundation of the rice fields. The HT crop is 
mainly dry direct seeded, hence the corresponding 
increase in backscatter between Jul 14 and Aug 18.. As is 
the case of the light green areas, the increase in a after 
October corresponds with the Mua crop. 

CONCLUSIONS 

Three variations of the double crop rainfed HT-M 
systems have been identified and delineated in the study 
area by thresholding the change index maps derived from 
multitemporal SAR images followed by merging of the 
change classes into thematic classes using the same set of 
change signatures derived from a previous study [1] 
involving a much larger area than the present study. Our 
results indicate that this technique is also capable of 
delineating the rice cropping systems on a smaller scale. 
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Abstract — ERS-1 acquisitions of the Black Forest test site in 
Germany from 1991 to 1993 were selected to cover a variety 
of seasonal and phenological stages. Multisensor analysis 
(ERS-1, SPOT) was performed using a forestry GIS data 
base from the regular forest taxation. It turned out that the 
C-W band of ERS-1 is sensitive to age in young deciduous 
and coniferous forest stands of temperate zones. A synergetic 
relationship between optical and microwave data has been 
established. The combined data set provided a combination 
that allowed better differentiation of forest age classes, as 
compared to results obtained with the individual sensors. 

INTRODUCTION 

Compared to the capabilities of optical spaceborne sensors 
the information content of a single frequency SAR, such as 
the ERS-1 AMI may be limited for land and forestry appli- 
cations. However, continuous spaceborne SAR coverage may 
provide more information than can be obtained with single 
or limited optical spaceborne observations. 

The ability of microwaves to penetrate the outer part of fo- 
rest canopies and be scattered by branches and trunks leads 
to the assumption that SAR sensors might be able to provide 
estimates of forest biomass or other stand attributes. 

From that, the objectives of this study are to exploit multi- 
date ERS-1 observations and a rich available ground truth 
data set in order to assess the information content of ERS-1 
SAR data for forestry and other land applications, and espe- 
cially to evaluate the potential for improved information ex- 
traction from multitemporal SAR data. Furthermore the 
combined use of optical and microwave spaceborne data 
should give insight into possible synergetic effects for quali- 
tative and quantitative analysis of forest stands. 

TEST SITE AND DATA 

The study area (about 30x30 km) stretches from France 
over the fertile Rhine valley with its submediterranean cli- 
mate and its variety of agricultural crops, vineyards and for- 

ests, to the city of Freiburg in the centre of the area. From 
there it passes the western slope of the Black Forest. 

ERS-1 acquisitions (14 Single Look Complex (SLC) data 
sets) from 1991 to 1993 were selected to cover a variety of 
seasonal and therefore phenological stages. SPOT/XS from 
September 12, 1991 have also been used for the study. The 
overall processing chain applied to the ERS-1 (SLC) SAR 
was especially designed to monitor the changes occurring to 
the scene at a high spatial resolution [1]. 

Data analysis was made by selecting a wide range of well 
documented ground samples on flat terrain. Analysis of 
multitemporal ERS-1 slant range SAR data was conducted 
using 40 test areas (forest, agriculture, grassland) each 
greater than 2.5 ha. After geocoding, the multisensor (ERS- 
1, SPOT) analysis was performed using a forestry GIS from 
the inventory used for regular forest taxation in 1990 for a 
forest district (6000 ha, 960 forest stands). 

VEGETATION DYNAMICS USING ERS-1 

Grassland agriculture and forest, vegetated areas charac- 
terising a landscape, were used to study phenological and 
seasonal influences on ERS-1 backscatter evolution. Fig. 1 
shows a plot of the ERS-1 backscatter range, defined as the 
difference between maximum and minimum measured 
backscatter of all acquisitions, versus the average ERS-1 
backscatter value of all measurements. Generally, different 
target groups can be distinguished Woody plants/forests 
form a group with high backscatter and a low dynamic range 
of backscatter over the seasons. In this group conifers show 
the highest dynamic range while young stands show the 
lowest average backscatter. Herbaceous vegetation 
(grassland) has a low average backscatter and medium dy- 
namic range. Agriculture has the highest dynamic range of 
backscatter due to the influence of cultivation practices. A 
separation of woody and herbaceous vegetation and also of 
different accumulations of biomass seems to be possible 
using this representation. 
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Fig. 1: Average ERS-1 backscatter versus range of ERS-1 
backscatter of all ERS-1 acquisitions for different vegetated 
areas. 

RETRIEVAL OF FOREST STAND ATTRIBUTES 

After multisensor/multitemporal data fusion, the possibil- 
ity of retrieval of forest stands attributes was investigated 
using GIS information and combined SPOT and ERS-1 data. 

Since, according to the German forest taxation practice, 
biomass is not generally estimated for young forest stands, 
age information was considered for this study. The response 
of forest age classes to SPOT spectral bands and to the ERS- 
1 time series is depicted in Fig. 2. SPOT XS1 and XS2 
bands show no apparent sensitivity to age of forest stands. 
The SPOT/XS3 band shows decreasing reflectance for in- 
creasing forest age. On the contrary, ERS-1 radar reflectivity 
increases with forest age, until saturation is reached after 30- 
40 years. A very interesting fact is, that this behaviour re- 
mains stable. Seasonal and environmental influences affect 
only, and almost in the same amount, the absolute mean 
level of radar reflectivity of forest age classes. 

Capabilities of SPOT/XS3 and ERS-1 data for discrimi- 
nating stands of different ages were examined by calculating 
the linear correlation coefficients between forest backscatter 
and age for four cases (Table 1): 
• correlation between age (all age classes, from 1 to 160 

years) and backscatter/reflectivity of forest stands, not 
differentiating species composition on polygon base, 

• correlation between age (all age classes, from 1 to 160 
years) and backscatter/reflectivity of forest stands, not 
differentiating species composition on pixel base, 

Fig. 2: SPOT reflectivity and temporal sequence of ERS-1 
backscatter averaged for forest age classes 1-10, 11-20, 21- 
30, 81-90, 91-100, 101-110 years (bottom to top). For better 
comparison signatures are represented in digital numbers. 

• correlation between age (only age classes from 1 to 30 
years) and backscatter/reflectivity of forest stands, not 
differentiating species composition on pixel base, 

• correlation between age (only age classes from 1 to 30 
years) and backscatter/reflectivity of the same stand type 
(i.e. same species or species composition) on pixel base. 

As expected from Fig. 2, the low correlation coefficients 
obtained (Table 1) in the first two cases prove that neither 
SPOT nor ERS-1 allow complete discrimination of age 
classes from 1 to 100 years. In the last two cases, if only the 
first three age classes (from 1 to 30 years) are considered, 
then a very high correlation is observed between age and 
ERS-1 (all acquisitions) or SPOT/XS3 signals, for either not 
differentiating species composition or the example of a spe- 
cial stand type such as red oak. 

The opposite signs of the correlation coefficients between 
forest backscatter and age class exhibited by SPOT/XS3 and 
ERS-1 indicate a possible synergy of both sensors for re- 
trieval of forest stand age. Thus, a fusion of the data has 
been tried by simply using a ratio of the SPOT/XS3 image 
radiometry and the rescaled filtered ERS-1 amplitude. 

These ratios of SPOT/XS3 to every ERS-1 acquisition 
were statistically evaluated by computing the linear corre- 
lation coefficients to age classes. Results are given in Table 2 
for non-differentiating species composition and for a special 
stand type (ash). By showing fairly good correlations for 
forest age ranging from 1 to 100 years, the results in Table 2 
indicate a superior sensitivity of this SPOT/X3 to ERS-1 
ratio index to age classes compared to each single sensor. 
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Table 1: Correlation coefficients between backscatter of 
forest age classes (1-100 years) and age in one SPOT and 14 
ERS-1 scenes on polygon base, on pixel base, on pixel base 
for the first three age classes (1-30 years) and on pixel base 
for the first three age classes of a red oak stand. 

Pixel 
Based 

All Stand Tj rpes imasKflKiKii üpP 
1-100 1-100 1-30 :■■--,   |-;^ 

Years Years Years , ¥&$% 
SP01/XS3 

12/09/91 -0.09 -0.43 -0 91 f1 «$$$ 
ERS-1 

30/07/91 0.15 -0.20 0.98 0.89 
17/08/91 0.20 0.22 0.99 0.96 
20/08/91 0.25 0.28 0.99 0.97 
23/08/91 0.19 0.16 0.99 0.99 
19/09/91 0.21 0.09 0.99 0.95 
28/09/91 0.16 0.04 0.99 0.95 
19/10/91 0.16 -0.07 0.99 0.98 
31/10/91 0.18 -0.03 0.97 0.99 
06/11/91 0.17 0.52 0.98 0.93 
15/11/91 0.15 0.08 0.94 0 93 
30/11/91 0.13 0.19 0.73 0 92 
06/12/91 0.23 0.28 0.99 <.      4& 

'*' 03/05/92 0.12 -0.11 Ö.94 0.93 
|     07/02/93 0.18 0.20 0 91 ■   0.93 

Table 2: Correlation coefficients between ratio of 
SPOT/XS3 and ERS-1 for 14 ERS-1 acquisitions of forest 
age classes 1-12 (1-120 years) and age without differentia- 
tion of stand-type and of forest age. classes. 1-10 (LrlOQ years) 
and age of an ash stand on pixel base. 

' V' ' &*<&> .S»0rT XS&&M&4 < ,. 
ERS-1 All Stand Types Ash 

Acquisition 1 -100 Years 1 -100 Years 
30/07/91 -0.75 -0.67 
17/08/91 -0.77 -0.75 
20/08/91 - 0.76 -0.75 
23/08/91 -0.75 -0.77 
19/09/91 -0.80 -0.77 
28/09/91 -0.78 -0.78 
19/10/91 -0.75 -0.66 
31/10/91 -0.76 -0.74 
06/11/91 -0.82 -0.86 
15/11/91 -0.79 -0.87 
30/11/91 -0.78 -0.75 
06/12/91 -0.87 -0.82 
03/05/92 -0.77 -0.83 
07/02/93 ;<■'■.. -0.79 -0.89 

SUMMARY AND CONCLUSIONS 

The results of this study add to the growing evidence of 
the valuable capabilities imaging radars have for the 
studying and monitoring of forests due to the sensitivity of 
radar to a variety of processes in vegetation ecosystems and 
the proven synergy to optical satellite data. 

Long term variations due to phenological and seasonal 
effects can be used to discriminate land use classes. Thus, 
high resolution monitoring of vegetated surfaces, forest 
conversion into cultivated or bare soils, or agriculture man- 
agement seems to be possible using multitemporal ERS data. 

The results from this investigation demonstrate that the C- 
W band of ERS-1 is sensitive to age (and therefore closely 
related parameters such as tree height, woody biomass) in 
young deciduous and coniferous forest stands of temperate 
zones. This capability can be important for forest ecology 
studies. First, information about the growth dynamics of 
successional sequences on burned areas, clearings etc. can be 
important for prognosis about future growth and population 
development (patterns). Second, boreal forests are often 
characterised by low biomass levels, comparable to that of 
the young stands used in this investigation. Therefore, ERS- 
1 SAR could be sensitive to changes in these ecosystems. 

A synergistic relationship between optical and microwave 
data has been established, allowing better differentiation of 
forest age classes, as compared to results obtained with the 
individual sensors. Age differences, however, are not directly 
detected. Rather, it is the different tree and stand character- 
istics (e.g. foliar vigor, quantity and distribution, tree height, 
stem and branch size, standing biomass and canopy struc- 
ture) of differently aged stands which will result in different 
optical and microwave signatures. 
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